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Abstract. Security proofs of symmetric-key primitives typically con-
sider an idealized world with access to a (uniformly) random function.
The starting point of our work is the observation that such an ideal world
can lead to underestimating the actual security of certain primitives. As
a demonstrating example, XoP2, which relies on two independent ran-
dom permutations, has been proven to exhibit superior concrete security
compared to XoP, which employs a single permutation with domain sep-
aration. But the main reason for this is an artifact of the idealized model
used in the proof, in particular, that (in the random-function-ideal world)
XoP might hit a trivially bad event (outputting 0), which does not occur
in the real/domain-separated world.
Motivated by this, we put forth the analysis of such primitives in an up-
dated ideal world, which we call the fine-tuned setting, where the above
artifact is eliminated. We provide fine-tuned (and enhanced) security
analyses for XoP and XoP-based MACs: nEHtM and DbHtS, and demon-
strate how the transition to the fine-tuned setting can also yield bet-
ter privacy/authentication tradeoff in authenticated encryption via the
generic composition of encryption and MAC. Our analyses demonstrate
that the security of XoP-based and XoP2-based constructions are, in fact,
far more similar than what was previously proven.
Our security proofs rely on a fine-tuned and extended version of Mirror
theory for both lower and upper bounds, which yields more versatile and
improved security proofs. Of independent interest, this extension allows
us to prove the multi-user MAC security of nEHtM in the nonce-misuse
model, while the previous analysis only applied to the multi-user PRF
security in the nonce-respecting model. As a side note, we also point out
(and fix) a flaw in the original analysis of Chen et al. [CRYPTO’23].
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1 Introduction

Idealization is a common methodology in cryptography in order to enable prov-
able security treatment of complex constructions. The high-level idea is the fol-
lowing: In order to prove a cryptographic primitive secure we compare it to an
idealization, often referred to as an ideal (abstraction) model, which encapsulates
the behavior we would hope the primitive to exhibit. The security of the primitive
is then argued by means of the distinguishing ability of a distinguisher—-often
referred to as the adversary—in telling apart the primitive from its ideal abstrac-
tion. Looking ahead, in a typical symmetric-key cryptography scenario—such as
the ones considered in this work—where concrete security is of essence, this abil-
ity is captured by means of the number of queries to the primitive or idealization
that an adversary needs to make in order to achieve certain distinguishing ad-
vantage.

The most common (and successful) instance of such idealization in symmetric-
key cryptography is block ciphers, which are typically abstracted/idealized as
pseudorandom permutations (PRPs). In fact, block ciphers offer an excellent
segway to discuss the benefits of idealization for security proofs. In particular,
in order to allow simpler and black box security proofs of higher lever construc-
tions making use of block ciphers, one typically abstracts keyed block ciphers
as (truly) random permutations (RPs). RPs are an easier-to-use idealization of
PRPs—security of PRPs is proven by considering how distinguishable they are
from RPs.

The above two-level abstraction allows for a simple and modular analysis
of primitives, at times referred to as generic composition [38, 7, 8] or game-
hopping [9]: If primitive P can be idealized as primitive P ′ and primitive P ′

can be idealized as primitive P ′′, then P can be idealized as primitive P ′′. 3

In fact, it is not hard to show that in such a composition, if P ′ and P ′′ can
be distinguished with advantage δ1 by an adversary making q1 queries, and
P and P ′ can be distinguished with advantage δ2 by an adversary making q2
queries, then P and P ′′ can be distinguished with advantage δ1 + δ2 by an
adversary making q = min{q1, q2} queries. This offers a generic way to bound the
distinguishability of P and P ′′, and therefore the security of P as an instantiation
of P ′′. We note in passing that this bound is typically loose in terms of both
queries and distinguishing advantages. Indeed, in many reductions of primitives
to their idealization, one is able to prove much tighter bounds—this will also
be the case in reductions considered here. Nonetheless, the above generic bound
offers us a good way to introduce our motivating question below.

The above discussion illustrates that choosing the “right” idealization can
be beneficial in security proofs that make use of the corresponding primitive.
Indeed, over-idealizing P as P ′, i.e., choosing a P ′ which is closer to (therefore
harder to distinguish from) the ideal P ′′ might improve δ2 and q2 at a cost,

3 We note that often, idealization compares cryptographic games involving the primi-
tive and its abstraction. However, for simplicity, we now use the language of idealizing
primitives, which we find simpler and more intuitive to describe our ideas.
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however, on δ1 and q1 which makes the reduction of P ′′ to P looser than what
one would get by a less idealized P ′.

This motivates the core question of this work, namely,

Can we improve the tightness of security reductions in symmetric-key
cryptography by considering better, more fine-tuned ideal worlds for the
underlying cryptographic primitive?

We answer this question in the affirmative for a broad class of symmetric-
key reductions for primitives that rely on the Xor of two permutations—such
as the well-known XoP construction (see below)—including multi-user beyond-
birthday-bound (BBB) PRFs, Message Authentication Codes (MACs), and Au-
thenticated Encryptions with Associated Data (AEADs). We note that the work
of Dai, Hoang, and Tessaro [22] already serves as a demonstration that the use
of more fine-tuned abstractions can vastly improve the security proof of XoP.
Albeit, as discussed below, unlike our treatment [22] used such fine-tuning inside
the security proof, which, as we discuss below, prevented them from performing
a tighter analysis of applications like the one we do in this work.

1.1 Related Work

In the following, we discuss (some of the vast) literature on provable security of
symmetric-key cryptographic constructions. This will allow us to better demon-
strate how our contributions advance the state of the art.

1.1.1 Block ciphers as the basis for PRFs. Pseudorandom Functions are
the cornerstone of many cryptographic constructions. Unfortunately, designing
PRFs from scratch, without relying on other cryptographic primitives or number-
theoretic assumptions, is a challenging task. On the other hand, as discussed
above, a common idealization of block ciphers is to treat them as pseudorandom
permutations (PRPs). In fact, the plethora of heavily studied and ingeniously
engineered block ciphers, such as AES (which is even implemented in commodity
hardware), makes PRPs a convenient ingredient in the design of other crypto-
graphic primitives. And indeed, a PRP is a PRF, which is also a permutation,
so one would expect the reduction to be trivial. However, it is well known that
using PRPs as PRFs in such a vanilla manner has major drawbacks as it makes
the resulting primitives susceptible to birthday attacks [5, 6, 9, 12, 30, 31]; such
attacks take advantage of the fact that a PRF is a PRP only up to the birth-
day bound and it can be distinguished by detecting an output collision. This
led to the famous foundational question—namely, the Luby-Rackoff backward
problem [6]—how to construct secure beyond-birthday-bound (BBB) PRFs from
secure PRPs. Remarkably, even more than two decades after the question first
surfaced, with several works addressing it [3, 4, 10, 18], there remains broad
scope for exploration.
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The Xor of Two Permutations as a BBB PRF. Bellare, Krovetz, and Ro-
gaway [6] and Hall et al. [30] pioneered the investigation of constructing beyond-
birthday-bound secure PRFs from PRPs, which has since attracted considerable
attention [6, 30, 40, 41, 35, 22, 11, 27, 17, 28, 14]. One of the most well-known
such constructions is so-called the xor of two permutations. Given a n-bit (keyed)
PRP P, XoP maps x ∈ {0, 1}n−1 to

XoP[P](x)
def
= P(0 ∥ x)⊕P(1 ∥ x).

Alternatively, given two n-bit (keyed) PRPs P and Q, their sum, denoted XoP2,
maps x ∈ {0, 1}n to

XoP2[P,Q](x)
def
= P(x)⊕Q(x).

After the initial introduction of XoP construction [6, 30], several studies have
built upon and enhanced this groundbreaking work [2, 21, 36, 39]. The most
notable advancements include proofs by Dai, Hoang, and Tessaro [22] and Dutta,
Nandi, and Saha [25], which established that XoP and XoP2 are secure up to
O(2n) queries. The two works use the chi-squared method and a verifiable version
of mirror theory, respectively.

Interestingly, the above works demonstrate a gap in the security of the above
two primitives: The tight bound of XoP is q

2n while the best known bound of

XoP2 is O
(

q2

22n

)
where q is the number of queries made by an adversary. In

fact, as discussed below, this becomes ever more prominent in the following two
cases: (1) the multi-user setting; and (2) when we want enough security margin.
We discuss each of these cases below:

(1) In the multi-user setting, one assumes u instances of the above constructions—
each with its own independent key, where the adversary is allowed to make
q = u · qm queries such that qm queries to each of the above instances. The
corresponding ideal primitive is one that offers the adversary parallel query
access to u random functions. Choi et al. [16] and Chen, Choi, and Lee [14]
improved the multi-user security bound of XoP2. Their result implies that
even if there are O(2n) number of XoP2 instances, i.e., O(2n) users, XoP2
still enjoys beyond-birthday-bound security. On the other hand, only one
query per instance suffices to break PRF security of XoP in the same setting
by checking if there is output 0.

(2) Similarly, even for the single-user setting with n = 128, if one wants to limit
an adversary’s advantage to be less than 1/264, one can make at most 264

queries to XoP while XoP2 allows 296 queries for the same security level.

1.1.2 Message Authentication Codes. Message authentication codes (
MACs) are the symmetric-key crypto solution to secure authentication. Their
goal is to allow two users A and B sharing a secret key to exchange messages
in an authenticated manner. As such, the typical security of MACs is captured
by means of an ideal game, capturing existential unforgeability, in which the
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adversary can obtain several MAC tags on messages of his choice and is required
to produce a forgery on a message not queried before.

Similarly to PRFs the wide availability of block ciphers (as PRPs) has fuelled
a vibrant research investigating constructions of secure MACs using PRPs as
building blocks. In fact, there is a very interesting connection between MACs and
PRFs. Indeed, any PRF can be directly used as a MAC, by taking the output of
the PRF keyed with the secret key of the MAC and evaluated on a message m as
the authentication tag for m. Even more intriguingly, it turns out that several of
the PRP-based MAC constructions actually produce pseudorandom tags, which
means that these constructions can also be seen as alternative PRFs with security
analogous to the MAC. In fact, these constructions are very convenient because
they can achieve beyond-birthday-bound (BBB) security.

The above state of affairs has led to an extensive body of literature that
evaluates security of PRP-based MACs by idealizing them as random functions.
This paradigm is often referred to as PRF-security of MACs since any indis-
tinguishability statement that proves the MAC produces tags indistinguishable
from random can be directly interpreted as a statement about the quality of
these MACs when used as a PRF. Notwithstanding, looking ahead in our contri-
butions, abstracting certain PRP-based MACs as random functions is, in fact,
an instance of overidealization, which leads to looser bounds on the security
of the MAC. Thus, such constructions will greatly benefit from our fine-tuning
framework.

Constructing BBB Secure MACs from PRPs. Broadly speaking, there are
two main paradigms, called Nonce-Enhanced Hash-Then-MAC [26] and Double-
block Hash-then-Sum [23], to construct BBB secure MACs based on block ci-
phers. Both paradigms maintain two n-bit internal states and finalize an output
by XORing two block cipher evaluations for each state. Intuitively, they can be
viewed as a natural extension of XoP construction and share many commonali-
ties with it. We next review the state of the art in proving security for each of
these paradigms:

1. Nonce-Enhanced Hash-Then-MAC. Dutta, Nandi, and Talnikar [26] pro-
posed an efficient construction called nonce-enhanced hash-then-MAC (nEHtM),
achieving the BBB security both as a PRF and a MAC. Furthermore, this con-
struction provides graceful security degradation of nonce misuse and only uses
a (two-call of) single-block cipher and a single-block hash function such as the
polynomial hash, making it a preferable option. The original construction of
nEHtM is of the form:

nEHtM[H,P](N,M)
def
= P(0 ∥N)⊕ P(1 ∥ HKh

(M)⊕N)

for a n-bit permutation P and appropriate hash function H.
The original paper proved the single-user security of nEHtM up to O(22n/3)

MAC queries and O(2n) verification queries when the number of faulty queries is
sufficiently small. Choi et al. [19] later improved this upto O(23n/4) MAC queries
and O(2n) verification queries.
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More recently, a variant of nEHtM has been considered, defined as

nEHtM2[H,P,Q](N,M)
def
= P(N)⊕ Q(HKh

(M)⊕N)

using two permutations, which we refer to nEHtM2. This was first considered by
Chen, Mennink, and Preneel [15], showing the single-user PRF security of this
variant up to O(23n/4) queries. Chen, Choi, and Lee [14] proved that nEHtM2
achieves stronger PRF security in the multi-user setting than the original nEHtM.
In particular, they showed the BBB PRF security of nEHtM2 for the number
of users is about 2n/2, which was impossible for the original nEHtM because of
the uq/2n term in the advantage bound because of similar attacks to XoP. The
(improved) MAC security of nEHtM and its variant in the multi-use setting is,
on the other hand, left as an open problem.

Double-block Hash-then-Sum. Double-block Hash-then-Sum (DbHtS) paradigm
was proposed by Datta et al. [23]. Notably, a two-keyed construction of DbHtS
based on XoP uses one hash key and one block cipher key. This version of
DbHtS [33, 42, 24] is of the form

DbHtS[H,E](Kh,K,M)
def
= EK(H1

Kh,1
(M))⊕ EK(H2

Kh,2
(M)),

where H = (H1,H2) consists of two n-bit hash functions H1,H2 : Kh ×M →
{0, 1}n and E : {0, 1}k × {0, 1}n → {0, 1}n is a block cipher.

In the recent improved security analysis of DbHtS [33, 42, 24], Shen et al. [42]
proved a multi-user security bound O

(
ℓq3

22n + qp2

22k

)
in the ideal cipher model

for the two-keyed DbHtS, when ℓ is the maximum length of messages, a ℓ
2n -

universal (and regular) hash is used, and an adversary makes at most q con-
struction queries and p primitive queries. The above security bound assumes
that the hash function H = (H1,H2) is constructed from the block cipher E and
is cross-collision resistant 4, namely for every M,M ′ ∈M,

Pr
Kh,1,Kh,2

$←−K

[
H1

Kh,1
(M) = H2

Kh,2
(M ′)

]
= 0.

Later, two-keyed DbHtS are proven to be secure with a better bound O
(

ℓq4/3

2n + pq1/3

2k

)
by Datta et al. [24] in terms of threshold number of queries. Their analysis as-
sumes the hash function is cross-collision resistant but not constructed from the
block cipher.

4 The latest version of [42] introduces two variables ϵ3, ϵ4 in their security bound to fix
the flaw pointed out by [24]. The value of ϵ3, ϵ4 depends on concrete hash function
constructions and sometimes can be birthday-bound [29]. To make an easier com-
parison, we simplified their security bound by assuming H is cross-collision resistant,
which leads to ϵ3 = ϵ4 = 0.
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1.1.3 Generic Composition and Authenticated Encryption. Namprem-
pre et al. [38] put forth a framework for combining secure symmetric-key encryp-
tion with PRF-secure MACs for constructing and analyzing AEAD schemes. The
relevant indistinguishability bounds are derived from the security of the encryp-
tion scheme and the PRF security of the MAC. As we shall show, this instance
of generic composition of encryption and authentication can serve as an example
to demonstrate how fine-tuning the idealization of MACs to tighter abstract the
properties of PRP-based MACs, like the ones discussed above, allows for a fine-
grained treatment of the trade-offs between authentication and privacy, and has
the potential to yield overall tighter analyses of AEADs. We refer to Section 3.2
for details.

1.2 Our Contributions

In the following, we discuss our core contribution and put them in context with
the related literature.

As discussed above, the starting point for out work is the observation that in
PRP-based constructions as above, there is an (as we argue) unnecessary loss in
the security analyses that can be gained back by fine-tuning the corresponding
ideal worlds. Intuitively, the source for this loss can be demonstrated by looking
at the XoP construction: Since the inputs to the two PRPs are domain-separated,
the resulting PRF never outputs the all-zero string 0. As such, a PRF with 0 as
part of its output domain is an overidealization of XoP. Using such an overideal-
ization makes it necessary to account in the analysis for the event that the ideal
world outputs 0, which is an event that never occurs in the XoP construction.

By fine-tuning the ideal world (for XoP) to exclude the output 0, we get a
primitive closer to what XoP instantiates and can therefore give tighter reduc-
tions, which, among others, demonstrate that the gap in the multi-user setting
discussion in Section 5 is mostly due to the above overidealization. Looking
ahead, it turns out that such fine-tuning improves the analysis of several results
that rely on BBB PRFs, including the ones discussed above.

For instance, for the number of users u and the maximum number of queries
per user qm, we show that the multi-user “fine-tuned” security bound of XoP can
be proven as O

(
u0.5qm

2/22n
)

via the Squared-ratio method proposed by Chen,
Choi, and Lee [14], resulted to the same security bound of XoP2 proven there.

Interestingly, as will become apparent in our analysis, our ideal-world fine-
tuning can yield improvements even over the proof of [22], which already con-
siders an intermediate world where 0 is removed from the output of the PRF.
Indeed, unlike in our treatment, the security proof from [22] could not surpass
the bounds O

(
q
2n

)
due to the presence of a trivial bad event that outputs 0 in

the vanilla ideal world for PRF. Avoiding this obstacle via our fine-tuning leads,
as we show, to immediate improvement of security bounds of XoP-based con-
structions such as nEHtM [26, 19, 14] by the rid of the overestimated assumption.
From this observation, we also newly introduce a variant of DbHtS [23, 33, 42, 24],
which uses one block cipher key and domain separation.
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Similarly to the above-improved analysis for multi-user XoP, we can get im-
provement on the security analysis of MACs in the multi-user setting, where the
effect of transitioning the proofs to the fine-tuned setting is even higher. Con-
cretely, we are able to prove unexpected improvements in the security bounds for
both nEHtM and DbHtS. Furthermore, we demonstrate how fine-tuning the ideal
world for such MACs can serve as an avenue for better privacy/authentication
tradeoffs (and potentially tighter security analysis) of authenticated encryption
using the generic composition framework of Namprempre et al. [38].

Our security proofs rely on a fine-tuned and extended version of Mirror theory
for both lower and upper bounds, which yields more versatile and improved
security proofs. Of independent interest, this extension allows us to prove the
multi-user MAC security of nEHtM in the nonce-misuse model, while the previous
analysis only applied to the multi-user PRF security in the nonce-respecting
model. As a side note, we also point out (and fix) a flaw in the original analysis
of Chen et al.

In the following, we give details for our results on fine-tuned (less idealized)
ideal worlds for XoP, nEHtM, and (a variant of) DbHtS and their applications.
We use the standard model for XoP and nEHtM and the ideal cipher model
for DbHtS to show that our observation can be applied regardless of the choice
of models and the proof strategies. In the ideal cipher model, p stands for the
number of primitive queries allowed to the adversary.

1.2.1 Revisiting the security of (multi-user) XoP. We show that the
“fine-tuned” multi-user PRF security bound of XoP from the random ideal world
without outputting zero can be O

(
u0.5qm

2

22n

)
via the Squared-ratio method [14]

where the same security bound for XoP2 was also proven in [14]. Note that just
checking if there is an output 0 of the oracle breaks the standard PRF security
for q ≥ 2n, making no hope for better than O

(
uqm
2n

)
security. Our result for XoP

demonstrates this barrier is entirely due to the output 0.

1.2.2 Revisiting the security of (multi-user) nEHtM. We revisit the
multi-user security of the original nEHtM in the multi-use setting. We prove
that nEHtM enjoys strong MAC multi-user security similar to the multi-user
PRF result in [14] while using less key size with graceful security degradation
under nonce misuse, resolving the open question posed in [14]. When the number
of users u = O(2n/2) and each user makes the faulty queries much less than
2n/4 times, then our result indicates that nEHtM is BBB secure MAC. This
was believed to be impossible, at least through the standard ideal world—with
outputting zero. Concretely, we prove that the multi-user MAC security bound

of nEHtM is O

((
uq4m
23n

)1/2)
as long as the number of faulty and verification

queries is sufficiently small and qm is large enough. The previous best bound in
a similar setting was O

(
uq2m
21.5n

)
[19]. A similar security of nEHtM as PRF without

outputting zero is also proven.
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Along the way, we figure out that the multi-user PRF security of nEHtM2
in [14] is buggy (see Appendices D.3 and D.4), resulting in a slightly worse bound
than they claimed; for example, the claimed birthday bound security for u ≈ 2n

is false. Despite this, we develop and fine-tune the relevant extended mirror
theory without outputting zero and the security proof of nEHtM, resulting in
the even better bound than one for nEHtM2 in [14] in some sense. For example,
their security bound does not work for qm ≈ 23n/4. We refer to Figure 2 for the
graphical comparison.

We also study variants of nEHtM and nEHtM2 based on a stronger hash
function. This variant (almost) recovers the security multi-used PRF claim for
nEHtM2 in [14] if we use their original proof, and the even better MAC security
bound of nEHtM including O

(
u0.5q4m
23n

)
if we exploit the improved strategies and

mirror theory in this paper. This exhibits the power of our fine-tuning and
indicates that the current obstacles to better and cleaner security are from the
hash functions, either its property itself or its current analysis.

1.2.3 Revisiting the security of (multi-user) DbHtS. Subsequently, we
explore the multi-user MAC security of DbHtS. Our main targets are the variants
of [24, 42] using the domain separation, whose formal definition can be found
in Section 7. We focus on the security bound that is fine-tuned in terms of the
query bound qm for each user, instead of the total number of queries q across
all users. In the worst case, q = uqm holds. Our results can be summarized as
follows.

– Under the ideal cipher model as in [42], we analyze the security of DbHtS
based on a dedicated analysis regarding qm along with the idea of fine-
tuning but mainly following the original approach. This leads to a better
security bound than one by the so-called generic reduction and also achieves
an improvement over the original result in the same setting, except for the
domain separation.

– For [24], if we focus on qm, we observe that naïvely following the original
proof cannot avoid uq

4/3
m /2n, which is even worse than the trivial bad prob-

ability of uqm/2n. Inspired by the case of nEHtM, we show that an improved
bound can be achieved assuming stronger underlying hash functions.

A pictorial comparison is shown in Figure 1. The effect of fine-tuning also appears
in the low end, for example, when qm ≲ 2n/3 still allows the 1/2n security
bound in both cases when the other parameters are sufficiently small, which
was impossible in the previous bounds. We refer readers to Appendix E.1 for
additional pictorial comparisons in different settings.

Remark 1 (Strong hash functions). The strong properties of hash functions used
in the tighter security proofs are likely satisfied when we use block-cipher-based
hash functions. On the other hand, the polynomial hash functions do not satisfy
them, highlighting the specific point in the current proofs. We leave an open
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Fig. 1: Comparison of the DbHtS’s security bounds (in terms of the threshold number
of queries per user) as functions of log2 u. The black line represents the bound where
adversary advantage Advmu−mac

DbHtS (u, qm, p) = 20; the blue line is for Advmu−mac
DbHtS (u, qm, p) =

2−32; and the red line is for Advmu−mac
DbHtS (u, qm, p) = 2−64. The solid line represents our

bounds, and the dash-dotted line represents the previous bound where q = uqmax. The
left figure compares our Theorem 9 with Theorem 1 from [24]. Two bounds overlap.
The right figure compares our Theorem 8 with Theorem 1 from [42], where we set
ϵ3, ϵ4 = 0. We set p = q, k = n, δ = 2−n, and neglect l and the logarithmic term of n
in all graphs.

question of whether polyhash can be used to obtain similar tight security or
admit the matching attacks, especially due to the lack of such properties.

This situation is reminiscent of the recent advances in the cascaded LRW2 [34],
or CLRW2. Mennink [37] presented an attack on CLRW2 and showed that match-
ing security bound under several assumptions, including stronger hash functions
very similar to ours. Subsequently, Jha and Nandi [32] eliminated those assump-
tions and developed a new tool for the hash functions. In turn, these tools are
frequently used in the later works [14, 19, 15] as well as this work.

1.2.4 Revisiting the security of generic composition (for AEADs)
Last but not least, we demonstrate that our proposal of replacing the idealization
of MAC as PRF with the idealization of PRF without the 0 in the codomain—we
will refer to this as PRF* and the resulting security notions as PRF*-security—
not only yields improvements in the analysis of the MAC security but also leads
to a potential avenue to improve the analysis of generic composition of encryption
and MAC towards authenticating encryption. In particular, we show that by
replacing the PRF with PRF* in the analysis of Namprempre et al. [38] (and
plugging in out tighter analysis of PRF*-security for PRP-based MACs), we
can make δ1 (the advantage of the adversary in attacking the MAC) small while
keeping the change on δ2 (the adversary’s advantage in attacking the encryption)
very low, at least for the CTR mode. Hence, the transition from PRF security of
MACs to PRF* security of MACs allows us to improve security with respect to
authentication at a minimal loss in security with respect to privacy. The caveat
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here is that in the CTR mode δ2 ≫ δ1 hence δ2 is, in fact, the dominating factor
that leverages the overall gains of transitioning to a PRF*-security analysis. Such
gains would appear if we used an encryption mode for which δ1 > δ2 (or at least
δ1 ≈ δ2). Unfortunately, there are only a few encryption mode candidates with
this property, and we were unable to provide rigorous security proof (as for the
CTR mode) using PRF* for these modes—the analysis becomes overly complex.
We conjecture that such AEADs which we find a very interesting future research
direction.

1.3 Organization of the Paper

The remainder of the paper is organized as follows. In Section 2, we introduce
some basic notation and preliminaries. In Section 3, we present the formal def-
inition of the fine-tuned pseudorandom function, denoted by PRF*, multi-user
PRF* security, and MAC security. We then discuss generic compositions from
PRF*. In Section 4, we develop and state the Mirror Theory tailored for the fine-
tuned ideal world. The Mirror Theory will later be used in the proof of multi-user
PRF* security of XoP and multi-user MAC security of the nEHtM and DbHtS.
Then, we show how using the fine-tuned ideal world could improve the security
analysis in multiple applications. Specifically, Section 5 states and proves the im-
proved multi-user PRF* security of XoP. Section 6 and Section 7 state and prove
the improved multi-user MAC security for the nEHtM and DbHtS, separately.

2 Preliminaries

Notation. Throughout this paper, we fix positive integers n and u to denote
the block size and the number of users, respectively. For a non-empty finite set
X , we let X ∗ℓ denote a set {(x1, . . . , xℓ) ∈ X ℓ | xi ̸= xj for i ̸= j}. For an
integer A and b, we denote (A)b = A(A− 1) . . . (A− b+ 1). A notation x←$ X
means that x is chosen uniformly at random from X . |X | means the number of
elements in X . The set of all permutations of {0, 1}n is simply denoted Perm(n).
The set of all functions with domain {0, 1}n and codomain {0, 1}m is simply
denoted by Func(n,m). We additionally define Func∗(n,m) ⊂ Func(n,m) by
the set of all functions in Func(n,m) satisfying the following condition: for any
f ∈ Func∗(n,m), f(x) ̸= 0 for all x ∈ {0, 1}n. For a keyed function F : K×X →
Y with key space K, and non-empty sets X and Y, we will denote F (K, ·) by
FK(·) for K ∈ K. When two sets X and Y are disjoint, their (disjoint) union is
denoted X ⊔Y. For any positive integer i, and a1, . . . , ai, b ∈ {0, 1}n, We denote
{a1, . . . , ai}⊕ b

def
= {a1⊕ b, . . . , ai⊕ b}

In the proofs in our paper, we denote Si1 and Si0 as a random system of
the real world and the ideal world for an i-th user. The random variable z ∈ Ω
sampled from Si1 or Si0 is called a transcript, which consists of query-answer pairs
between an adversary and a given random system based on a distinguishing game
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described later. z is attainable if the probability of obtaining z from Si0 is non-
zero. We write Tre and Tid as random variables following the distribution of the
transcripts in the real world and the ideal world, respectively.

Almost XOR Universal Hash Functions. Let δ > 0, and let H : Kh×M→
X be a keyed function for three non-empty sets Kh, M, and X . We say that H
is δ-XOR almost universal (δ-XAU) if for any distinct M,M ′ ∈M and X ∈ X ,

Pr [Kh ←$ Kh : HKh
(M)⊕HKh

(M ′) = X] ≤ δ.

Regular and Almost Universal Hash Functions. Let δ1, δ2 > 0, and let
H : Kh ×M→ X be a keyed function for three non-empty sets Kh, M, and X .
We say that H is δ1-regular if for any M ∈M and X ∈ X ,

Pr [Kh ←$ Kh : HKh
(M) = X] ≤ δ1,

and H is δ2 almost universal (δ2-AU) if for any distinct M,M ′ ∈M and X ∈ X ,

Pr [Kh ←$ Kh : HKh
(M) = HKh

(M ′)] ≤ δ2.

2.1 The Squared-Ratio Method

This method was first introduced in [14]. For multi-user security, we assume a
sequence of random systems (S1, . . . ,Su) and i ∈ {1, . . . , u}. Note that S10 is
the ideal world and S11 is the real world for the first user, independent of the
other user’s oracle. Let ZS,i be the random variable over Ω that follows the
distribution of the i-th answer obtained by A interacting with a system S. Let

Zi
S

def
= (ZS,1, . . . , ZS,i),

and let
piS(z)

def
= Pr

[
Zi
S = z

]
for z ∈ Ωi. We omit i when i = q.

Theorem 1 ([14]). Suppose whenever pS1
1
(·) > 0 then pS1

0
(·) > 0. Let Ω =

Γgood⊔Γbad. If a function ϵ1(z) and a constant ϵ2 holds the following constraints∣∣∣∣ pS1
1
(z)

pS1
0
(z) − 1

∣∣∣∣ ≤ ϵ1(z) for all attainable z ∈ Γgood and Pr
[
ZS1

0
∈ Γbad

]
≤ ϵ2, one

has ∥pS1(·) − pS0(·)∥ ≤
√
2uEx [ϵ1(z)2] + 2uϵ2, where the expectation is taken

over the distribution of ZS1
0
.

3 Fine-tuned Pseudorandom Functions and Applications

This section introduces the notion of a family of functions, which we denote
by PRF*, that is indistinguishable from the truly random functions sampled
from Func∗(m,n), a set of functions from {0, 1}m to {0, 1}n \ {0n}. We note
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that PRF* are indeed pseudorandom functions. Still, the codomain is chosen
slightly differently from the usual pseudorandom functions in symmetric-key
cryptography, which we call original or full-domain (following the full-domain
hash functions). We also note that this notion is considered in [22] in the middle
of security proofs under the name of “normalized” ideal worlds.

The choice of codomain {0, 1}n \ {0n} for PRF* makes a potential doubt
about their practical usability. Despite this concern, we prove this is not true
for many settings. The latter part of this section argues this point rigorously:
PRF* as is (or with some properties that the original proof also assumed) can
be used for many applications instead of the full-domain PRF, albeit with the
codomain without 0n. This proves the tighter security of many applications of
the XoP paradigm, combined with the results of this paper where some XoP
constructions are shown to have stronger security as PRF* than that as the
full-domain PRF.

3.1 Fine-tuned Pseudorandom Functions and MACs

We present the formal definition of multi-user PRF* and nonce-based multi-user
MAC. We do not change the security notion for the MAC, but a conventional
construction using PRF works well for PRF*.

Fine-tuned Pseudorandom Functions. We consider the multi-user PRF*
security throughout this paper for the number of users u. The single-user security
coincides with the setting of u = 1.

Definition 1. Let C : K × {0, 1}n → {0, 1}m be a keyed function with the key
space K. Let u be the number of users. For a distinguisher A, we define the
PRF* advantage of A, denoted by Advmu-prf∗

C (A), is defined by∣∣∣∣ Pr
K1,...,Ku←K

[
ACK1

,...,CKu → 1
]
− Pr

F1,...,Fu←Func∗(n,m)

[
AF1,...,Fu → 1

]∣∣∣∣ .
We say that C is an (information-theoretic) (ϵ, u, qm)-PRF* if Advmu-prf∗

C (A) ≤ ϵ
for all distinguishers for u users and making at most qm queries to each oracle.
The maximum ϵ in the same setting is denoted by Advmu-prf∗

C (u, qm).

We sometimes consider the setting where the oracle used in the construction
can be accessed as a global primitive- usually the ideal cipher. We consider the
following definition in this setting.

Definition 2. Let E be a (publicly accessible and possibly random) function. Let
C : K×{0, 1}n → {0, 1}m be a keyed function, which may depend on E, with the
key space K. Let u be the number of users. For a distinguisher A, we define the
PRF* advantage of A, denoted by Advmu-prf∗

C (A), is defined by∣∣∣∣ Pr
K1,...,Ku←K,E

[
AE,CK1

,...,CKu → 1
]
− Pr

F1,...,Fu←Func∗(n,m),E

[
AE,F1,...,Fu → 1

]∣∣∣∣ .
15



We say that C is an (ϵ, u, qm, p)-PRF* if Advmu-prf∗
C (A) ≤ ϵ for all distin-

guishers A for u users, making at most qm queries to each oracle, and mak-
ing at most p queries to E. The maximum ϵ in the same setting is denoted by
Advmu-prf∗

C (u, qm, p).

Nonce-based MACs. The MAC scheme consists of two algorithms: MAC and
verification. The verification algorithm returns ⊤ (“accept”) if the input is valid
MAC, and otherwise ⊥ (“reject”). We consider the multi-user setting, where the
u = 1 case coincides with the single-user case.

Definition 3. Let K, N , M, and T be non-empty sets. A nonce-based MAC
scheme MAC consists of the MAC algorithm S : K×N ×M→ T and the verifi-
cation algorithm V : K×N×M×T → {⊤,⊥}. We define SK(·, ·, ·) := S(K, ·, ·, ·)
and similarly for VK . We say that MAC is correct if VK(N,M,SK(N,M)) = ⊤
holds for any (K,N,M) ∈ K ×N ×M.

Let K1, ...,Ku be randomly chosen keys. We consider an algorithm having
oracle access to SK1 , ...,SKu and VK1 , ...,VKu , and without loss of generality as-
sume that it never makes the verification query that it received from the MAC
query.We define the MAC advantage of A against MAC, denoted by Advmu-mac

MAC (A),
is defined by

Pr
K1,...,Ku←K

[
VKi

(N,M, T ) = ⊤
∣∣ASK1

,...,SKu ,VK1
,...,VKu → (i,N,M, T )

]
.

If the above event occurs, we say A forges.
A MAC query (N,M) made by an adversary is called faulty if the adversary

has already queried the MAC oracle with the same nonce with a different mes-
sage. We say that MAC is (ϵ, u, µm, qm, vm)-MAC if Advmu-mac

MAC (A) ≤ ϵ for all
adversaries A for u users, making at most qm MAC queries, at most µm faulty
queries, and at most vm verification queries to SKi

and VKi
for each i ∈ [u].

The maximum ϵ in the same setting is denoted by Advmu-mac
MAC (u, µm, qm, vm).

We sometimes call both the faulty query and the corresponding previous
query with the same nonce by a query with a repeated nonce. When µm = 0,
we say that A is nonce-respecting.

In this work, we prove the MAC security of some XoP constructions by
comparing it with the PRF*-style ideal world of MAC, adapting the conventional
strategy through PRF-style ideal worlds. That is, we set T = {0, 1}t \ {0t} for
some t and consider, for each i ∈ [u], the random oracles F∗i sampled from the set
of all functions from N ×M→ T and Reji that always returns ⊥. The following
lemma provides the formal statement of this idea. We mainly focus on showing
the below indistinguishability for MAC security in the other parts of this paper.

Lemma 1. Let MAC satisfies the syntax of MAC schemes for the MAC algo-
rithm S and verification algorithm V, and for any (u, µm, qm, vm)-distinguisher
D it holds that∣∣∣∣ Pr
K1,...,Ku

[
DSK1

,...,SKu ,VK1
,...,VKu → 1

]
− Pr

F∗
1 ,...,F

∗
u

[
DF∗

1 ,...,F
∗
u,Rej1,...,Reju → 1

]∣∣∣∣ ≤ ϵ.
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Then it holds that Advmu-mac
MAC (u, µm, qm, vm − 1) ≤ ϵ.

Proof. Suppose that a (u, µm, qm, vm−1)-adversary A has an advantage ϵ′. Con-
sider a distinguish D that runs A to obtain the output (i,N,M, T ) and returns
1 if and only if VKi(N,M, T ) = ⊤. D is a (u, µm, qm, vm)-distinguisher because
it makes one additional verification query for the last step, and D outputs 1
with probability ϵ′ in the left world, but always output 0 in the right world. This
means ϵ′ ≤ ϵ, completing the proof. ⊓⊔

3.2 Generic Compositions with PRF*

Namprempre et al. [38] classified and analyzed generic compositions from specif-
ically defined symmetric-key encryption schemes and MAC schemes. In partic-
ular, they assumed a given MAC takes a vector input and is PRF secure. This
section describes that the PRF* notion for MACs, instead of PRF, suffices for
many generic compositions for constructing nonce-based authenticated encryp-
tion (nAE) schemes from Namprempre et al. [38]. We particularly focus on the
generic compositions using nonce-based encryptions and MACs (Nn family)

The nAE schemes is a tuple Π = (K, E ,D) that are defined over a nonempty
set of keys K, associated data A, nonce N , messagesM, and ciphertexts C. An
encryption E : K×N×A×M→ C and decryption D : K×N×A×C →M∪{⊥}
are deterministic. We write EK(·, ·, ·) to denote E(K, ·, ·, ·) and similarly define
DK . We say Π is correct if DK(N,A, EK(N,A,M)) = M for all K,N,A,M .
The security is defined as follows by comparing Π with the idealized world.

Definition 4. Let Π = (K, E ,D) be an nAE scheme with the non-empty sets
K,A,N ,M, C as described above. The nAE advantage of Π is defined by

AdvnAEΠ (q, d) := max
A

∣∣∣∣ Pr
K←K

[
AEK ,DK → 1

]
− Pr

F

[
AF,Rej → 1

]∣∣∣∣
where the maximum is over the algorithms A that makes q and d queries to the
left and right oracles, respectively, and never making the query (N,A,C) to the
right oracle after obtaining C from a previous query (N,A,M) to the left oracle.

This is almost identical to the definition in [38], except that the sets are not
explicitly fixed as {0, 1}t for some t.5 In the same vein as Lemma 1, it suffices to
make Π IND-CPA and authenticated.6 We proceed with some explicit generic
compositions with PRF* below.

N1 scheme. Let SKE = (E,D) and MAC = (S,V) be nonce-based symmetric key
encryption and MAC with key spaces KSKE,KMAC, respectively. The codomain
of S is denoted by T . Let K = KSKE × KMAC. An N1 scheme Π = (K, E ,D) is
defined as follows.
5 We also excluded the invalid inputs for simplicity.
6 We refer the IND-CCA3 definition in [43] for a related discussion. Our security notion

(and one in [38]) suffices for proving the security requirements for the authenticated
encryption, but the opposite direction does not hold.
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– EK,L(N,A,M): outputs EK(N,M)∥SL(N,A,M).
– DK,L(N,A,C): Parses C = CSKE∥TMAC and computes M ′ = DK(N,CSKE).

Outputs M ′ if TMAC = SL(N,A,M ′), otherwise ⊥.

The security proof of the N1 scheme with PRF*-style MACs is almost identi-
cal to the proof of [38, Lemma 4]. Roughly, we can prove the following inequality:

AdvnAEΠ (A) ≤ Advprf
∗

V (B(A)) + Advauth
Π̃

(A) + AdvnEE (D(A))

where B(A) and D(A) be black-box reductions identical to original one, and
Π̃ be the composition Π[SKE,RF∗] that uses a random function sampled from
Func∗(m,n) as a MAC scheme. nE means the security of nonce-based encryption
defined in the original paper. To prove this, it suffices to modify [38, Equation 5]
for PRF*. The other parts are unaffected by this change (while the authenticity
game shall be “fine-tuned” accordingly). This proof can be generalized to N2
and N3 schemes. This inequality indeed provides us with a good trade-off be-
tween authenticity (Advauth

Π̃
(A)) and privacy (AdvnEE (D(A))), where the privacy

decrease is negligible at least in case of CTR mode. Unfortunately, there are only
a few encryption mode candidates BBB secure based on block ciphers [18, 1], and
we were unable to provide rigorous security proof (as for the CTR mode below)
using PRF* for these modes—the analysis becomes overly complex. However,
a rough observation implies that if an IV-based encryption scheme is secure up
to its IV collisions, the collision probability difference between IVs generated by
PRF and PRF* is negligible. See below for the detail.

IV-based Encryptions and More. In most IV-based encryption (ivE) schemes,
such as CTR mode, the security can be reduced to the probability of colliding IVs,
which is

(
q
2

)
/2n when IVs are sampled from {0, 1}n. These IVs can be generated

as the PRF outputs. When we use PRF* instead, the IVs are randomly chosen
from {0, 1}n\{0n}, and the probability becomes

(
q
2

)
/(2n−1) where the difference,

O(q2/22n), is negligible to compare with collision probabilities. In such cases, the
cardinality of the space (2n for PRF and 2n − 1 for PRF*) is the only matter.
This observation can be applied further in various situations, e.g., using PRF*
as a key-derivation function.

4 Fine-Tuning Extended Mirror Theory with Upper
Bounds

Definitions and Notations. We write N = 2n for simplicity. Let r, q, p be
fixed nonnegative integers such that r ≤ 2(p + q). The set P = {P1, ..., Pr}
is of unknown variables Pi ∈ {0, 1}n for i ∈ [r], where Pi ̸= Pi′ for i ̸=
i′. We consider two types of relations between variables, equations and non-
equations. The system of equations is represented by a sequence of constants
(λ1, ..., λq) ∈ ({0, 1}n)q along with indices γ1, . . . , γq, γ

′
1, . . . , γ

′
q ∈ [r] such that

γi ̸= γ′i′ for any i, i′ ∈ [r] and the system of equations Γ= def
= (Pγi

⊕Pγ′
i
= λi)i∈[q]
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holds. Similarly, a sequence of constants (µ1, ..., µp) ∈ ({0, 1}n)p and indices
σ1, . . . , σp, σ

′
1, . . . , σ

′
p ∈ [r] determine the system of inequations where σi ̸= σ′i′

for any i, i′ ∈ [r]: Γ ̸=
def
= (Pσi

⊕Pσ′
i
= µi)i∈[p]. When the variables in P are

assigned some values, we will identify the variables with the values assigned to
them.

Graph-theoretic interpretation. Two systems Γ = (Γ=, Γ ̸=) give corre-
sponding simple graphs G= = G(Γ=) = (P, E=) and G ̸= = G(Γ ̸=) = (P, E ̸=).
The sets of edges are defined by

E= = {(Pγi
, Pγ′

i
) : i ∈ [q]}, E ̸= = {(Pσi

, Pσ′
i
) : i ∈ [p]} .

Each edge (P, P ′) ∈ E= is labeled by (=, λ) if P ⊕P ′ = λ is included in Γ= and
(P, P ′) ∈ E ̸= is labeled by ( ̸=, µ) if P ⊕ P ′ ̸= µ. We sometimes write P

⋆
− P ′

when an edge (P, P ′) is labeled with (=, ⋆), and define the label function λ by
λ(P, P ′) = ⋆. We also define the function µ by µ(P, P ′) = ⋆ if (P, P ′) is labeled
with ( ̸=, ⋆). Throughout this paper, we only consider the graph G= with no
loops, i.e., that is acyclic.

For the graph of equations G=, let L be a trail of ℓ-length

L : V0

λ1

− V1

λ2

− · · ·
λℓ

− Vℓ.

We can naturally extend λ to the trails by defining λ(L) def
= λ1⊕λ2⊕ · · · ⊕λℓ,

and we say that L is λ(L)-labeled. Since G= is acyclic, λ(V0, Vℓ)
def
= λ(L) is

well-defined. If V and V ′ are not connected, we define λ(V, V ′) = ⊥.
Recall that the equation graph G= is acyclic. Also, since the variables in P

take the different values, G= must satisfy that λ(L) ̸= 0 for any trail L we say
that the graph is non-degenerated if it satisfies this property. The union graph
G = G(Γ ) = (V, E= ∪ E ̸=) does not contain isolated vertices, i.e., every vertex
has a positive degree.

We decompose the set of vertices V of the graph G= into its connected com-
ponents

V = C1 ⊔ C2 ⊔ ... ⊔ Cα+β ⊔ D (1)

for some α, β ≥ 0, where C1, ..., Cα are the components of size greater than 2,
and Cα+1, ..., Cα+β denote the components of size 2. Finally, D = {D1, ..., Ds}
denotes the set of isolated vertices (that are connected by the edges in G ̸=).

For each component, we arbitrarily choose a representative Vi ∈ Ci. When
we assign a value to Vi, each vertex W ∈ Ci is automatically assigned the value
Vi ⊕ λ(Vi,W ) to satisfy the system of equations Γ=. With the representative,
we define λi(W )

def
= λ(Vi,W ) for simplicity. Any assignment to the representa-

tives (V1, ..., Vα+β) makes all equations in the system Γ= be satisfied. Still, the
assignment may not satisfy one of the conditions that

1. the assignments to P are different, and
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2. some non-equations from Γ ̸=.

We also need to assign some values to the vertices in D. Below, we clarify when
the assignment satisfies the conditions, which can be written in terms of the
non-equations.

Non-equations in the graph. Recall that P∗2 denotes the set of pairs of
different vertices included in the same set. We write E ̸=i,j ⊂ Ci × Cj for i ̸= j7 to
denote the set of non-equations connecting vertices in Ci and Cj .

We first consider that the assignments of P should be different. Fix arbitrary
assignments of the representatives. Consider two vertices (W,W ′) ∈ P∗2 such
that W ∈ Ci and W ′ ∈ Cj . If i = j, W and W ′ take different values due to the
non-degeneracy regardless of the assignments of the representatives. For i ̸= j,
the condition W ̸= W ′ implies the non-equation

Vi ⊕ λi(W ) ̸= Vj ⊕ λj(W
′). (2)

Now we consider the edges in E ̸= with respect to Equation (1). Let V ⊕V ′ ̸= µ

be a non-equation in Γ ̸= for (V, V ′) ∈ E ̸=i,j . For ν := µ ⊕ λi(V ) ⊕ λj(V
′), this

non-equation can be written as Vi ̸= Vj ⊕ ν. If there is (W,W ′) ∈ Ci × Cj such
that ν = λi(W ) ⊕ λj(W

′) holds, then we say the non-equation V ⊕ V ′ ̸= µ is
trivial, because it can be derived from Equation (2). Also, if two non-equations
in E ̸=i,j give the same ν, we say that they are equivalent. We assume that Γ ̸= does
not include trivial non-equations or equivalent non-equation pairs.

Let ci := |Ci| be the number of vertices in Ci and vi,j = |E ̸=i,j | be the number
of ̸=-labeled edges connecting a vertex in Ci and a vertex in Cj . We write Ni,j

to denote the set of constants representing the non-equations between Vi and Vj

for i ̸= j:

{λi(W )⊕ λj(W
′)}(W,W ′)∈Ci×Cj ∪ {µ⊕ λi(V )⊕ λj(V

′)}(V,V ′)∈E ̸=i,j :[V⊕V ′ ̸=µ]∈Γ ̸= ,

where the assignments of Vi and Vj must obey the condition Vi /∈ Ni,j⊕Vj . Note
that the size of Ni,j is computed by cicj+vi,j because we assume that the graph
does not have trivial or equivalent non-equations. Define a set Ni := ∪j<iNi,j ,

We say that Γ (and G(Γ )) is nice if G= is a non-degenerated acyclic bipartite
graph, and for any (λ, ̸=)-labeled edge between (P,Q), there is no λ-labeled trail
between P and Q in G=.

Counting the number of solutions. For the system Γ with its associated
graph G = G(Γ ), we write the set of the solutions, or the valid assignments
to {V1, ..., Vα+β} ∪ D, of G by S(G), and denote the number of solutions by
h(G) = |S(G)|. We use the following notations in the analysis.

– For a set I ⊂ [α + β], SI denotes the set of partial assignments to {Vi}i∈I
that satisfying all the conditions, or solutions, and hI := |SI | be the number
of solutions for {Vi}i∈I . If I = [i] for some i ≤ α+ β, we simply use Si and
hi instead of SI and hI , respectively.

7 We assume that E ̸= does not contain an edge connecting two vertices in the same
component, which trivially holds or induces a contradiction.
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– Recall that vi,j denotes the number of ̸=-labeled edges between Ci and Cj .
Let vi be the number of ̸=-labeled edges connecting a vertex in Ci and Cj
for some j < i, so that vi =

∑
j<i vi,j . Let vj,I be the number of ̸=-labeled

edges connecting Cj and Ci for some i ∈ I. For the set Ni,j of constants
representing the non-equations between Vi, Vj , define Ni,j(Vj) = Ni,j ⊕ Vj .

– For a set I ⊂ [α + β], we write CI to denote the set of vertices ∪i∈ICi. The
number of vertices are denoted by ci = |Ci| and CI = |CI |. When I = [i], we
simply write Ci instead of CI . Let ξmax := maxi{ci}.

We also define the following sets for i ∈ [α+ β]:

Ri
def
=
{
(V1, V

′
1 , V2, V

′
2) ∈ Ci

∗2 × Cj∗2
∣∣ j < i and λ(V1, V

′
1) = λ(V2, V

′
2)
}
. (3)

Theorem 2 (Mirror Theory for ξmax > 2). Let G be a nice graph, let q
denote the number of edges of G, and qc denote the number of edges of C1⊔· · ·⊔Cα.
When q ≤ N

4ξmax
and 0 < qc ≤ q, it holds that

∣∣∣∣h(G)(N − 1)q

(N)|V|
− 1

∣∣∣∣ ≤ exp


18v + 2

α+β∑
i=1

|Ri|+ 2
α∑

i=1

c2i

N
+

31qcq
2 + 2q2c

α∑
i=1

c2i

N2
+

20q4

N3

− 1.

In particular, if

18v + 2
α+β∑
i=1

|Ri|+ 2
α∑

i=1

c2i

N
+

31qcq
2 + 2q2c

α∑
i=1

c2i

N2
+

20q4

N3
≤ 1

we have

∣∣∣∣h(G)(N − 1)q

(N)|V|
− 1

∣∣∣∣ ≤ 36v + 4
α+β∑
i=1

|Ri|+ 4
α∑

i=1

c2i

N
+

62qcq
2 + 4q2c

α∑
i=1

c2i

N2
+

40q4

N3
.

This theorem combines Theorem 4 and Theorem 10 — the lower and upper
bounds of

h(G)(N − 1)q

(N)|V|

that are proven in Appendix Appendices B.1 and B.3, and the final statement
is from ex ≤ 1 + 2x for x ≤ 1.

Below, we give a Mirror theory for equation systems with all component sizes
2. Theorem 3 is used in a multi-user security proof of XoP discussed in Section 5.

Theorem 3 (Mirror Theory with ξmax = 2). Let G be a nice graph, let q
denote the number of edges of G, and qc denote the number of edges of C1⊔· · ·⊔Cα.
When q ≤ N

13 and qc = 0, it holds that∣∣∣∣h(G)(N − 1)q

(N)Cα+β

− 1

∣∣∣∣ ≤ exp

(
3
∑q

i=1 |Ri|
N

+
12q2

N2
+

10(n+ 1)2

N

)
− 1.
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Further, if 3
∑q

i=1 |Ri|
N + 12q2

N2 + 10(n+1)2

N < 1, it holds∣∣∣∣h(G)(N − 1)q

(N)Cα+β

− 1

∣∣∣∣ ≤ 6
∑q

i=1 |Ri|
N

+
24q2

N2
+

20(n+ 1)2

N
.

Proof. By Theorem 11 (see Appendix B.4 for details), we have

h(G)(N − 1)q

(N)Cα+β

− 1 ≤ exp

(
3
∑q

i=1 |Ri|
N

+
147q3

N3
+

10(n+ 1)2

N

)
− 1,

and by Theorem 5 (deferred to the end of this section), we have

1− h(G)(N − 1)q

(N)Cα+β

≤ 2q2

N2
+

128q3

N3
+

8(n+ 1)3

3N2

≤ exp

(
2q2

N2
+

128q3

N3
+

8(n+ 1)3

3N2

)
− 1.

Since max{ 128q
3

N3 + 2q2

N2 ,
147q3

N3 } ≤ 12q2

N2 , and 8(n+1)3

3N2 ≤ 10(n+1)2

N , we conclude
with ∣∣∣∣h(G)(N − 1)q

(N)Cα+β

− 1

∣∣∣∣ ≤ exp

(
3
∑q

i=1 |Ri|
N

+
12q2

N2
+

10(n+ 1)2

N

)
− 1.

The last statement can be proved using the fact exp (X)−1 ≤ 2X for X < 1. ⊓⊔

Theorems 4 and 5 are Mirror theory lower bounds for equations systems with
all component sizes being 2, and with all component sizes larger or equal to 2,
separately. They are used in the multi-user security proof of DbHtS discussed
in Section 7. Specifically, Theorem 5 is used in the proof of Theorem 8 and
Theorem 4 is used in the proof of Theorem 9. Note that both theorems are parts
of Theorem 2 and 3. The proofs can be found in each proof section.

Theorem 4 (Lower Bound Mirror Theory for ξmax > 2). Assume that
8q ≤ N . It holds that

h(G)(N − 1)q

(N)|V|
≥ 1−

9q2c
∑

1≤i≤α c2i
8N2

− 31qcq
2

N2
− 16q4

N3
− 18v

N
.

Theorem 5 (Lower Bound Mirror Theory for ξmax = 2). Let q ≤ N
13 and

qc = 0. Then, it holds that

h(G)(N − 1)q

(N)Cα+β

≥ 1− 2q2

N2
− 128q3

N3
− 8(n+ 1)3

3N2
.
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5 Multi-User Security of XoP

We show multi-user PRF∗ security of XoP such that

XoP[P](x) := P (0∥x)⊕ P (1∥x)

where P is an n-bit random permutation and x ∈ {0, 1}n−1. The result is
obtained by following the paradigm of Chen, Choi, and Lee [14], namely the
Squared-ratio method. The authors showed that multi-user PRF security of XoP2
is bounded by O

(
u0.5qm

2/22n
)
, which in turn the bound is same to multi-user

PRF∗ security bound of XoP by the following theorem.

Theorem 6. Let n, u, and qm be positive integers such that n > 12 and qm ≤
2n

4n . Then, it holds

Advmu-prf∗
XoP (u, qm) ≤ 26u

1
2 q2m

22n
+

49u
1
2 (n+ 1)2

2n
.

The proof is deferred to Appendix C. Thus security of XoP and XoP2 construc-
tions are, in fact, far more similar than what was previously proven. We also
noted that Dai, Hoang, and Tessaro [22] already consider an intermediate world
where 0 is removed from the output of the PRF while they introduced the
fine-tuned ideal world as an intermediate world when they proved (single-user)
security of XoP using the Chi-squared method. It shows the compatibility of the
fine-tuned model with the Chi-squared method and that XoP and XoP2 enjoy
the same security bound in the fine-tuned setting regardless of proving tools.

6 Multi-User Security of nEHtM

This section proves the multi-user MAC security of the nonce-based Enhanced
Hash-then-mask (nEHtM) scheme proposed by [26]. Let H be a (n−1)-bit output
δ-AXU hash function and let P be an n-bit permutation. For given inputs a
message M and an (n− 1)-bit nonce N , nEHtM = nEHtM[H,P] outputs a tag T
defined as follows:

T = nEHtM(N,M) := P(0∥N)⊕ P(1∥HKh
(M)⊕N).

Recall Definition 3 for the MAC security. An adversary A for the nEHtM makes
two types of queries: MAC queries that compute the tags given inputs messages
and nonces, and verification queries that take a tuple of a nonce, a message, and
a candidate tag (N ′,M ′, T ′) as inputs and is returned b ∈ {0, 1}, where b = 1 if
and only if the equation nEHtM(N ′,M ′) = T ′ holds. We let u be the number of
users, qm, µm, vm the number of maximum MAC, faulty, and verification queries
for each i ∈ [u]. The main result of this section is summarized as follows.
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Theorem 7. Let n ≥ 20 be a positive integer. Let δ > 0 and H : K ×M →
{0, 1}n−1 be a δ-AXU hash function family. Let u, qm, vm, and µm be positive
integers. Then, Advmu−mac

nEHtM (u, µm, qm, vm) is bounded by

72uµ2
mδ +

140n
√
uµ2

m

2n
+ 129uvmδ + 149 ·

(
uq4mδ

22n

) 1
2

+ 80 ·
(
n2uµ2

mq3mδ

22n

) 1
2

+ 12 ·
(
u2µmq3m

23n

) 1
2

+ 153 ·
(
n2u2µ2

mq2mδ

22n

) 1
3

+ 155 ·
(
n2u2q5mδ2

22n

) 1
3

Assuming δ = ℓ
2n for some ℓ ≥ 1, we have the following asymptotic bound:

O

(
ℓu(nµ2

m + vm)

2n
+

ℓ
1
2nuµ

1
2
mq

3
2
m

2
3n
2

+
ℓ

1
2u

1
2 q2m

2
3n
2

+

(
ℓn2u2µ2

mq2m
23n

) 1
3

+

(
ℓ2n2u2q5m

24n

) 1
3

)
.

When qm ≈ 22n/3 and u ≈ 2n/3, the threshold number of the maximum faulty
query is µm ≈ 2n/3 in this bound. On the other hand, the previous best bound [19]
with the hybrid argument only gives the threshold about µm ≈ 2n/6. Plugging
µm = 0, vm = 0 in this bound matches the nonce-respecting security bound,

resulting in the asymptotic bound Õ

((
uq4m
23n

) 1
2
+
(

u2q5m
24n

) 1
3

)
, ignoring small fac-

tors, which is more carefully dealt in Appendix D.2. Figure 2 shows the graphical
comparison between our bounds and the previous bounds [14, 19] in this setting.

log2 u

n
3

0.5n n 2n
0

0.5n

2n
3

0.75n

log2 qmax

log2 u
0.4n n 2n0

2n
5

0.5n

0.7n
3n
4

log2 qmax

Fig. 2: Comparison of the multi-user security bounds (in terms of the threshold number
of queries per user) as functions of log2 u. We neglect the polynomial terms of ℓ and
logn in the graphs. We assume vm = µm = 0 for a fair comparison. The solid line
represents our bounds in both graphs. In the left graph, the blue dashed line (resp. the
red dash-dotted line) represents the security bound obtained by the hybrid argument
where q = qm (resp. q = uqm). On the other hand, in the right graph, the blue dashed
line corresponds to the result of [14] with our correction in Appendix D.4. The red
dash-dotted line in the right graph corresponds to the claimed security bound in [14],
which was buggy. Assuming δ-AXU(2), the dash-dotted line is recovered, while the
densely dotted line can be proven with the method in this paper.

We further explore the multi-user security of nEHtM with hash functions
with a stronger property, dubbed a pairwise δ-almost XOR universal: for any
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M1 ̸= M ′1 and M2 ̸= M ′2 inM such that {M1,M
′
1} ≠ {M2,M

′
2} and X1, X2 ∈ X ,

it holds that

Pr
K

$←−K

[
HKh(M1)⊕ HKh(M

′
1) = X1 ∧ HKh(M2)⊕ HKh(M

′
2) = X2

]
≤ δ2.

In this setting, we obtain a much better bound on Advmu−mac
nEHtM (u, µm, qm, vm) of

Õ

(
uµ2

m + uvm
2n

+

√
uq4m
23n

+

(
u2µ2

mq2m
23n

)1/3

+

(
uq2m
22n

)2/3

+

(
u2q6m
25n

)1/3
)

ignoring polynomial factors of ℓ and n for δ = O(ℓ/2n). For the mu PRF security,
we have the following security bound assuming the strong hash functions:

Advmu-prf∗
nEHtM (u, qm) = Õ

(√
uq4m
23n

+

(
uq2m
22n

)2/3

+

(
u2q6m
25n

)1/3
)
.

In the remainder of this section, we prove Theorem 7 using Theorems 1 and 2.
The proof sketch of the nonce-respecting setting can be found in Appendix D.2.
The stronger bound with a pairwise δ-AXU and the discussion on the previous
nEHtM2 security proof [14] is placed in Appendix D.4.

Before starting the proof, some observations are in order. First, we always
assume that qm ≤ 23n/4

8 ≤ 2n

256 , µm ≤ 20.5n

12
√
n
, 2n

32qm
, nuqmδ < 2n, and vm ≤ 2n

128 ,
otherwise the right hand side of the advantage becomes ≥ 1, and nothing to
prove. Second, we do not intend to optimize the constant factors in the proof and
sometimes even give up on optimizing the small factors ℓ and n. The constants
between the inequalities may be chosen as a rough upper bound.

6.1 Bad and Good Transcripts

The queries of the adversary can be represented by the MAC queries and the veri-
fication queries as follows: τm = (Ni,Mi, Ti)1≤i≤qm and τv =

(
N ′j ,M

′
j , T
′
j , b
′
j

)
1≤j≤vm

where Ti = nEHtM(Ni,Mi) and b′j = 1 if and only if T ′j = nEHtM(N ′j ,M
′
j). The

overall transcript is τ = (τm, τv,K) where we assume that the key K is given at
the end of the attack for free, which only makes the adversary stronger. We ad-
ditionally define Xi

def
= HKh

(Mi)⊕Ni and X ′j
def
= HKh

(M ′j)⊕N ′j for i = 1, ..., qm
and j = 1, ..., vm.

In the real world, these values should obey the following system of equations
when the adversary fails to forge the MAC:

P(0∥N1)⊕P(1∥X1) = T1,

P(0∥N2)⊕P(1∥X2) = T2,
...

P(0∥Nqm)⊕P(1∥Xqm) = Tqm ,

and


P(0∥N ′

1)⊕P(1∥X ′
1) ̸= T ′

1,

P(0∥N ′
2)⊕P(1∥X ′

2) ̸= T ′
2,

...
P(0∥N ′

vm)⊕P(1∥X ′
vm) ̸= T ′

vm .

We identify {P(0∥Ni)}i ∪ {P(0∥N ′j)}j with a set of unknowns P = {P1, ...,Pq1}
for q1 ≤ qm + vm and similarly identify {P(1∥Xi)}i ∪ {P(1∥X ′j)}j with a set of
unknowns Q = {Q1, ...,Qq2} for some q2 ≤ qm + vm.
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We define the corresponding transcript graph G(τ) = (V, E) for V = P ⊔ Q.
Here the set E includes the following edges: For i = 1, ..., qm, P(0∥Ni) ∈ P
and P(1∥Xi) ∈ Q are connected with a (Ti,=)-labeled edge. Similarly, for i =
1, ..., vm, P(0∥N ′i) ∈ P and P(1∥X ′i) ∈ Q are connected with (T ′i , ̸=)-labeled
edge. Therefore, the transcript graph G(τ) is a connected bipartite graph with
two independent sets P and Q.

In the ideal world, the tags Ti should be a uniformly random element in
{0, 1}n\{0} and independent from each other; we again stress that the punctured
point 0 is important of our argument. On the other hand, the candidate tags T ′j
are arbitrarily chosen by the adversary from {0, 1}n\{0} even in the ideal world.8
We will compare the difference between the real and ideal worlds regarding the
transcript graph G(τ).
Notations. Fix a transcript τ so that each Ni, Xi is determined. In the graph
G=(τ), for each (n − 1)-bit string X ∈ {0, 1}n−1, we define the degree of X,
denoted by dX , by the number of i ∈ [qm] such that Xi = X. We call (i1, i2, ...) ∈
[qm]∗j for some j by a length-j X-trail, which means that it starts from a vertex
corresponding to X (see Equation (4)), if (Ni1 = Ni2) ∧ (Xi2 = Xi3) ∧ ... holds.
An X-trail can be interpreted as a trail of

P(1∥Xi1)− P(0∥Ni1) = P(0∥Ni2)− ..., or Xi1 −Ni1 = Ni2 − ... (4)

and similarly define N -trails. (A trail can be both X- and N -trail.) We ambigu-
ously call them trails. Note that a trail (i, j) satisfies Ni = Nj or Xi = Xj ,
and is of length-2. For a trail γ = (i1, ..., ij), the label of γ is defined by
λ(γ) =

⊕
k∈[j] Tik , which is equal to λ(V0, Vℓ) for the first and last vertices

of γ in the mirror theory. If λ(γ) = λ(γ′), we say that two trails γ, γ′ are a
collision pair. A set of trails {γ1, ..., γk} is called by a k-collision if all λ(γi) are
equal for all i ∈ [k]. If λ(γ) = 0, γ is called by a null trail.

Bad Transcripts. We first define bad transcripts. Let L1, L2 ≥ 2 be fixed pos-
itive integers. Recall qc denotes the number of edges included in the components
of size ≥ 3, and dX for X ∈ {0, 1}n−1 denotes the number of i ∈ [qm] such that
Xi = X. We say that the transcript τ is bad if any of the following conditions
holds. We will choose constants so that L1, L2 ≤ min

(
2n

32qm
, 20.5n

24
√
n

)
.

– bad1: ∃(i, j) ∈ [qm]∗2 such that for some k, ℓ ∈ [qm]2 with k ̸= i, ℓ ̸= j:

(Nk = Ni) ∧ (Xi = Xj) ∧ (Nj = Nℓ).

– bad2 = bad2a ∨ bad2b, where:
• bad2a: |{i ∈ [qm] : Xi = Xj ∧Nj = Nk for some j ̸= i, k ̸= j}| ≥ L1

• bad2b:
∑

X∈{0,1}n−1,dX>1 d
2
X ≥ L2

2.
– bad3 = bad3a ∨ bad3b ∨ bad3c, where:
• bad3a: ∃ a null trail (i, j) ∈ [qm]∗2 of length 2, i.e., Ti ⊕ Tj = 0.
• bad3b: ∃ a null trail of length 3.

8 The adversary can choose T ′
j = 0. However, the verification query always rejects

such a choice, so we ignore this case.
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• bad3c: ∃ a null trail of length 4.
– bad4 = bad4a ∨ bad4b, where
• bad4a : ∃(i, j) ∈ [qm]× [vm] such that (Ni, Xi, Ti) = (N ′j , X

′
j , T
′
j).

• bad4b : ∃(i, j, k, ℓ) ∈ [qm]∗3 × [vm] such that (i, j, k) is an N -trail and

(Xk = X ′
ℓ) ∧ (N ′

ℓ = Ni) ∧ (Ti ⊕ Tj ⊕ Tk ⊕ T ′
ℓ = 0).

– bad5 = bad5a ∨ bad5b ∨ bad5c ∨ bad5d, where:
• bad5a: ∃ an n-collision of length 1 trails.
• bad5b: ∃ an n-collision of length 2 N -trails.
• bad5c: ∃ an n-collision of length 2 X-trails.
• bad5d: ∃ an n-collision of length ≥ 3 trails.

– bad6 : qc ≥ 22n

186q2m
.

Interpretations of bad events. We make the following interpretations and
implications of the bad events, which are used in the analysis multiple times.
The detailed description and analysis are deferred to the end of Appendix D.1.

Fact 1 If ¬bad1, then it holds that

1. every length-4 trail is N -trail,
2. ∄ length-5 trail,
3. ∄ cycles in G=(τ),
4. ∄(i, j) ∈ [qm]∗2 s.t. (Ni = Nj) ∧ (Xi = Xj).

Furthermore, each component C of G=(τ) of size ≥ 3 can be understood as a tree,
which we call tree≥3, (See Figure 3) with a special vertex N0 called as a root.
Every vertices with degree 1 in the tree is called by a leaf.

N1 X1 = X2 X3 = X4 = X5 N3

X6 N0 X7 N4

N8 X8 = X9 X10 = X11 N10

T6

T9
T11

T10

T2 T5

T3

T8

T7

T4

T1

Fig. 3: An example of tree≥3. In each edge, the tag Ti corresponds to the query
P(0∥Ni) ⊕ P(1∥Xi), where Xi and Ni are written in each vertex. The root is N0,
which is equal to N2, N3, N6, N7, N9, and N11. N1, N3, N4, X6, X7, N8, and N10 are
leaves.

Fact 2 If ¬bad1,¬bad3 and ¬bad4, then G(τ) is nice.
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Fact 3 If ¬bad1 and ¬bad2, the following upper bounds hold:

– The number of all vertices in all tree≥3 is less than or equal to 3L1 + µm.
– dX ≤ L2 for all X ∈ {0, 1}n−1 and ξmax ≤ 2L1 + 2L2 + µm. Furthermore,

ξmaxqm ≤ 5·2n
32 ≤

2n

4 holds.
– The number of length-2 N -trails is bounded by L2

2/2.
– The number of length-2 X-trails is bounded by 2µ2

m (regardless of bad2).
– Recall the notations from eq. (1). The number of trails in C1, ..., Cα is bounded

by 2µ2
m + 9L2

1 + 0.5L2
2. Further, it holds that

∑α
i=1 c

2
i ≤ 18L2

1 +L2
2 + 4µ2

m ≤
min

(
4.5ξ2max,

2n

16n

)
.

Fact 4 If ¬bad1 and ¬bad3, a collision pair of two trails does not start from the
same vertex. More strongly, for an ℓ-collision {γ1, ..., γℓ}, there exists a set of
indices {i1, ..., iℓ} such that for each j, ij is included in γj but not included in
γk for all k < j.

Fact 5 If H is a δ-AXU hash function, Ex [qc] ≤ 2µm + q2mδ and Ex
[
q2c
]
≤

8µ2
m + 2q3mδ.

Bad transcript analysis. The probability Pr[bad] is bounded as follows:

ϵ2 :=
ℓ(7µ2

m + 2vm)

2n
+

3ℓq2mL1

22n
+

3ℓµmqm
2nL1

+
3ℓq2m
2nL2

2

+
372ℓq4m
23n

. (5)

The detailed analysis is deferred to Appendix D.1.

Good transcript analysis. We now assume that the transcript is good, i.e.,
no bad events occur. Looking ahead, we will use Theorems 1 and 2 to derive the
security bound. Recall the notations in Section 4. In particular, there are α+ β
components Ci with the number of vertices ci ≥ 2 for i ∈ [α + β] Equation (1).
We divide Ri into two sets:

Si
def
=
{
(V1, V

′
1 , V2, V

′
2 ) ∈ Ri

∣∣∣V1V ′
1 , V2V ′

2 ∈ E
}
,Di

def
= Ri \ Si.

Let S def
=
∑α+β

i=1 |Si|. Since ∪i∈[α+β]Si is the number of collisions of the indepen-
dent uniform random tags over {0, 1}n\{0} among edges, we can invoke Lemma 4
to obtain

Ex [S] ≤ q2m
2B

, Ex
[
S2] ≤ { q2m

B
if q2m

2
< B,

q4m
2B2 otherwise,

(6)

where B = 2n − 1. Also, by ¬bad5, it holds that S ≤ nqm.

Let C
def
=
∑α

i=1 c
2
i . To count the other terms, we first consider Di for i ≤ α.

For each (V1, V
′
1) ∈ C∗2i , ¬bad5 asserts that there are at most 4n different trails

corresponding to (V2, V
′
2) ∈ V∗2 colliding with the trail for (V1, V

′
1). On the

other hand, for i > α, a pair of vertices (V2, V
′
2) such that (V1, V

′
1 , V2, V

′
2) ∈ Di

must be included in Cj for j ≤ α, because it is included in Si otherwise. For
each (V2, V

′
2) ∈ C∗2j for j ≤ α, there are at most n different i > α such that

(V1, V
′
1 , V2, V

′
2) ∈ Di for some V1, V

′
1 . Therefore, we have

α+β∑
i=1

|Di| ≤ 4n

α∑
i=1

(
ci
2

)
+ n

α∑
i=1

(
ci
2

)
≤ 3nC.
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We consider the following upper bound before invoking Theorem 2. From now
on, we occasionally give colors on some terms to denote the corresponding upper
(or lower) bounds in the following (in)equalities, for making one easily chase the
transitions of the terms.

2S + 2(
∑α+β

i=1 |Di|) + 2C + 18vm

2n
+

2Cq2c + 31qcq
2
m

22n
+

20q4m
23n

≤ 2nqm + 7nC + 18vm
2n

+
9ξ2max · q2m + 31qcq

2
m

22n
+

20q4m
23n

≤ 1

128
+

7

16
+

18

128
+

225

322
+

20

84
+

31q2m

(
22n

186q2m

)
22n

≤ 1

where we use the inequalities from Fact 3 and the upper bounds of qc from
¬bad6, qm ≤ 23n/4

8 ≤ 2n

12 . By Theorem 2, it holds that∣∣∣∣h(G)(2n − 1)q

(2n)|V|
− 1

∣∣∣∣ ≤ 4S + 14nC + 36vm
2n

+
4Cq2c + 62qcq

2
m

22n
+

40q4m
23n

=: ϵ1(τ). (7)

6.2 Proof of Theorem 7

We will use Theorem 1 to prove the main theorem in this section given Equa-
tions (5) and (7). The remaining part is to give an upper bound of ϵ1(τ)

2 to
prove the main theorem and optimize the parameters L1, L2 appropriately. Let
B := 2n − 1.

The expectations of the squared terms can be bound as follows. The first
expectation is derived from Fact 5. In the second expectation, we use C =∑α

i=1 c
2
i ≤ ξmax

∑
ci ≤ ξmaxqc and Fact 3 and Fact 5. In the third expectation,

we use Cq2c/2
2n ≤ 1, proven in the previous section.

Ex

[(
S

2n

)2
]
≤ q2m

B · 22n +
q4m

2B2 · 22n ≤
q4m
23n

Ex

[(
nC

2n

)2
]
≤ Ex

[(
nξmaxqc

2n

)2
]
≤ (n(2L1 + 2L2 + µm))2(8µ2

m + 2q3mδ)

22n

Ex

[(
4Cq2c
22n

)2
]
≤ Ex

[
4Cq2c
22n

]
≤ 4(5L1 + L2 + 2µm)2(8µ2

m + 2q3mδ)

22n

Ex

[(
62qcq

2
m

22n

)2
]
≤ Ex

[
622 · 8µ2

mq4m
24n

+
622 · 2q2xq4m

24n

]
≤ Ex

[
11q4m
23n

+
42qxq

2
m

22n

]
≤ 53q4m

23n

In the last inequality, qc ≤ 2µm + qx and Ex [qx] ≤ q2mδ, where qx is from the
proof of Fact 5. We also use µm ≤ 20.5n

12
√
n

and qx ≤ qc ≤ 22n

186q2m
by ¬bad6.

We derive an upper bound of
√
2Ex [ϵ1(τ)2] using Lemma 5 as follows:

29q2m
21.5n

+
70n(2L1 + 2L2 + µm)(4µ2

m + q3mδ)0.5

2n
+

125vm
2n

+
139q4m
23n

≤ 125vm + 140nµ2
m

2n
+

32q2m + 70ℓ0.5nµmq1.5m

21.5n
+

140n(L1 + L2)(4µ
2
m + q3mδ)0.5

2n

29



where we use qm ≤ 23n/4

8 , 2n/8 > n and δ = ℓ/2n. Combining it with Equa-
tion (5), and using (4µ2

m+q3mδ)0.5 ≤ cmax(µm, q1.5m δ0.5) for appropriate constant
c, the overall bound

√
2uEx [ϵ1(τ)2] + 2uϵ2 from Theorem 1 is given by

14ℓuµ2
m + 4ℓuvm
2n

+
6ℓuq2mL1

22n
+

6ℓuµmqm
2nL1

+
6ℓuq2m
2nL2

2

+
744ℓuq4m

23n

+
125
√
uvm + 140n

√
uµ2

m

2n
+

32
√
uq2m + 70ℓ0.5n

√
uµmq1.5m

21.5n

+
314n(L1 + L2)

√
umax

(
µm, q1.5m δ0.5

)
2n

≤ (14ℓu+ 140n
√
u)µ2

m + 129ℓuvm
2n

+
60ℓ0.5

√
uq2m

21.5n
+

70ℓ0.5n
√
uµmq1.5m

21.5n

+
6ℓuq2mL1

22n
+

314nL1
√
umax

(
µm, q1.5m δ0.5

)
2n

+
6ℓuµmqm
2nL1

+
6ℓuq2m
2nL2

2

+
314nL2

√
umax

(
µm, q1.5m δ0.5

)
2n

where we use 744ℓuq4m
23n ≤ 1.

We balance the last equation by choosing

L2
1 =

3ℓuµmqm
max(157nu0.5µm, 157nu0.5q1.5m δ0.5, 3uq2mδ)

, (8)

and

L2 =


(

3ℓu0.5q2m
157nmax(µm,q1.5m δ0.5)

) 1
3 if q3m < 22n,

2n

32qm
if q3m ≥ 22n.

(9)

We consider two cases separately. If q3m < 22n, this gives the final advantage
upper bound by

(14ℓu+ 140n
√
u)µ2

m + 129ℓuvm
2n

+
60ℓ0.5

√
uq2m

21.5n
+

70ℓ0.5n
√
uµmq1.5m

21.5n

+
87ℓ

1
2 n

1
2 u

3
4 µmq0.5m

2n
+

87ℓ
3
4 n

1
2 u

3
4 µ0.5

m q
5
4
m

2
5n
4

+
12uµ0.5

m q1.5m

21.5n

+
87ℓ

1
3 n

2
3 u

2
3 µ

2
3
mq

2
3
m

2n
+

87ℓ
2
3 n

2
3 u

2
3 q

5
3
m

2
4n
3

≤ (72ℓu+ 140n
√
u)µ2

m + 129ℓuvm
2n

+
61ℓ0.5

√
uq2m

21.5n
+

70ℓ0.5n
√
uµmq1.5m

21.5n

+
12uµ0.5

m q1.5m

21.5n
+

153ℓ
1
3 n

2
3 u

2
3 µ

2
3
mq

2
3
m

2n
+

158ℓ
2
3 n

2
3 u

2
3 q

5
3
m

2
4n
3

where we use 222ℓuq2.5m

22n ≤ 11.1ℓnuq2.5m

22n ≤
(

11.1ℓnuq2.5m

22n

)2/3
and the AM-GM inequal-

ity to suppress some terms as follows:

ℓuµ2
m

2n
+

3ℓ
1
3 n

2
3 u

2
3 µ

2
3
mq

2
3
m

2n
≥ 4ℓ

1
2 n

1
2 u

3
4 µmq

1
2
m

2n
,

ℓuµ2
m

2n
+

3ℓ
2
3 n

2
3 u

2
3 q

5
3
m

2
4n
3

≥ 4ℓ
3
4 n

1
2 u

3
4 µ

1
2
mq

5
4
m

2
5n
4

.
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Now we consider the case q3m ≥ 22n. First, observe that 1 ≤ q1.5m

2n . The overall
advantage upper bound becomes:

(14ℓu+ 140n
√
u)µ2

m + 129ℓuvm
2n

+
60ℓ0.5

√
uq2m

21.5n
+

70ℓ0.5n
√
uµmq1.5m

21.5n

+
87ℓ

1
2 n

1
2 u

3
4 µmq0.5m

2n
+

87ℓ
3
4 n

1
2 u

3
4 µ0.5

m q
5
4
m

2
5n
4

+
12uµ0.5

m q1.5m

21.5n

+
6144ℓuq4m

23n
+

10n
√
uµm

qm
+

10ℓ0.5n
√
uq0.5m

20.5n

≤ (72ℓu+ 140n
√
u)µ2

m + 129ℓuvm
2n

+
149ℓ0.5

√
uq2m

21.5n
+

80ℓ0.5n
√
uµmq1.5m

21.5n

+
66ℓ

1
3 n

2
3 u

2
3 µ

2
3
mq

2
3
m

2n
+

66ℓ
2
3 n

2
3 u

2
3 q

5
3
m

2
4n
3

+
12uµ0.5

m q1.5m

21.5n

where we use the above application of the AM-GM inequality and

n
√
uµm

qm
≤ n
√
uµmq0.5m

2n
≤ n
√
uµmq1.5m

21.5n

ℓ0.5n
√
uq0.5m

20.5n
≤ ℓ0.5n

√
uq2m

21.5n

Taking the maximum of both, we have the advantage upper bound as follows:

(72ℓu+ 140n
√
u)µ2

m + 129ℓuvm
2n

+
149ℓ0.5

√
uq2m

21.5n
+

80ℓ0.5n
√
uµmq1.5m

21.5n

+
153ℓ

1
3 n

2
3 u

2
3 µ

2
3
mq

2
3
m

2n
+

153ℓ
2
3 n

2
3 u

2
3 q

5
3
m

2
4n
3

+
12uµ0.5

m q1.5m

21.5n

This concludes the concrete security of the main theorem.

Sanity check. Our choices of L1, L2 for the optimizations should obey the
conditions L1, L2 ≪ min

(√
2n

n , 2n

qm

)
. Recall we choose them according to Equa-

tions (8) and (9). Since 1
max(x,y,z) ≤ min

(
1
x ,

1
y ,

1
z

)
, it suffices to check one of the

choice make L1, L2 satisfy the condition. We first observe that the inequalities
n2uµ2

mq3mδ ≪ 22n and uq4mδ ≪ 22n must hold, otherwise the advantage bound
becomes larger than 1.

For L1, choosing nu0.5q1.5m δ0.5 among three choices for the maximum gives

L2
1 = O

(
ℓ0.5u0.5µm20.5n

nq0.5m

)
which is much smaller than 2n

n because it is equivalent to uµ2
mδ ≤ qm while

we assumed uµ2
mδ = O(1) in the condition. Also, the same choice implies that

L1 = O(2n/qm), which is equivalent to ℓuµ2
mq3m ≪ n223n, which is true because

of the condition n2uµ2
mq3mδ ≪ 22n.

For L2, if q3m < 22n, choosing q1.5m δ0.5 for the maximum gives

L3
2 = O

(
ℓu0.5q2m
nq1.5m δ0.5

)
= O

(
ℓ0.5u0.5q0.5m 20.5n

n

)
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which is smaller than 21.5n

n1.5 because it is equivalent to ℓnuqm ≪ 22n. This is also

smaller than
(

2n

qm

)3
, which is equivalent to ℓuq7m ≪ n225n. This is true because

of uq4mδ ≪ 22n and q3m < 22n. If q3m ≥ 22n, 2n

qm
≪ 20.5n√

n
apparently holds.

6.3 Further Security Analyses of nEHtM

Further security analyses for nonce-respecting setting, describing problems in
[14], proof using a stronger hash, and recovering the result of [14] are in Ap-
pendix D.

7 Multi-User Security of DbHtS

This section proves the multi-user MAC security of the Double-block Hash-then-
Sum (DbHtS) scheme proposed by [23] with the domain separation. Let M =
{0, 1}∗ be a message space, Kh = {0, 1}k be a hash key space, and K = {0, 1}k be
a block cipher key space. Note that we assume Kh = K for ease representation.
Let H = (H1,H2) : Kh×Kh×M→ {0, 1}n−1×{0, 1}n−1 be a hash function with
(2n−2)-bit outputs, which can be decomposed into two (n−1)-bit hash functions
H1,H2 : Kh×M→ {0, 1}n−1. In other words, HKh

(M) = (H1
Kh1

(M),H2
Kh2

(M))

where Kh = (Kh1 ,Kh2) ∈ Kh × Kh. Let E : K × {0, 1}n → {0, 1}n be a block
cipher modeled as an ideal cipher, i.e., keyed random permutations. We define
the DbHtS constructions with the domain separation as follows:

DbHtS[H,E](Kh,K,M)
def
= EK(0∥H1

Kh,1
(M))⊕ EK(1∥H2

Kh,2
(M)).

Proving PRF security of deterministic MACs suffices to show their MAC secu-
rity. Using similar reasoning, one can see proving PRF* security of DbHtS also
suffices to show its MAC security.

We also introduce the additional parameter qm denoting the maximum num-
ber of queries each user makes and assume q = uqm for our security analysis;
this does not lose the generality by making some redundant queries at the end.

Theorem 8 shows the multi-user DbHtS security bound improved from [42]
(Recall Figure 4 for the comparison). Following the original paper, we require the
hash functions H1, H2 used in DbHtS to be regular and AU, and is implemented
by the ideal cipher; and E is implemented by the ideal cipher. The proof can be
found in Appendix E.3.

Theorem 8. Let n, k, u, p, l, and qm be positive integers such that p + uqml ≤
2n−2. Let hash functions H1, H2 : {0, 1}k ×M → {0, 1}n−1 are δ1-regular and
δ2-AU. Let the block cipher E : {0, 1}k×{0, 1}n → {0, 1}n be modeled as an ideal
cipher. Let l be the maximum block length among all construction queries. Then,
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it holds that

Advmu−mac
DbHtS (u, qm, p) ≤ 2u

2k
+

2uqmpδ1
2k

+
4u2q2mlδ1

2k
+

8uq3m(δ1 + δ2)

2n
+

2uqmpl

2k+n

+
8uqmp

2k+n
+

u2

2k+n
+

u(3u+ p)(6u+ 2p)

22k
+ 3uq3mδ22

+
3(n+ 1)3u

22n
+

2n2uq2m
22n

+
128n3uq3m

23n
.

Theorem 9 shows an improved result from the previous work [24]. Following
the original paper, we require the hash functions H1, H2 used in DbHtS to be
regular and AU, and is not implemented by the ideal cipher; and E is imple-
mented by the ideal cipher. We don’t need the assumption that H1 and H2 are
cross-collision resistant that are originally required in [24]. Instead, we require
the hash function is δ-AU(2): For any M1 ̸= M ′1 and M2 ̸= M ′2 in M, H is
δ-AU(2) if:

Pr
K

$←−K

[
HK(M1) = HK(M ′

1) ∧ HK(M2) = HK(M ′
2)
]
≤ δ2.

We defer the proof to Appendix E.4.

Theorem 9. Let n, k, u, p and qm be positive integers. Let hash functions H1,
H2 be δ-regular, δ-AU and δ-AU(2). Then, it holds that

Advmu−mac
DbHtS (u, qm, p) ≤ 2upqmδ

2k
+

2u2q2mδ

2k
+ 10uq2mδ

3
2 +

3upqm

2
n
2 +k

+
2u2

22k
+

47uq3mδ
1
4

22n
.
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Supplementary Material

A Useful Inequalities

We use the following inequalities multiple times in the proofs.
n∏

i=1

(1− xi) ≥ 1−
n∑

i=1

xi if 0 ≤ xi ≤ 1 for all i (10)

n∑
i=1

ik ≥ nk+1

k + 1
for k ≥ 1 (11)

Lemma 2 (Markov’s inequality). Let X be a non-negative random variable
and a > 0. It holds that

Pr[X ≥ a] ≤ Ex [X] /a.

Lemma 3 (Chebyshev’s inequality). Let X be a random variable and t > 0.
It holds that

Pr[X ≥ Ex [X] + t] ≤ Var[X]

t2
.

Lemma 4. Let M, q be positive integers. If (λ1, ..., λq) ∈ [M ]q are uniformly
randomly distributed, then the number of collisions

C =
∣∣{(i, j) ∈ [q]2 : (i < j) ∧ (λi = λj)}

∣∣
satisfies the following inequalities hold for any t > 0:

Ex [C] ≤ q2

2M
, Var[C] ≤ q2

2M
, Pr

[
C ≥ q2

2M
+ t

]
≤ q2

2Mt2
.

Furthermore, if q2 < 2M , it also holds that Ex
[
C2
]
≤ q2/M, and Ex

[
C2
]
≤

q4/2M2 otherwise.

Proof. Let Ii,j be equal 1 if λi = λj , and 0 otherwise. It holds that Ex [Ii,j ] =
1/M and C =

∑
i<j Ii,j , and

Ex [C] =
∑

i<j≤q

Ex [Ii,j ] =
q(q − 1)

2M
≤ q2

2M
.

For the variance, it holds that

Var[C] = Var

[∑
i<j

Ii,j

]
= Ex

[(∑
i<j

(
Ii,j −

1

M

))2]

=
∑
i<j

∑
k<ℓ

Ex

[(
Ii,j −

1

M

)(
Ik,ℓ −

1

M

)]
=
∑
i<j

∑
k<ℓ

Ex

[
Ii,jIk,ℓ −

1

M2

]



We consider two cases as follows: 1) (i, j) = (k, ℓ), then Ex [Ii,jIk,ℓ] = 1/M with(
q
2

)
possible choices, and 2) |{i, j}∩{k, ℓ}| ≤ 1, then Ex [Ii,jIk,ℓ] = 1/M2 anyway

and the relevant term becomes zero. Overall, it holds that

Var[C] =

(
q

2

)(
1

M
− 1

M2

)
≤ q2

2M
,

and finally Ex
[
C2
]
= Var[C] +Ex [C]

2 gives the final statement. ⊓⊔

Lemma 5. For X1, ..., Xk, it holds that√√√√( k∑
i=1

Xi

)2

≤

√√√√k ·
k∑

i=1

X2
i ≤

k∑
i=1

√
k ·Xi

2.

In particular, it holds that√√√√√Ex

( k∑
i=1

Xi

)2
 ≤

√√√√kEx

[
k∑

i=1

X2
i

]
≤

k∑
i=1

√
kEx [X2

i ],

The first inequality is due to Cauchy-Schwartz inequality, and the second is
obvious. Although this is usually not tight (but only loss a constant factor for
constant k), we use it in the squared-ratio method for deriving a simple upper
bound of Ex

[
ϵ1(τ)

2
]
.

B Proof of Mirror Theory

B.1 Proof of Mirror Theory - Lower Bound for ξmax > 2

Below, we describe the proof of Theorem 4, which is a Mirror theory lower bound
for equations systems with all component sizes larger or equal to 2. Many parts
of the proof are adapted from [19] while we modified some parts for our purpose.
The following simple bounds of hI∪{j} in terms of hI for j /∈ I will be useful.

Lemma 6. Recall hI for I ⊂ [α+ β] is the number of the valid assignments of
{Vi}i∈I . For I ⊊ [α+ β] and j ∈ [α+ β] \ I, it holds that

(N − cjCI − vj,I)hI ≤ hI∪{j} ≤ NhI .

In particular, the following inequality holds

(N − ci+1Ci − vi+1)hi ≤ hi+1 ≤ Nhi.

Proof. The upper bound is clear because Vj can take one of [N ] values. For
the lower bound, fix an assignment VI = {Vi}i∈I ∈ SI . The assignment to Vj

cannot take the values in ∪i∈INi,j(Vi). By the union bound, the size of this
set is bounded above by

∑
i cicj + vj,I = CIcj + vj,I , and Vj can take at least

(N − cjCI − vj,I) different values for each solution VI . ⊓⊔
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Components of size > 2. The following lemma shows a rudimentary Mirror
lower bound of h(G) for the components of size > 2. Let v(≥3) =

∑α
i=1 vi.

Lemma 7. It holds that

hα(N − 1)qc

(N)Cα

≥ 1−
C2

α

∑
1≤i≤α c2i
N2

− 2v(≥3)

N
.

Proof. We first prove the following claim.

Claim. For each 0 ≤ i < α such that ci+1Ci ≤ N , it holds that

hi+1(N − 1)ci+1−1

hi(N − Ci)ci+1

≥ 1−
(
ci+1Ci

N

)2

− 2vi+1

N
.

Proof (of claim). By applying Lemma 6 to hi+1, we obtain

hi+1(N − 1)ci+1−1

hi(N − Ci)ci+1

≥ N − ci+1Ci − vi+1

N
· N(N − 1)ci+1−1

(N − Ci)ci+1

.

The second term is bounded below by

N(N − 1)ci+1−1

(N − Ci)ci+1

=

(
1 +

Ci

N − Ci

)
·
(
1 +

Ci

N − Ci − 1

)ci+1−1

≥
(
1 +

Ci

N

)ci+1

≥ 1 +
ci+1Ci

N
,

which gives the overall lower bound
(
1− ci+1Ci

N − vi+1

N

)
·
(
1 + ci+1Ci

N

)
≥ 1 −(

ci+1Ci

N

)2
− 2vi+1

N as we wanted. ⊓⊔

Now we return to the original proof. If there exists i such that ci+1Ci ≥ N, the
right-hand side is less than 0 as follows so that the inequality becomes obvious:

(Cαci+1)
2 ≥ (Cici+1)

2 ≥ N2.

When ci+1Ci ≤ N holds for all i ≤ α − 1, we obtain the desired result by
multiplying the inequalities from the claim for i = 1, ..., α−1 and using Inequal-
ity (10), and the fact that Ci ≤ Cα for i ≤ α. ⊓⊔

Components of size 2. The following lemma is for the components of size 2.
Let v(2) =

∑α+β
i=α+1 vi.

Lemma 8. Suppose that 4Cα+β + 2 ≤ N . Then it holds that

hα+β(N − 1)β

hα(N − Cα)2β
≥ 1− 4C2

αβ

N2
− 4Cαβ

2

N2
− 22β2

N2
− 32Cαβ

3

3N3
− 16β4

N3
− 18v(2)

N
.

Proof. We use the following claim.
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Claim. For each 0 ≤ i < β such that 4Cα+i + 2 ≤ N , it holds that

hα+i+1(N − 1)

hα+i(N − Cα+i)2
≥ 1− 4C2

α

N2
− 8Cαi

N2
− 44i

N2
− 32Cαi

2

N3
− 64i3

N3
− 2vi+1

N
− 16v(2)

N2
.

Proof (of claim). We adapt the inequality bottom of [19, page 14].

hα+i+1(N − 1)

hα+i(N − Cα+i)2
≥

(N − 1)
(
N − 2Cα+i − vα+i+1 +

4i2−16i−8v(2)

N (1− 4Cα+i

N )
)

(N − Cα+i)2

≥
N2 − (2Cα+i + 1)N − vα+i+1N + (4i2 − 16i− 8v)(1− 4Cα+i+1

N )

N2 − (2Cα+i + 1)N + Cα+i(Cα+i + 1)

= 1−
vα+i+1N + Cα+i(Cα+i + 1)− (4i2 − 16i− 8v(2))(1− 4Cα+i+1

N )

N2 − (2Cα+i + 1)N + Cα+i(Cα+i + 1)

≥ 1− 4C2
α

N2
− 8Cαi

N2
− 36i

N2
− 32Cαi

2

N3
− 64i3

N3
− 8i2

N3
− 2vα+i+1

N
− 16v(2)

N2

≥ 1− 4C2
α

N2
− 8Cαi

N2
− 44i

N2
− 32Cαi

2

N3
− 64i3

N3
− 2vα+i+1

N
− 16v(2)

N2

The first inequality is adapted from [19, Bottom of page 14], and the second
inequality uses N − 1 ≤ N (in the third term) and (1 − x)(1 − y) ≥ 1 − x − y
for x = 1/N and y = 4Cα+i/N (in the last term). In the third inequality, we
use that the denominator is less than N2/2 because 2Cα+i + 1 ≤ N/2. The last
inequality removes some non-dominating terms. ⊓⊔

By multiplying the above inequality for i = 0, ..., β − 1, we have:

hα+β(N − 1)β

hα(N − Cα)2β
=

β−1∏
i=0

hα+i+1(N − 1)

hα+i(N − Cα+i)2

≥
β−1∏
i=0

(
1− 4C2

α

N2
− 8Cαi

N2
− 44i

N2
− 32Cαi

2

N3
− 64i3

N3
− 2vi+1

N
− 16v(2)

N2

)

≥ 1−
β−1∑
i=0

(
4C2

α

N2
+

8Cαi

N2
+

44i

N2
+

32Cαi
2

N3
+

64i3

N3
+

2vi+1

N
+

16v

N2

)
≥ 1− 4C2

αβ

N2
− 4Cαβ

2

N2
− 22β2

N2
− 32Cαβ

3

3N3
− 16β4

N3
− 18v(2)

N
.

The first inequality is from the claim, and the second one is Inequality (10). In
the last inequality, we use Inequality (11) and β ≤ N . ⊓⊔

Isolated vertices. Finally, we need to exclude the solutions that violate some
non-equations connected to D. Let vD be the number of such non-equations.

Lemma 9. Suppose that Cα+β + |D| ≤ N/2. It holds that

h(G)
hα+β(N − Cα+β)|D|

≥ 1− 2vD
N

.

40



Proof. For each solution to C1 ⊔ C2 ⊔ ... ⊔ Cα+β , there is (N − Cα+β)|D| valid
assignments to the vertices in D ignoring the non-equations. Among them, at
most (N−Cα+β)|D|−1 assignments violate each non-equation. Therefore we have

h(G) ≥ hα+β ·
(
(N − Cα+β)|D| − vD(N − Cα+β)|D|−1

)
,

and the desired inequality follows from the condition Cα+β + |D| ≤ N/2. ⊓⊔

Proof of Theorem 4. Observe that 8q ≤ N implies the conditions of all
lemmas. Applying Lemmas 7 to 9 in sequence, we have

h(G)(N − 1)qc+β

(N)Cα+β+|D|
≥ 1−

C2
α

∑
1≤i≤α c2i
N2

− 4C2
αβ + 4Cαβ

2 + 22β2

N2

− 32Cαβ
3/3 + 16β4

N3
− 2v(≥3) + 18v(2) + 2vD

N

≥ 1−
9q2c

∑
1≤i≤α c2i
4N2

− 9q2cβ + 6qcβ
2 + 22β2

N2
− 16qcβ

3 + 16β4

N3
− 18v

N

≥ 1−
9q2c

∑
1≤i≤α c2i
8N2

− 31qcq
2

N2
− 16q4

N3
− 18v

N
.

We use 3qc ≥ 2Cα, and v = v(≥3)+v(2)+vD in the first inequality. In the second
inequality, we use qc + β = q so that β ≤ q and

∑α
i=1 ci = Cα ≤ 3qc/2, and

finally qc ≥ 1 to suppress the β2 term. ⊓⊔

B.2 Proof of Mirror Theory - Lower Bound for ξmax = 2

The following concepts and useful auxiliary lemma compute the more refined
lower bound for mirror theory with ξmax = 2 —Theorem 5.

For m ∈ {2, · · · , q}, let I = {i1, · · · , im} ⊂ [q] be an index set such that
|I| = m. We define

V[I] def= {Pγi1
, Pγ′

i1
, · · · , Pγim

, Pγ′
im
},

E [I] def= {(Pγi1
, Pγ′

i1
, λi1), · · · , (Pγim

, Pγ′
im

, λim)},

G[I] def= (V[I], E [I]),

where (Pγ , Pγ′ , λ) ∈ E [I] represents an edge connecting Pγ and Pγ′ with label
λ. When I = [m], we will simply write Gm to denote G[I]. So Gq = G(Γ ), which
is the graph representation of the equation system Γ. We also define

R[I]i
def
=
{
(V1, V

′
1 , V2, V

′
2) ∈ Ci

∗2 × Cj∗2
∣∣ i, j ∈ I and j < i and λ(V1, V

′
1) = λ(V2, V

′
2)
}
.

For k ∈ [m − 1], let J = (j1, j2, · · · , jk+1) ∈ Ik+1 be a sequence of distinct
indices in I, and let L = (L1, · · · , Lk) ∈ ({0, 1}n \ {0}n)k be a sequence of
n-bit weights. Then we define an edge set (a set of equations) F [J ,L] def

=
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{(Pγj1
, Pγ′

j2
, L1), · · · , (Pγjk

, Pγ′
jk+1

, Lk)} and a weighted graph (an equation sys-

tem) G[I,J ,L] def
= G[I] ∪ F [J ,L]. When h(G[I] ∪ F [J ,L]) > 0, we say that

G[I] ∪ F [J ,L] is valid. We also define subgraphs of G[I,J ,L] as follows

G−+[I,J ,L] def= G[I] ∪ (F [J ,L] \ {(Pγj1
, Pγ′

j2
, L1)}),

G+−[I,J ,L] def= G[I \ {jk+1}] ∪ (F [J ,L] \ {(Pγjk
, Pγ′

jk+1
, Lk)}),

G−−[I,J ,L] def= G[I \ {jk+1}] ∪ (F [J ,L] \ {(Pγj1
, Pγ′

j2
, L1), (Pγjk

, Pγ′
jk+1

, Lk)}).

When I,J ,L are clear from the context, we will simply write

G++ = G[I,J ,L],G−+ = G−+[I,J ,L],G+− = G+−[I,J ,L],G−− = G−−[I,J ,L].

Lemma 10 (Orange Equation). Let α = 0. For any positive integer t ∈
{1, · · · , q}, it holds

ht = (N − 2Ct−1 + |Rt|)ht−1 +
∑

E∈L[Gt]

h(Gt−1 ∪ E),

where L[Gt] = {(V, V ′, λt)|0 ≤ i < j < t, V ∈ Ci, V
′ ∈ Cj , h(Gt−1 ∪ (V, V ′, λt)) >

0}.

Proof. For t = 1, · · · q, recall the component Ct has only two vertices and one
edge and λt be the label of the edge in Ct. Define the set Λt

def
= (

⊔
i∈[t]
Ci). We thus

have

ht =
∑

(V1,...,Vt−1)∈St−1

(
N − |Λt−1

⋃
(Λt−1 ⊕ λt)|

)
=

∑
(V1,...,Vt−1)∈St−1

(
N − |Λt−1| − |Λt−1 ⊕ λt|+ |Λt−1

⋂
(Λt−1 ⊕ λt)|

)
= (N − 2Ct−1)ht−1 +

∑
(V1,...,Vt−1)∈St−1

|Λt−1
⋂

(Λt−1 ⊕ λt)|, (12)

where St−1 is the set of solutions to Gt−1. In particular, we have∑
(V1,...,Vt−1)∈St−1

|Λt−1
⋂

(Λt−1 ⊕ λt)| =
∑

(V1,...,Vt−1)∈St−1

∑
V,V ′∈Λt−1

1(V ⊕ V ′ = λt).

Let us consider following cases for a fixed pair of (V, V ′):

1. For each (W,W ′, V, V ′) ∈ Rt, we have∑
(V1,...,Vt−1)∈St−1

1(V ⊕ V ′ = λt) =
∑

(V1,...,Vt−1)∈St−1

1 = ht−1.
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2. If V ∈ Ci, V
′ ∈ Cj , i < j < t, then we have∑

(V1,...,Vt−1)∈St−1

1(V ⊕ V ′ = λt) = h(Gt−1 ∪ {(V, V ′, λt)}).

This leads to∑
(V1,...,Vt−1)∈St−1

∑
V,V ′∈Λt−1

1(V ⊕ V ′ = λt)

=
∑

(V1,...,Vt−1)∈St−1

 ∑
(W,W ′,V,V ′)∈Rt

1(V ⊕ V ′ = λt) +
∑

V ∈Ci,V ′∈Cj ,i<j<t

1(V ⊕ V ′ = λt)


= |Rt|ht−1 +

∑
E∈L[Gt]

h(Gt−1 ∪ E). (13)

Lemma 10 follows from Equations (12) and (13). ⊓⊔

Lemma 11 (Purple Equation). Let α = 0. Fix integers m, k such that 1 ≤
k < m ≤ q, an index set I ⊂ [q] such that |I| = m, a sequence of distinct
indices J = (j1, · · · , jk+1) ∈ Ik+1 and a sequence of labels L = (L1, · · · , Lk) ∈
({0, 1} \ {0n})k. If G++(G[I,J ,L]) is valid, then it holds

h(G++) = h(G+−)−
∑

E∈M[G++]

h(G+− ∪ {E}) +
∑

{E,E′}∈N[G++]

h(G+− ∪ {E,E′}),

where

M[G++] = {E = (Pγjk
, V, Lk ⊕ λjk+1 ⊕ λa) : V

′ ∈ V[I] \ V[J ], V, V ′ ∈ Ca, h(G+− ∪ {E}) > 0}

∪ {E = (Pγjk
, V, Lk ⊕ λa) : V

′ ∈ V[I] \ V[J ], V, V ′ ∈ Ca, h(G+− ∪ {E}) > 0}

N[G++] = {{E,E′} = {(Pγjk
, V, Lk ⊕ λjk+1 ⊕ λa), (V

′,W, λjk+1} :

W,V ′ ∈ V[I] \ V[J ],W ̸= V ′, V, V ′ ∈ Ca, h(G+− ∪ {E,E′}) > 0}.

Proof. Without loss of generality, we assume that I = [m], J = {m−k,m−k+
1, · · · ,m}. Let S ⊂ ({0, 1}n)2m and S ′ ⊂ ({0, 1}n)2m−2 be the sets of solutions to
G++ and G+−, respectively. For each solution (Pγ1

, Pγ′
1
, · · · , Pγm−1

, Pγ′
m−1

) ∈ S ′,
let

Pγm = Pγm−1 ⊕ Lk ⊕ λm

Pγ′
m
= Pγm−1 ⊕ Lk.

Then (Pγ1 , Pγ′
1
, · · · , Pγm , Pγ′

m
) is a solution to G++ if and only all 2m variables

have distinct values. Formally, it requires for any vertex V ∈ Λm−1,

Pγm
̸= V ⇔ Pγm−1

⊕ Lk ⊕ λm ̸= V ⇔ Pγm−1
̸= V ⊕ Lk ⊕ λm

Pγ′
m
̸= V ⇔ Pγm−1

⊕ Lk ̸= V ⇔ Pγm−1
̸= V ⊕ Lk.
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Therefore we have

h(G++) =
∑
S∈S′

(1− 1(Pγm−1
∈ (Λm−1 ⊕ Lk) ∪ (Λm−1 ⊕ Lk ⊕ λm)))

= h(G+−)−
∑
S∈S′

1(Pγm−1 ∈ (Λm−1 ⊕ Lk))−
∑
S∈S′

1(Pγm−1 ∈ (Λm−1 ⊕ Lk ⊕ λm))

+
∑
S∈S′

1(Pγm−1
∈ (Λm−1 ⊕ Lk) ∩ (Λm−1 ⊕ Lk ⊕ λm))).

When Pγm−1 ∈ (Λm−1 ⊕ Lk ⊕ λm), we know that the vertex V = Pγm must
satisfy V ∈ Λm−1 \ V[J ]. Otherwise there exists a trail such that λ(V, Pγm) = 0
in G++, which means G++ has a circle, invalid, a contradiction. Therefore this
solution to G+− is also a solution to G+− ∪ {(Pγm−1

, V ′, Lk ⊕ λm ⊕ λ(V, V ′))},
where V, V ′ are in the same component C. Similarly, when Pγm−1

∈ (Λm−1⊕Lk),
we know there exists a vertex V = Pγm must satisfy V ∈ Λm−1 \ V[J ], and this
solution to G+− is also a solution to G+− ∪ {(Pγm−1 , V

′, Lk ⊕ λ(V, V ′))}, where
V and V ′ are in the same component C.

To summarize, we have∑
S∈S′

1(Pγm−1
∈ (Λm−1 ⊕ Lk ⊕ λm)) =

∑
E∈M1

h(G+− ∪ {E}),

∑
S∈S′

1(Pγm−1
∈ (Λm−1 ⊕ Lk)) =

∑
E∈M2

h(G+− ∪ {E}),

where

M1
def
= {(Pγm−1

, V, Lk ⊕ λm ⊕ λa) : V
′ ∈ Λm−1 \ V[J ], V, V ′ ∈ Ca},

M2
def
= {(Pγm−1

, V, Lk ⊕ λa) : V
′ ∈ Λm−1 \ V[J ], V, V ′ ∈ Ca}.

When Pγm−1 ∈ (Λm−1 ⊕ Lk) ∩ (Λm−1 ⊕ Lk ⊕ λm), we know there exists two
distinct vertecies V ′,W ∈ Λm−1 \ V[J ] such that Pγm−1 = V ′ ⊕ Lk ⊕ λm =
W ⊕Lk. Equivalently, for V such that V ∈ Ca, we have Pγm−1

= V ⊕Lk ⊕λm⊕
λa = V ′ ⊕ Lk ⊕ λm = W ⊕ Lk. And this solution to G+− is also a solution to
G+− ∪ {(Pγm−1

, V, Lk ⊕ λm ⊕ λa), (V
′,W, λm)}. Therefore, we have∑

S∈S′

1(Pγm−1
∈ (Λm−1 ⊕ Lk) ∩ (Λm−1 ⊕ Lk ⊕ λm))) =

∑
{E,E′}∈N[G++]

h(G+− ∪ {E,E′}),

where

N[G++]
def
=

{{(Pγm−1
, V, Lk ⊕ λm ⊕ λa), (V

′,W, λm)} : W,V ′ ∈ Λm−1 \ V[J ],W ̸= V ′, V, V ′ ∈ Ca}.

This concludes the proof. ⊓⊔

Lemma 12 estimates the size of sets L[Gm], M[G++], and N[G++] using in Lemma 10
and 11. In order to state Lemma 12, we need to reorder the indices of Gq; note
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that any reordering of the indices does not affect the number of solutions to Gq.
For the edge set {(Pγ1

, Pγ′
1
, λ1), · · · , (Pγq

, Pγ′
q
, λq)}, we choose as many different

label λ as possible, put them in a separate list, remove them from the edge set,
and perform the same procedure recursively for the remaining elements. This
procedure defines a reordering of the edges (indices) and with it, we have

max
λ∈{0,1}n\{0n}

{|{k ≤ m : λk = λ}|} ≤ |Rm+1| . (14)

Lemma 12 (Size Lemma). Fix integer m, k, n such that 2 ≤ k < m ≤ t ≤ q.
Then, it holds that

|L[Gm]| = (m− 1− |Rm|)(m− 2− |Rm|).

For an index set I ⊂ [t] such that |I| = m, a sequence of distinct indices
J = (j1, · · · , jk+1) ∈ Ik+1 and a sequence of labels L = (L1, · · · , Lk) ∈ ({0, 1} \
{0n})k. If G++(G[I,J ,L]) is valid, then it holds∣∣M[G−+]

∣∣− 4(|Rt+1|+ 1) ≤
∣∣M[G++]

∣∣ ≤ 2r,∣∣N[G−+]∣∣− 4r(|Rt+1|+ 1) ≤
∣∣N[G++]

∣∣ ≤ r2.

When k = 1, it holds

2m− |R[I]m| − 4(|Rt+1|+ 1) ≤
∣∣M[G++]

∣∣ ≤ 2r,∣∣L[G−+]∣∣− 4r(|Rt+1|+ 1) ≤
∣∣N[G++]

∣∣ ≤ r2.

Proof. 1. For the first equality, we first recall the definition of L[Gi] = {(V, V ′, λm)|0 ≤
j1 < j2 < m,V ∈ Cj1 , V

′ ∈ Cj2 , h(Gi−1 ∪ (V, V ′, λm)) > 0}. Since λj1 ̸= λm

and λj2 ̸= λm otherwise the resulting graph is invalid. The number of such
edge is

(m− 1− |Rm|)(m− 1− |Rm| − 1), (15)

which proves the statement.
2. We then prove the second inequality. Note that M[G++] ⊂ M[G−+] when

k ≥ 2. We consider the edge in M[G−+]\M[G++], which is of the form either
(Pγjk

, V, Lk ⊕ λjk+1
⊕ λa) or (Pγjk

, V, Lk ⊕ λa) for V ′ ∈ (V[I] \ V[J ]) ∪ Cj1
and V, V ′ ∈ Ca. Such an edge falls into at least one of the following three
cases.
(a) V ∈ Cj1 . At most four edges fall into this case since |Cj1 | = 2 and V has

at most two possible assigned values.
(b) E = (Pγjk

, V, Lk⊕λjk+1
⊕λa) for V ′ ∈ V[I]\V[J ] and V, V ′ ∈ Ca. Since

E ∈M[G−+] \M[G++], by M’s definition, we know G++ and G−− ∪ {E}
are valid, while G+− ∪ {E} is invalid. This means λ(V, Pγj1

) = 0 or
λ(V, Pγ′

j1
) = 0. For the case λ(V, Pγj1

) = 0, we have

λa = L1 ⊕ · · · ⊕ Lk ⊕ λγj2
⊕ · · · ⊕ λγjk+1

(
def
= λ).
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The number of such edges E is at most |{a ≤ t : λa = λ}| where by
Equation 14,

|{a ≤ t : λa = λ}| ≤ |Rt+1| .

Similarly, the number of edges satisfying λ(V, Pγ′
j1
) = 0 is at most |Rt+1| .

(c) E = (Pγjk
, V, Lk ⊕ λa) for V ′ ∈ V[I] \ V[J ] and V, V ′ ∈ Ca. Similarly to

Case 2, the total number of edges of this type is at most 2 |Rt+1|.
Moreover, |M[G++]| ≤ 2r. We conclude that∣∣M[G−+]

∣∣− 4(|Rt+1|+ 1) ≤
∣∣M[G++]

∣∣ ≤ 2r. (16)

3. We then prove the third inequality. Note that N[G++] ⊂ N[G−+] when k ≥ 2.
We consider the pair of edges in N[G−+]\N[G++], where the edge E is of the
form (Pγjk

, V, Lk ⊕ λjk+1
⊕ λa) for V ′ ∈ (V[I] \ V[J ]) ∪ Cj1 and V, V ′ ∈ Ca

and the edge E′ is of the form (V ′,W, λjk+1
) for W ∈ (V[I] \ V[J ]) ∪ Cj1 ,

W ̸= V ′. Such a pair {E,E′} falls into at least one of the following three
cases.
(a) V ′ ∈ (V[I] \ V[J ]) ∪ Cj1 and W ∈ Cj1 . Since |(V[I] \ V[J ]) ∪ Cj1 | ≤ r,

the number of pairs of edges is at most 2r.
(b) W ∈ (V[I] \ V[J ])∪Cj1 and V ′ ∈ Cj1 . Similarly to case 1, the number of

such pairs of edges is at most 2r.
(c) V ′,W ∈ (V[I]\V[J ]). By N’s definition, we know G++ and G−−∪{E,E′}

are valid, while G+− ∪ {E,E′} is invalid. This means λ(V, Pγj1
) = 0

or λ(V, Pγ′
j1
) = 0 or λ(W,Pγj1

) = 0 or λ(W,Pγ′
j1
) = 0. For the case

λ(V, Pγj1
) = 0, we have

λa = L1 ⊕ · · · ⊕ Lk ⊕ λγj2
⊕ · · · ⊕ λγjk+1

(
def
= λ).

The number of such edges E is at most |{a ≤ t : λa = λ}| where by
Equation 14

|{a ≤ t : λa = λ}| ≤ |Rt+1| .

So the number of edge pair {E,E′} of this type is at most |Rt+1| r. The
number of edge pairs for the other three cases follows the same upper
bound.

Moreover, |N[G++]| ≤ r2. We conclude that∣∣N[G−+]∣∣− 4r(|Rt+1|+ 1) ≤
∣∣N[G++]

∣∣ ≤ r2. (17)

4. We then turn to the fourth inequality. When k = 1, we define the edge set M′
whose edge is of the form either (Pγj1

, V, L1⊕λj2 ⊕λa) or (Pγj1
, V, L1⊕λa)

for V ′ ∈ (V[I]\V[J ])∪Cj1 and V, V ′ ∈ Ca. Note that |M′| = 2m−|R[I]j2 | ≥
2m−|R[I]m| and M[G++] ⊂M′. We then follow a similar analysis procedure
as that in the proof of the second inequality and can conclude that

2m− |R[I]m| − 4(|Rt+1|+ 1) ≤
∣∣M[G++]

∣∣ ≤ 2r. (18)

46



5. We finally turn to the fifth inequality. When k = 1, we define the pairs of
edges set N′ where E = (Pγj1

, V, L1 ⊕ λj2 ⊕ λa) and E′ = (V ′,W, λj2) such
that W,V ′ ∈ V[I] \ V[J ],W ̸= V ′, V, V ′ ∈ Ca, h(G+− ∪ {E′}) > 0. Then we
have N[G++] ⊂ N′ and |N′| = |L[G−+]| since L[G−+] is obtained by collecting
E′ for all {E,E′} ∈ N′. We then follow a similar analysis procedure as that
in the proof of the third inequality and can conclude that∣∣L[G−+]∣∣− 4r(|Rt+1|+ 1) ≤

∣∣N[G++]
∣∣ ≤ r2. (19)

By Equation (15) and inequalities (16) to (19), the proof is completed. ⊓⊔

The following combinatorial lemma proved by [20] is used in our Mirror theory
statement.

Lemma 13. Let t be a positive integer, and let (Dm,k)m,k be a two-dimensional
sequence of non-negative numbers, where 1 ≤ m ≤ t and k ≤ m−1. If Dm,k = 0
for k ≤ 0, and

Dm,k ≤ Dm−1,k−1 + 2A ·Dm−1,k +A2 ·Dm−1,k+1 +
C

(N − 2A)t−m+k
,

for 2 ≤ m ≤ t and k ≤ m− 3, where A,C are positive constants and A < 2n−1.
Then, for any integer c such that 1 ≤ c ≤ m

2 − 1, it holds

Dm,1 ≤
2c∑
i=c

(
2c

i

)
AiDm−c,1−c+i +

c−1∑
j=0

2j∑
i=j

(
2j

i

)
AiC

(N − 2A)t−m+1+i
.

We define the following two-dimensional sequence Dt
m,k where t is a fixed positive

integer such that t ≤ q, 1 ≤ m ≤ t and k is an integer

– When 1 ≤ k ≤ m− 1,

Dt
m,k = max

I,J ,L

{∣∣∣∣h(G−+[I,J ,L])N
− h(G[I,J ,L])

∣∣∣∣} ,

where the maximum is taken over all possible index sets I ⊂ [t] such that
|I| = m, sequence of distinct indices J ∈ Ik+1, and sequence of labels
L ∈ ({0, 1}n \ {0n})k such that G[I,J ,L] is valid.

– When k ≤ 0, Dt
m,k = 0.

In order to upper bound Dt
m,k, we begin with the following lemma.

Lemma 14. For any I ⊂ [t],J ∈ Ik+1,L ∈ ({0, 1}n \ {0n})k such that |I| = m
and G[I,J ,L] is valid, one has

h(G[I,J ,L]) ≤ h(Gt)
(N − 2r)t−m+k

.
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Proof. Without loss of generality, let I = [m] and S be the set of solution to Gm.
For each solution (Pγ1

, Pγ′
1
, · · · , Pγm

, Pγ′
m
) ∈ S, (Pγ1

, Pγ′
1
, · · · , Pγm+1

, Pγ′
m+1

) is
a solution to Gm+1 if for all V ∈ Λm, Pγm+1 ̸= V, Pγ′

m+1
̸= V. Therefore, we have

h(Gm+1) ≥
∑
S∈S

(N −
∣∣∣{V ∈ Λm : V = Pγm+1} ∪ {V ∈ Λm : V = Pγ′

m+1
}
∣∣∣)

≥ (N − 2r)h(Gm).

By repeatedly applying the above inequality, we have

h(Gm) ≤ h(Gt)
(N − 2r)t−m

, (20)

which completes the statement when k = 0.
When k ≥ 1, let L ∈ ({0, 1}n \ {0n})k and without loss of generality let

L = {m − k,m − k + 1, · · · ,m}. For each solution (Pγ1
, Pγ′

1
, · · · , Pγm

, Pγ′
m
) to

G++ (let its solution set be S ′), (Pγ1
, Pγ′

1
, · · · , Pγm−k

, Pγ′
m−k

, · · · , Pγm
, Pγ′

m
) is a

solution to G−+ if for all V ∈ Λm \ Cm−k, Pγm−k
̸= V, Pγ′

m−k
̸= V. Therefore, we

have

h(G−+) ≥
∑
S∈S′

(N −
∣∣∣{V ∈ Λm \ Cm−k : V = Pγm−k

} ∪ {V ∈ Λm \ Cm−k : V = Pγ′
m−k
}
∣∣∣)

≥ (N − 2r)h(G++).

By repeatedly applying the above inequality, we have

h(G++) ≤ h(Gm)

(N − 2r)k
. (21)

Combining Equation (20) and (21), we complete the proof. ⊓⊔

By lemma 14, for G++(= G[I,J ,L]),

h(G−+)
N

≤ h(Gt)
(N − 2r)t−m+k−1 ≤

h(Gt)
(N − 2r)t−m+k

.

Therefore, using the above inequality and Dt
m,k’s definition,

Dt
m,k ≤ max{h(G

−+)

N
,h(G++)} ≤ h(Gt)

(N − 2r)t−m+k
. (22)

Lemma 15 shows that our constructed two-dimensional sequence Dt
m,k sat-

isfies the condition required for using combinatorial Lemma 13. This proof is
based on purple equation (Lemma 11), size lemma (Lemma 12) and Lemma 14.

Lemma 15. For 2 ≤ m ≤ t, and k ≤ m− 3, it holds that

Dt
m,k ≤ Dt

m−1,k−1 + 2r ·Dt
m−1,k + r2 ·Dt

m−1,k+1 +
C

(N − 2r)t−m+k
,

where
C

def
=

(6 |Rt+1|+ 6)h(Gt)
N

.
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Proof. When m = 2 or 3, it is easy to see the statement holds since by Dt
m,k’s

definition Dt
m,k = 0 when k ≤ 0.

When m ≥ 4 and 2 ≤ k ≤ m− 3, for any G[I,J ,L] such that |I| = m,J ∈
Ik+1, and L ∈ ({0, 1}n \ {0n})k, by purple equation (Lemma 11), we have

h(G++) = h(G+−)−
∑

E∈M[G++]

h(G+− ∪ {E}) +
∑

{E,E′}∈N[G++]

h(G+− ∪ {E,E′}),

(23)

h(G−+) = h(G−−)−
∑

E∈M[G−+]

h(G−− ∪ {E}) +
∑

{E,E′}∈N[G−+]

h(G−− ∪ {E,E′}).

(24)

By Dt
m,k’s definition and since G−− = (G+−)−+, we have∣∣∣∣h(G−−)N

− h(G+−)
∣∣∣∣ ≤ Dt

m−1,k−1.

For each edge E ∈M[G++], by Dt
m,k’s definition, we have∣∣∣∣h(G−− ∪ {E})N
− h(G+− ∪ {E})

∣∣∣∣ ≤ Dt
m−1,k.

Using the above inequality, we have∣∣∣∣∣∣
∑

E∈M[G−+]

h(G−− ∪ {E})
N

−
∑

E∈M[G++]

h(G+− ∪ {E})

∣∣∣∣∣∣
≤

∑
E∈M[G++]

∣∣∣∣h(G−− ∪ {E})N
− h(G+− ∪ {E})

∣∣∣∣+ ∑
E∈M[G−+]\M[G++]

∣∣∣∣h(G−− ∪ {E})N

∣∣∣∣
≤ 2r ·Dt

m−1,k + 4(|Rt+1|+ 1)

∣∣∣∣h(G−− ∪ {E})N

∣∣∣∣ (by size lemma (Lemma 12))

≤ 2r ·Dt
m−1,k +

4(|Rt+1|+ 1)h(Gt)
N(N − 2r)t−m+k

. (by Lemma 14)

For each pair of edge {E,E′} ∈ N[G++], since G−−∪{E,E′} = (G+−∪{E,E′})−+,
we have ∣∣∣∣h(G−− ∪ {E,E′})

N
− h(G+− ∪ {E,E′})

∣∣∣∣ ≤ Dt
m−1,k+1.

Using the above inequality, Lemma 12 and 14, we have∣∣∣∣∣∣
∑

E∈N[G−+]

h(G−− ∪ {E,E′})
N

−
∑

E∈N[G++]

h(G+− ∪ {E,E′})

∣∣∣∣∣∣
≤ r2Dt

m−1,k+1 +
4r(|Rt+1|+ 1)h(Gt)
N(N − 2r)t−m+k+1

.
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By subtracting Equation (23) from 1
N× Equation (24) and combine everything

above, we have∣∣∣∣h(G−+)N
− h(G++)

∣∣∣∣
≤ Dt

m−1,k−1 + 2r ·Dt
m−1,k +

4(|Rt+1|+ 1)h(Gt)
N(N − 2r)t−m+k

+ r2 ·Dt
m−1,k+1 +

4r(|Rt+1|+ 1)h(Gt)
N(N − 2r)t−m+k+1

≤ Dt
m−1,k−1 + 2r ·Dt

m−1,k + r2 ·Dt
m−1,k+1 +

(6 |Rt+1|+ 6)h(Gt)
N(N − 2r)t−m+k

.

(∵ 2r
N−2r ≤ 1)

When m ≥ 4 and k = m − 3 = 1, for any G[I,J ,L] such that |I| = m,J =
j1, j2 ∈ I2 and L ∈ {0, 1}n \ {0n}. By Purple equation (Lemma 11) and Orange
equation (Lemma 10), respectively, we have

h(G++) = h(G+−)−
∑

E∈M[G++]

h(G+− ∪ {E}) +
∑

{E,E′}∈N[G++]

h(G+− ∪ {E,E′}),

(25)

h(G−+) = h(G−−)− (2m− 2− |R[I]m|)h(G−−) +
∑

E∈L[G−+]

h(G−− ∪ E). (26)

Since G+− = G−−, we have h(G−−)− h(G+−) = 0. For each edge E ∈ M[G++],
by Dt

m,k’s definition, we have∣∣∣∣h(G−−)N
− h(G+− ∪ {E})

∣∣∣∣ ≤ Dt
m−1,1.

Using the above inequality, we have∣∣∣∣∣∣(2m− 2− |R[I]m|)
h(G−−)

N
−

∑
E∈M[G++]

h(G+− ∪ {E})

∣∣∣∣∣∣
≤

∑
E∈M[G++]

∣∣∣∣h(G−−)N
− h(G+− ∪ {E})

∣∣∣∣+ ∣∣2m− 2− |R[I]m| −
∣∣M[G++]

∣∣∣∣ h(G−−)
N

≤ 2r ·Dt
m−1,1 + 4(|Rt+1|+ 1)

h(G−−)
N

(by Lemma 12)

≤ 2r ·Dt
m−1,1 +

4(|Rt+1|+ 1)h(Gt)
N(N − 2r)t−m+1

.

For each pair of edge {E,E′} ∈ N[G++], since each edge E uniquely determines
an edge E′, we have∣∣∣∣h(G−− ∪ {E})N

− h(G+− ∪ {E,E′})
∣∣∣∣ ≤ Dt

m−1,2.
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It implies that

∣∣∣∣∣∣
∑

E∈L[G−+]

h(G−− ∪ {E})
N

−
∑

{E,E′}∈N[G++]

h(G+− ∪ {E,E′})

∣∣∣∣∣∣
≤ r2 ·Dt

m−1,2 +
4r(|Rt+1|+ 1)h(Gt)
N(N − 2r)t−m+2

.

By subtracting Equation (25) from 1
N× Equation (26) and combining the above,

we have

Dt
m,1 = max

I,J ,L

∣∣∣∣h(G−+)N
− h(G++)

∣∣∣∣
≤ 2r ·Dt

m−1,1 + r2 ·Dt
m−1,2 +

(6 |Rt+1|+ 6)h(Gt)
N(N − 2r)t−m+1

.

This concludes the proof. ⊓⊔

When k = 1, Lemma 16 gives a sharper upper bound on Dt
t,1. The proof can be

derived from Lemma 15 and 13.

Lemma 16. If 2n+ 2 ≤ t < q and r ≤ N
13 , then it holds that

Dt
t,1 ≤

(29 |Rt+1|+ 31)h(Gt)
N2

.
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Proof. Since the two-dimensional sequence Dt
m,k satisfies Lemma 15, let n ≤

m
2 − 1 (the c in Lemma 13), then we can apply Lemma 13 to obtain

Dt
m,1 ≤

2n∑
i=n

(
2n

i

)
riDt

m−n,1−n+i +

n−1∑
j=0

2j∑
i=j

(
2j

i

)
riC

(N − 2r)t−m+1+i

≤
2n∑
i=n

(2e)iriDt
m−n,1−n+i +

n−1∑
j=0

2j∑
i=j

(
2j

i

)
riC

(N − 2r)t−m+1+i

(
(
2n
i

)
≤ ( 2nei )i ≤ (2e)i when n ≤ i ≤ 2n)

≤
2n∑
i=n

(2er)i
h(Gt)

(N − 2r)t−m+1+i
+

n−1∑
j=0

2j∑
i=j

(
2j

i

)
riC

(N − 2r)t−m+1+i

(by Inequality 22)

=
h(Gt)

(N − 2r)t−m+1

2n∑
i=n

(
2er

N − 2r
)i +

n−1∑
j=0

2j∑
i=j

(
2j

i

)
riC

(N − 2r)t−m+1+i

≤ h(Gt)
(N − 2r)t−m+1

∞∑
i=n

(1/2)i +

n−1∑
j=0

2j∑
i=j

(
2j

i

)
riC

(N − 2r)t−m+1+i
(r ≤ N

13 )

≤ 2h(Gt)
(N − 2r)t−m+1

1

2n
+

n−1∑
j=0

2j∑
i=j

(
2j

i

)
riC

(N − 2r)t−m+1+i

≤ 2h(Gt)
(N − 2r)t−m+1

1

2n
+

4C

(N − 2r)t−m+1
.

Now, plug in m = t and have

Dt
t,1 ≤

2h(Gt)
(N − 2r)

1

2n
+

4C

(N − 2r)

≤
26
11h(Gt)
N2

+
13
11 (24 |Rt+1|+ 24)h(Gt)

N2

(∵ r ≤ N
13 , substitute C defined in Lemma 15)

=
(29 |Rt+1|+ 31)h(Gt)

N2
.

This concludes the proof. ⊓⊔

Finally, using the above, we can prove Theorem 5 as follows:

Proof (of Theorem 5). Recall when qc = 0, we have α = 0. We also know in this
equation system Ci = 2i, since each component has size only 2. To recursively
compute the lower bound for h(G)(N−1)q

(N)Cβ
, we first lower bound hi+1(N−1)

hi(N−Ci)(N−Ci−1)
for i = 0, · · · , 2n+ 1 and i = 2n+ 2, · · · , q, separately.

To lower bound each term of hi+1(N−1)
hi(N−Ci)(N−Ci−1) , we first lower bound hi+1

by hi for i = 0, · · · , 2n+1 and i = 2n+2, · · · , q−1, separately. By lemma 6, we
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simply have (N − ci+1Ci)hi ≤ hi+1 for i = 0, · · · , 2n+1 as vi+1 = 0 in graph G,
which represents the equation system Γ.

For i ≥ 2n+ 2, we first replicate part of the proof of Lemma 10 and have

hi+1 = (N − 2Ci)hi + |Ri+1|hi +
∑

{V,V ′}∈Li+1

h′(V, V ′), (27)

where recall h′(V, V ′) denote the number of solutions to Λi such that V ⊕ V ′ =

λi+1 for V, V ′ ∈ Λi, and Li+1
def
=
{
{V, V ′} ∈ Λ∗2i

∣∣λ(V, V ′) = ⊥} . We also have
|Li+1| = Ci(Ci − 2) = 4i2 − 4i. Then by Lemma 16, we have

h′(V, V ′) ≥ hi

N

(
1− (29 |Ri+1|+ 31)

N

)
.

Plugging in Equation (27), we have

hi+1 ≥
(
N − 4i+ |Ri+1|+

4i2 − 4i

N
− 116 |Ri+1| i2 − 116 |Ri+1| i+ 124i2 − 124i

N2

)
hi.

For i = 2n+ 2, · · · , q, plugging in the above inequality, we have

hi+1(N − 1)

hi(N − Ci)(N − Ci − 1)
≥

(N − 1)
(
N − 4i+ |Ri+1|+ 4i2−4i

N − 116|Ri+1|i2−116|Ri+1|i+124i2−124i
N2

)
N2 − (4i+ 1)N + 4i2 + 2i

≥
N2 − (4i+ 1)N + 4i2 + 128i−128i2

N + (N−1)N |Ri+1|−116i2|Ri+1|
N

N2 − (4i+ 1)N + 4i2 + 2i

≥ 1 +
−2i+ 128i−128i2

N

N2
(∵ i ≤ q ≤ N

13 )

≥ 1− 2q

N2
− 128q2

N3
.

For i = 1, · · · , 2n+ 1, with (N − ci+1Ci)hi ≤ hi+1, we have

hi+1(N − 1)

hi(N − Ci)(N − Ci − 1)
≥ (N − ci+1Ci)(N − 1)

(N − Ci)(N − Ci − 1)

=
N2 − (4i+ 1)N + 4i

N2 − (4i+ 1)N + 4i2 + 2i

≥ 1− 4i2

N2
.
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By using the above inequalities, then we have

h(G)(N − 1)q

(N)Cβ

=

2n+1∏
i=0

hi+1(N − 1)

hi(N − Ci)(N − Ci + 1)
×

q−1∏
i=2n+2

hi+1(N − 1)

hi(N − Ci)(N − Ci + 1)

≥
2n+1∏
i=0

(
1− 4i2

N2

)
×

q−1∏
i=2n+2

(
1− 2q

N2
− 128q2

N3

)
≥
(
1− 4n(n+ 1)(2n+ 1)

6N2

)(
1− 2q2

N2
− 128q3

N3

)
≥ 1− 2q2

N2
− 128q3

N3
− 8(n+ 1)3

3N2
,

which completes the proof. ⊓⊔

B.3 Proof of Mirror Theory - Upper Bound for ξmax > 2

Theorem 10 (Upper Bound Mirror Theory for ξmax > 2). Let G be a
nice graph, q denote the number of edges of G, and qc denote the number of edges
of C1 ⊔ · · · ⊔ Cα.

When q ≤ N
4ξmax

and 0 < qc ≤ q, then it holds that

h(G)(N − 1)q

(N)Cα+β

≤ exp


2
α+β∑
i=1

|Ri|+ 2
α∑

i=1

c2i

N
+

2q2c
α∑

i=1

c2i + 4qcq
2

N2
+

20q4

N3

 .

The proof of Theorem 10 is deferred to the end of this section. Before proving
it, we introduce essential lemmas first.

Lemma 17. When q ≤ N
4ξmax

and 0 < qc ≤ q, for i = 0, · · · , α− 1, it holds that

hi+1 ≤
(
N − ci+1Ci + |Ri+1|+

2(ci+1)2q
2
c

N

)
hi.

Proof. For a vertex V ∈ Ci+1, denote the set ΛV = (C1 ⊔ · · · ⊔ Ci) ⊕ λi+1(V ).
Recall that Si is the set of solutions to (V1, . . . , Vi). By Fixing Si and assigning
any value to V ∗ ∈ Ci+1, the other unknowns in Ci+1 are uniquely determined.
Hence a solution to hi+1 after fixing Si can be identified to choose a solution to
V ∗ from

{0, 1}n \
⋃

V ∈Ci+1

ΛV .
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We thus have an upper bound of hi+1 as follows:

∑
(V1,...,Vi)∈Si

N − |
⋃

V ∈Ci+1

ΛV |

 (count for every fixed solution in Si)

≤
∑

(V1,...,Vi)∈Si

N −
∑

V ∈Ci+1

|ΛV |+
∑

V,V ′∈Ci+1

|ΛV ∩ ΛV ′ |


(Bonferroni inequality)

≤
∑

(V1,...,Vi)∈Si

N − ci+1Ci +
∑

V,V ′∈Ci+1

|ΛV ∩ ΛV ′ |


= (N − ci+1Ci)hi +

∑
(V1,...,Vi)∈Si

∑
V,V ′∈Ci+1

|ΛV ∩ ΛV ′ |.

For V1, V
′
1 ∈ Ci+1, V2, V

′
2 ∈ C1 ⊔ · · · ⊔ Ci, let h′(V1, V

′
1 , V2, V

′
2) denote the number

of solutions to C1 ⊔ · · · ⊔ Ci such that V2 ⊕ V ′2 = λi+1(V1)⊕ λi+1(V
′
1). Let

Li+1
def
=
{
{V1, V

′
1}, {V2, V

′
2} ∈ Ci+1

∗2 × (C1 ⊔ · · · ⊔ Ci)∗2
∣∣∣λ(V2, V

′
2) = ⊥

}
.

Then the summation
∑

(V1,...,Vi)∈Si
∑

V,V ′∈Ci+1
|ΛV ∩ ΛV ′ | can be computed by

|Ri+1|hi +
∑

({V1,V ′
1},{V2,V ′

2})∈Li+1

h′(V1, V
′
1 , V2, V

′
2).

This is because the constant in ΛV1 ∩ ΛV ′
1

satisfies that there exists V2, V
′
2 ∈

C1 ⊔ · · · ⊔ Ci such that V2 ⊕ V ′2 = λi+1(V1)⊕ λi+1(V
′
1). We count the number of

such constants by considering two cases: V2, V
′
2 are in the same component (the

first term) or not (the second term).
Let h′′(V, V ′) denote the number of solutions to (C1 ⊔ · · · ⊔ Ci) \ (CV ⊔ CV ′)

where V ∈ CV and V ′ ∈ CV ′ . For ({V1, V
′
1}, {V2, V

′
2}) ∈ Li+1, we have:

h′(V1, V
′
1 , V2, V

′
2) ≤ N · h′′(V2, V

′
2) (Upper bound of Lemma 6)

≤ Nhi

(N − ξmaxCi)2
(Lower bound of Lemma 6)

≤ hi

N

(
1 +

2NξmaxCi

(N − ξmaxCi)2

)
≤ hi

N

(
1 +

192ξmaxqc
25N

)
≤ 73hi

25N
,

where the last two steps are because Ci ≤ 3qc
2 and qc ≤ q ≤ N

4ξmax
. We also

compute

|Li+1| ≤
(
ci+1

2

)(
Ci

2

)
≤ (ci+1)2C

2
i

4
≤ 9(ci+1)2q

2
c

16
.
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Combining all together, we have

hi+1 ≤
(
N − ci+1Ci + |Ri+1|+

2(ci+1)2q
2
c

N

)
hi.

This concludes the proof. ⊓⊔

Lemma 18. For α > 0 and i = α, · · · , α+ β − 1, it holds that

hi+1 ≤
(
N − 2Ci + |Ri+1|+

C2
i

N
+

3qcq

N
+

16q3

N2

)
hi

Proof. For i = α, · · · , α + β − 1, recall the component Ci has only two vertices
and one edge. Let λi+1 be the label of the edge in Ci+1 for such i in the proof’s
context. Denote the set Λi

def
=

⊔
j∈[i]
Ci for i = α, · · · , α+ β − 1. We thus have

hi+1 =
∑

(V1,...,Vi)∈Si

(
N − |Λi

⋃
(Λi ⊕ λi+1)|

)
=

∑
(V1,...,Vi)∈Si

(
N − |Λi| − |Λi ⊕ λi+1|+ |Λi

⋂
(Λi ⊕ λi+1)|

)
= (N − 2Ci)hi +

∑
(V1,...,Vi)∈Si

|Λi

⋂
(Λi ⊕ λi+1)|. (28)

For V, V ′ ∈ Λi, let h′(V, V ′) denote the number of solutions to Λi such that
V ⊕ V ′ = λi+1. Let

Mi+1
def
=
{
{V, V ′} ∈ Λ∗2i

∣∣λ(V, V ′) = ⊥} .
Then we have∑

(V1,...,Vi)∈Si

|Λi

⋂
(Λi ⊕ λi+1)| = |Ri+1|hi +

∑
{V,V ′}∈Mi+1

h′(V, V ′). (29)

Let h′′(V, V ′) denote the number of solution to Λi \ (CV ⊔ CV ′) where V ∈ CV
and V ′ ∈ CV ′ .

Suppose that V ∈ Cj , V ′ ∈ Ck for j, k ≤ i. Applying Lemma 6, we have

h′(V, V ′) ≤ N · h′′(V, V ′)

≤ Nhi

(N − cjCi)(N − ckCi)

=
hi

N

(
1 +

cjCi

N − cjCi

)(
1 +

ckCi

N − ckCi

)
≤ hi

N

(
1 +

2cjCi

N − cjCi
+

2ckCi

N − ckCi

)
,
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where we used cjCi ≤ ξmaxq ≤ N/4 and (1+x)(1+y) ≤ 1+2(x+y) for x, y ≤ 1.
Since Cj has cj vertices, the term related to j is added at most cjCi times. By
cjCi ≤ N − cjCi, it holds that

(cjCi)
2

N − cjCi
≤ cjCi, and

(cjCi)
2

N − cjCi
≤ 2(cjCi)

2

N
.

Summing up over all (V, V ′), we have

hi+1 ≤

(
N − 2Ci + |Ri+1|+

C2
i

N
+

∑i
j=1 2(cjCi)

2

N(N − cjCi)

)
hi

≤

N − 2Ci + |Ri+1|+
C2

i

N
+

α∑
j=1

2cjCi

N
+

i∑
j=α+1

4(cjCi)
2

N2

hi

≤
(
N − 2Ci + |Ri+1|+

C2
i

N
+

3qcq

N
+

16q3

N2

)
hi,

where we use
∑α

i=1 ci = Cα ≤ 3qc/2, Ci ≤ q, i ≤ β ≤ q and cj = 2 for all
j ≥ α+ 1 for proving the last inequality.

Now we prove the second part of the statement, when α = 0, which means
there are no components with a size larger than 2 in the graph. For V, V ′ ∈ Li+1,
if i ≥ 2n+ 2, by Lemma 16, then we have∣∣∣∣hi

N
− h′(V, V ′)

∣∣∣∣ ≤ (29 |Ri+1|+ 31)hi

N2
,

equivalently, we have

h′(V, V ′) ≤ hi

N

(
1 +

29 |Ri+1|+ 31

N

)
Plugging in Equation (29), we have∑

(V1,...,Vi)∈Si

|Λi

⋂
(Λi ⊕ λi)| = |Ri+1|hi +

∑
{V,V ′}∈Li+1

h′(V, V ′)

≤
(
|Ri+1|+

C2
i

N

(
1 +

29 |Ri+1|+ 31

N

))
hi.

Plugging the above inequality into Equation (28), we have

hi+1 ≤
(
N − 2Ci + |Ri+1|

(
1 +

116q2

N2

)
+

C2
i

N
+

124q2

N2

)
hi.

This concludes the proof. ⊓⊔

Using the above lemmas, we can prove Theorem 10 as follows.
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Proof (of Theorem 10). We start by finding a relation between hi and hi+1.
Lemma 6 has already shown hi+1 ≤ Nhi, while Lemmas 17 and 18 gives us a
tighter upper bound of hi+1 using hi, of which the proofs are deferred to the
end of this section. We first observe that the non-equations only decrease the
number of solutions. So, in the following, we only consider a system of equations
Γ = Γ=.

Note that ξmax ≥ 3, hence q ≤ N
12 by the constraints 4qξmax ≤ N . To recur-

sively compute the upper bound for h(G)(N−1)q
(N)Cα+β

, we first upper bound hi+1(N−1)ci+1−1

hi(N−Ci)ci+1
,

for i = 0, · · · , α− 1. To do so, we observe

(N − Ci)ci+1 ≥ N ci+1−1(N − ci+1Ci+1), (30)

which is simply because by dividing N ci+1 from both side it is true that

(
1− Ci

N

)
× · · · ×

(
1− Ci + ci+1 − 1

N

)
≥
(
1− Ci + ci+1

N

)ci+1

≥
(
1− ci+1Ci+1

N

)
.

So we have

hi+1(N − 1)ci+1−1

hi(N − Ci)ci+1

≤
(N − 1)ci+1−1

(
N − ci+1Ci + |Ri+1|+ 2(ci+1)2q

2
c

N

)
N ci+1−1(N − ci+1Ci+1)

(by Lemma 17 and Equation (30))

≤ 1 +
ci+1Ci+1 − ci+1Ci

N − ci+1Ci+1
+

|Ri+1|
N − ci+1Ci+1

+
2(ci+1)2q

2
c

N(N − ci+1Ci+1)

≤ 1 +
c2i+1

N − ci+1Ci+1
+

|Ri+1|
N − ci+1Ci+1

+
2(ci+1)2q

2
c

N(N − ci+1Ci+1)

≤ 1 +
2c2i+1

N
+

2|Ri+1|
N

+
4(ci+1)2q

2
c

N2
. (ci+1Ci+1 ≤ N

2 by 4qξmax ≤ N)

Now we can compute

h(Gα)(N − 1)qc

(N)Cα

=

α−1∏
i=0

(
hi+1(N − 1)ci+1−1

hi(N − Ci)ci+1

)

≤
α−1∏
i=0

(
1 +

2|Ri+1|
N

+
2c2i+1

N
+

4(ci+1)2q
2
c

N2

)
≤ exp

(
2
∑α

i=1 |Ri|+ 2(
∑α

i=1 c
2
i )

N
+

2q2c (
∑α

i=1 c
2
i )

N2

)
,
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where we use 1 + x ≤ ex. On the other hand, for i = α, · · · , α+ β − 1,

hi+1(N − 1)

hi(N − Ci)(N − Ci − 1)

≤
(N − 1)

(
N − 2Ci + |Ri+1|+ C2

i

N + 3qcq
N + 16q3

N2

)
(N − Ci)(N − Ci − 1)

(by Lemma 18)

≤
N2 − (2Ci + 1)N + C2

i + |Ri+1|N + 3qcq + 16 q3

N

N2 − (2Ci + 1)N + C2
i

≤ 1 +
|Ri+1|N + 3qcq + 16 q3

N

N2 − (2Ci + 1)N + C2
i

≤ 1 +
6 |Ri+1|
5N

+
18qcq

5N2
+

96q3

5N3
. (2(Ci + 1) ≤ 2q ≤ N

6 )

Now we can compute

h(G)(N − 1)q

(N)Cα+β

=

α+β−1∏
i=0

(
hi+1(N − 1)ci+1−1

hi(N − Ci)ci+1

)

=
h(Gα)(N − 1)qc

(N)Cα

α+β−1∏
i=α

(
hi+1(N − 1)

hi(N − Ci)(N − Ci − 1)

)

≤ exp (δ1)

α+β−1∏
i=α

(
1 +

6 |Ri+1|
5N

+
18qcq

5N2
+

96q3

5N3

)

≤ exp (δ1) exp

(
2
∑α+β

i=α |Ri+1|
N

+
4qcq

2

N2
+

20q4

N3

)
≤ exp (δ1 + δ2) ,

for

δ1 =
2
∑α

i=1 |Ri|+ 2(
∑α

i=1 c
2
i )

N
+

2q2c (
∑α

i=1 c
2
i )

N2

and

δ2 =
2
∑α+β

i=α+1 |Ri|
N

+
4qcq

2

N2
+

20q4

N3
,

where we use 1+x ≤ ex, β ≤ q, and choose some integer upper bounds. Therefore,
we have

δ = δ1 + δ2 =

2
α+β∑
i=1

|Ri|

N
+

2
∑α

i=1 c
2
i

N
+

2q2c (
∑α

i=1 c
2
i ) + 4qcq

2

N2
+

20q4

N3
.

This concludes the proof. ⊓⊔
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B.4 Proof of Mirror Theory - Upper Bound for ξmax = 2

Theorem 11 (Upper Bound Mirror Theory). Let G be a nice graph and
q denote the number of edges of G. When q ≤ N

13 and qc = 0, it holds that

h(G)(N − 1)q

(N)Cα+β

≤ exp

(
3
∑β

i=1 |Ri|
N

+
147q3

N3
+

10(n+ 1)2

N

)
.

To prove this theorem, we first state the following lemma:
Lemma 19. For i ∈ [2n+ 2, β − 1], it holds that

hi+1 ≤ (N − 2Ci + |Ri+1|(1 +
116q2

N2
) +

C2
i

N
+

124q2

N2
)hi

Proof. For V, V ′ ∈ Li+1, if i ≥ 2n+ 2, by Lemma 16, then we have∣∣∣∣hi

N
− h′(V, V ′)

∣∣∣∣ ≤ (29 |Ri+1|+ 31)hi

N2
,

equivalently, we have

h′(V, V ′) ≤ hi

N

(
1 +

29 |Ri+1|+ 31

N

)
Plugging in Equation (29), we have∑

(V1,...,Vi)∈Si

|Λi

⋂
(Λi ⊕ λi)| = |Ri+1|hi +

∑
{V,V ′}∈Li+1

h′(V, V ′)

≤
(
|Ri+1|+

C2
i

N

(
1 +

29 |Ri+1|+ 31

N

))
hi.

Plugging the above inequality into Equation (28), we have

hi+1 ≤
(
N − 2Ci + |Ri+1|

(
1 +

116q2

N2

)
+

C2
i

N
+

124q2

N2

)
hi.

This completes the proof. ⊓⊔
Using Lemma 19, we can prove Theorem 11 as follows.
Proof (of Theorem 11). Recall when qc = 0, α = 0. To recursively compute
the upper bound for h(G)(N−1)q

(N)Cβ
, we first upper bound hi+1(N−1)

hi(N−Ci)(N−Ci−1) for
i = 2n+ 2, · · · , β − 1. For i = 2n+ 2, · · · , β − 1, using Lemma 19, we have

hi+1(N − 1)

hi(N − Ci)(N − Ci − 1)
≤

N2 − 2CiN + |Ri+1|(N + 116q2

N ) +
C2

i

2 + 124q2

N

N2 − (2Ci − 1)N + C2
i + Ci

≤ 1 +
|Ri+1|(N + 116q2

N ) + 124q2

N

N2 − (2Ci − 1)N + C2
i + Ci

≤ 1 +
2|Ri+1|

N
+

138|Ri+1|q2

N3
+

147q2

N3

≤ 1 +
3|Ri+1|

N
+

147q2

N3
.
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By using the above inequality, we have

h(G)(N − 1)q

(N)Cβ

=

2n+1∏
i=0

hi+1(N − 1)

hi(N − Ci)(N − Ci − 1)
×

β−1∏
i=2n+2

hi+1(N − 1)

hi(N − Ci)(N − Ci − 1)

≤
2n+1∏
i=0

(
1 +

2CiN

N2 − (2Ci − 1)N + C2
i + Ci

)

×
β−1∏

i=2n+2

(
1 +

3|Ri+1|
N

+
147q2

N3

)
(∵ hi+1 ≤ Nhi)

≤
2n+1∏
i=0

(
1 +

5i

N

)
×

(
1 +

3
∑β

i=1 |Ri|
Nq

+
147q2

N3

)q

(∵ Ci ≤ min{i,N/13} and by Jensen’s Inequality)

≤
(
1 +

10(n+ 1)2

N

)
eδ1 (substitute δ1 =

3
∑β

i=1 |Ri|
N + 147q3

N3 )

≤ eδ2+δ1 , (substitute δ2 = 10(n+1)2

N )

which completes the proof. ⊓⊔

C Proof of Multi-User Security of XoP

We will use the squared-ratio method to prove an upper bound for Advmu-prf∗
XoP (u, qm),

where on each of u user the adversary can make at most qm queries. To prove this,
it suffices to consider an information-theoretic adversary D making qm queries
on a single user. Denote the the queries made by D as x1, ..., xqm ∈ {0, 1}n−1,
and denote the transcript as τ = ((x1, λi), · · · , (xqm , λqm)). Without loss of the
generality, we assume all queries are different.

In the real world, XoP[P](xi)
def
= Pγi ⊕ Pγ′

i
, where P is a given n-bit (keyed)

PRP function, and {Pγ1
, Pγ′

1
, · · · , Pγn

, Pγ′
n
} is a solution of the following equa-

tion system

Γ =:


Pγ1
⊕Pγ′

1
= λ1,

Pγ2 ⊕Pγ′
2
= λ2,

...
Pγqm

⊕Pγ′
qm

= λqm .

The equations system induces a transcript graph G(τ) in the real world.

Bad transcript analysis. Recall in the ideal world, for every query XoP[P](xi),
the query result λi is taken uniformly at random from {0, 1}n \ {0}. We define
the bad event bad in the ideal world as n different queries having the same query
output:

bad: ∃(i1, · · · , in) ∈ [qm]∗n such that λi1 = · · · = λin .
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Let Tre be a random variable following the distribution of the transcripts in
the ideal world. We have

Pr[bad ∈ Tre] =

(
qm
n

)
(2n − 1)n−1

≤ qnm
n!(2n − 1)n−1

≤
(qm
2n

)n
,

which is because n! ≥ 2n+1 and 2 · (2n − 1)n−1 ≥ (2n)n for n > 12. We say that
a transcript is good if it is not bad.

Good transcript analysis. Let τ be any good transcript. Let Tid and Tre be
random variables following the distribution of a transcript in the real world and
the ideal world, respectively. Then, we have

Pr[Tre = τ ]

Pr[Tid = τ ]
=

h(G)(2n − 1)qm

(2n)2qm
.

The expression holds is because, in the real world, the transcript occurs with
a probability proportional to the number of solutions h(G) over all possible
choices of Pγi

, Pγ′
i
. In the ideal world, every transcript occurs equally, i.e., with

probability 1
(2n−1)qm .

Recall the definition of Ri,

Ri =
{
(V1, V

′
1 , V2, V

′
2) ∈ Ci

∗2 × Cj∗2
∣∣ j < i and λ(V1, V

′
1) = λ(V2, V

′
2)
}
.

For any good transcript τ , we have |Ri| ≤ n for all i ∈ [qm] because of ¬bad.
Let Ij,k be the indicator random variable that equals to 1 if λj = λk and 0

otherwise. Then it holds that
∑qm

i=1 |Ri| =
∑

j,k∈[qm]

Ij,k. Given ¬bad, we have

3
∑qm

i=1 |Ri|
2n

+
12q2m
22n

+
10(n+ 1)2

2n
≤ 3nqm

2n
+

12q2m
22n

+
10(n+ 1)2

2n
≤ 1

for n > 12 and qm ≤ 2n

4n . Therefore, by Theorem 3,∣∣∣∣h(G)(2n − 1)qm

(2n)2qm
− 1

∣∣∣∣ ≤ 6
∑qm

i=1 |Ri|
2n

+
24qm

2

22n
+

20(n+ 1)2

2n
.

Conclude the proof. Define ϵ2 =
(
qm
2n

)n and

ϵ1(τ) =
6
∑qm

i=1 |Ri|
2n

+
24qm

2

22n
+

20(n+ 1)2

2n
.

To apply Theorem 1, we need to bound the expectation of ϵ1(τ)2 where the ran-
domness is taken over the distribution of transcript in the ideal world. Applying
Lemma 5 and Lemma 4, we have

Ex
[
ϵ1(τ)

2
]
≤

108Ex
[
(
∑qm

i=1 |Ri|)
2
]

22n
+

108q4m
24n

+
1200(n+ 1)4

22n

≤ 108q2m
22n(2n − 1)

+
108q4m

22n(2n − 1)2
+

108q4m
24n

+
1200(n+ 1)4

22n

≤ 318q4m
24n

+
1200(n+ 1)4

22n
.
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Applying Theorem 1 and plugging in the above inequality, we have

Advmu-prf∗
XoP (u, qm) ≤

√
2uEx [ϵ21] + 2uϵ2 ≤

26u
1
2 q2m

22n
+

49u
1
2 (n+ 1)2

2n
.

This completes the proof. ⊓⊔

D Further Security Analyses of nEHtM

D.1 Bad Transcript Analysis and Interpretations

We give an upper bound of the probability that the event

bad = bad1 ∨ bad2 ∨ bad3 ∨ bad4 ∨ bad5

occurs in the ideal world. Recall that µm is the upper bound of the number of
faulty queries, and H is a δ-AXU hash function for δ = ℓ/2n and B = 2n − 1.

The following fact can be easily shown by an inductive argument: for k ≥ 1
and uniform and independent random variables T1, ..., Tk sampled from {0, 1}n \
{0}, it holds that for any K ∈ {0, 1}n

Pr

⊕
i∈[k]

Ti = K

 ≤ 1

2n − 1
=

1

B
. (31)

We now analyze the probability that each bad event occurs. We assume that
n ≥ 20, and µm, L1, L2 ≥ 1. The detailed conditions on the parameters will be
explicitly described after analyzing each bad event.

bad1: The number of indices i ∈ [qm] such that there exists k( ̸= i) ∈ [qm] such
that Ni = Nk is bounded by 2µm. Thus, there are at most 4µ2

m pairs of
(i, j) ∈ [qm]∗2 satisfying the condition. For each (i, j), the probability that
Xi = Xj , or equivalently HKh

(Mi)⊕HKh
(Mj) = Ni⊕Nj is at most δ because

H is a δ-AXU. By the union bound, we have

Pr[bad1] ≤ 4µ2
mδ.

bad2a: Fix i ∈ [qm]. There are at most 2µm choices of j since it is a repeated
nonce. For each j, the probability that Xi = Xj is at most δ, and the proba-
bility that i satisfies the condition is at most 2µmδ. Therefore, the expected
size of the given set is at most 2µmqmδ, and by Markov’s inequality, we have

Pr[bad2a] ≤
2µmqmδ

L1
.

bad2b: Recall the graph-theoretic interpretation; dX is the number of indices
i ∈ [qm] such that Xi = X. Let Col be the number of i < j such that Xi = Xj ,
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whose expectation is less than q2mδ/2 because of the δ-AXU property of H. On
the other hand, it holds that

Col =
∑

X∈{0,1}n−1

(
dX
2

)
≥

∑
X:dX>1

d2X/4,

where we use dX − 1 ≥ dX/2 for dX > 1. By Markov’s inequality, we have

Pr[bad2b] = Pr

[ ∑
X:dX>1

d2X ≥ L2
2

]
≤ Pr[4Col ≥ L2

2] ≤
2q2mδ

L2
2

.

bad3a: Assume that ¬bad1 so that i ̸= j satisfies at most one of Ni = Nj or
Xi = Xj . We consider the following two cases: 1) Ti = Tj and Ni = Nj : The
number of pairs (i, j) such that Ni = Nj is at most 2µ2

m (Fact 3), and the
probability that Ti = Tj is 1/B. 2) Ti = Tj and Xi = Xj : For each i, j, the
probability that Xi = Xj is bounded by δ, and Ti = Tj is 1/B and two events
are independent. By the union bound, we have

Pr[bad3a|¬bad1] ≤
2µ2

m + δq2m
B

.

bad3b: Suppose that there exist indices (i, j, k) such that Ni = Nj and Xj = Xk.
The number of (i, j) such that Ni = Nj is at most 2µ2

m. For each k, the two
events that Xj = Xk and Tk = Ti ⊕ Tj are independent, and the probabilities
for them are bounded by δ and 1/B. By the union bound, we have

Pr[bad3b] ≤
2δµ2

mqm
B

.

bad3c: Assume that ¬bad1 and ¬bad2a. By Fact 1, the length-4 trail (i, j, k, ℓ)
must be N -trail, i.e., Xi = Xj , Nj = Nk, and Xk = Xℓ holds. For each pair
(i, j) ∈ [qm]∗2, the probability that Xi = Xj is bounded above by δ due to H.
Observe that (ℓ, k, j) satisfies Xℓ = Xk and Nk = Nj , which makes at most
L1 different choices of ℓ. Because of the structure of the graph (Figure 3), k
is deterministic for given (i, j, ℓ). Since the probability that (i, j, k, ℓ) becomes
a null trail is at most 1/B, by the union bound, we have

Pr[bad3c] ≤
q2mδL1

B
.

bad4a: Assume that ¬bad3a. It implies that there is no i ̸= k such that Ni = Nk

and Ti = Tk. For each verification query (N ′j ,M
′
j , T
′
j), there is at most one

MAC query (Ni,Mi, Ti) such that Ni = N ′j and Ti = T ′j holds. For such a pair
(i, j), the probability that Xi = X ′j is bounded above by δ because of H. By
the union bound, we have

Pr[bad4a|¬bad3a] ≤ vmδ.
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bad4b: We assume ¬bad1 and ¬bad2. Let (N ′ℓ,M
′
ℓ, T
′
ℓ) be a verification query

included in a length-4 cycle described in the condition. For any (i, j, k, ℓ) sat-
isfying the condition, (i, j, k) should be a length-3 N -trail and Ni should be
a leaf with the root Nj because of Fact 1. Thus, given a fixed ℓ, there is a
unique pair (i, j) ∈ [qm]∗2 such that Ni = N ′ℓ and Xi = Xj holds and (i, j, k∗)
becomes a trail for some k∗ (otherwise violating Fact 1). Fix (ℓ, i, j). For each
k ∈ [qm], the probability that Xk = X ′ℓ and Ti⊕Tj⊕Tk⊕T ′ℓ = 0n are indepen-
dent and at most δ and 1/B, respectively. Therefore, regardless of Nj = Nk,
we have the following bound using the union bound:

Pr[bad4b|(¬bad1) ∧ (¬bad2)] ≤
vmqmδ

B
.

bad5a: Since the values Ti are independent of each other in the ideal world and
there are

(
qm
n

)
different pairs (i1, ..., in), we have

Pr[bad5a] ≤
(
qm
n

)
Bn−1 ≤

(qm
B

)n
where we used n! ≥ 2n − 1 for n ≥ 4 in the middle.

bad5b: Assume that ¬bad1,¬bad2 and ¬bad3. Define B be a set of all collections
of different n trails of length 2. By Fact 3, we have

|B| ≤
(
L2
2/2

n

)
≤ L2n

2

B

and we can show that Pr[Tij ⊕ Ti′j
= Ti1 ⊕ Ti′1

] ≤ 1/B for each (j, j′) by
Equation (31) and Fact 4. It gives

Pr[bad5b|¬bad1,2,3] ≤
|B|

Bn−1 ≤
(
L2
2

B

)n

.

bad5c: Assume that ¬bad1,¬bad2 and ¬bad3. A similar argument shows that

Pr[bad5c|¬bad1,2,3] ≤
(
2µ2

m

B

)n

.

bad5d: Assume that ¬bad1,¬bad2, and ¬bad3. Each trail of length ≥ 3 should
be included in C1, ..., Cα. Using Fact 3, A similar argument shows that

Pr[bad5d|¬bad1,2,3] ≤
(
2µ2

m + 9L2
1 + 0.5L2

2

B

)n

.

bad6: Recall Fact 5. For t > 2µm, by Markov’s inequality, it holds that

Pr[qc ≥ 2t] ≤ Pr[qc − 2µm ≥ t] ≤ q2mδ

t
.

By setting t = 22n

372q2m
, we have

Pr[bad6] ≤
372q4mδ

22n
.
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Summary. Recall that qm ≤ min
(

2n

12n ,
23n/4

4

)
, vm ≤ 2n

127 , and µm ≤
√
2n

12
√
n

holds.

We will choose L1, L2 ≤ min
(

2n

32qm
, 20.5n

24
√
n

)
. This setting makes Pr[bad5] ≤ 1/2n

and the condition of bad6 holds. The overall upper bound of Pr[bad] is as follows:

4µ2
mδ +

2µmqmδ

L1
+

2q2mδ

L2
2

+
2µ2

m + (qm + 2µ2
m + vm)qmδ

B

+ vmδ +
q2mδL1

B
+

1

2n
+

372q4mδ

22n
.

Using δ = ℓ/2n for ℓ ≥ 1, B = 2n − 1 ≥ 1.0001 · 2n, and qm ≤ 0.01 · 2n, 23n/4/8,
we derive the following simplified upper bound:

ℓ(7µ2
m + 2vm)

2n
+

3ℓq2mL1

22n
+

3ℓµmqm
2nL1

+
3ℓq2m
2nL2

2

+
372ℓq4m
23n

.

Analysis of Interpretations. We give detailed descriptions for the interpre-
tations of the bad events. Remind that G is a bipartite graph.

Fact 1 Suppose that (i, j, k, ℓ) is a length-4 X-trail. Then

Ni = Nj , Xj = Xk, Nk = Nℓ

holds, which directly violates ¬bad1. Since a length-5 trail must contain a
length-4 X-trail, the second item follows. By this observation, a cycle in G=(τ)
must be of length 4, which again violates ¬bad1 if it exists. The final item is
just ¬bad1 with k = j, ℓ = i. The structure of the graph directly follows.

Fact 2 ¬bad1 and ¬bad3 implies that G= is acyclic and non-degenerated, respec-
tively. The consistency between G= and G ̸= is due to ¬bad4, because ¬bad1
already rules out the other cases.

Fact 3 ¬bad1 imposes the structure as in Figure 3. The number of vertices
included in the trail of length two from the root to the leaf is bounded by
3L1 because of ¬bad2; in particular, if every length of two trails is in the same
component, we can count it as 2L1+1. The indices corresponding to the other
vertices must induce nonce collisions, thus the number of the other vertices is
bounded above by µm.
For the second item, dX ≤ L2 is obvious from ¬bad2. For giving an upper
bound of ξmax, let us consider the component with a trail of length three. Then,
as in the above argument, this component has at most 2L1+µm+1 vertices. On
the other hand, for the component without such a trail, it must be a star-shape
with indices i1, ..., ik such that Ni1 = ... = Nik or Xi1 = ... = Xik . In any case,
the number of vertices in this component is bounded by max(µm, L2) + 1, all
of which are less than 2L1 + 2L2 + µm. For the number of length-2 N -trails,
it is at most

∑
dX≥2

(
dX

2

)
≤ L2

2/2. The number of i ∈ [qm] with Nj = Ni for
some j ̸= i is at most 2µm and the number of such j is at most µm, thus the
total number is at most 2µ2

m.
Finally, the number of all trails in C1, ..., Cα is bounded by

(
3L1+µm

2

)
+ L2

2/2
following the above facts. The upper bound of

∑α
i=1 c

2
i is obvious.
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Fact 4 Given a collision pair shares the same starting vertex, we can construct
a null trail by combining them and removing the intersection, violating ¬bad3.
We can choose each starting vertex for the second statement as a unique index.

Fact 5 For each i ∈ [qm], let Ii equal 1 if there exists j ∈ [qm] such that i ̸= j
and Xi = Xj , and zero otherwise. It holds that Ex [Ii] ≤ qmδ by the union
bound. Let qx =

∑
i∈[qm] Ii ≤ qm. It holds that qc ≤ 2µ+ qx, where 2µ is from

the faulty queries, and q2c ≤ (2µ+ qx)
2 ≤ 8µ2

m + 2q2x ≤ 8µ2
m + 2qcqx. We have

Ex [qc] ≤ 2µ+Ex [qx] ≤ 2µ+
∑

i∈[qm]

Ex [Ii] ≤ 2µ+ q2mδ,

Ex
[
q2c
]
≤ Ex

[
8µ2

m + 2qcqx
]
= 8µ2

m + 2qmEx [qx] ≤ 8µ2
m + 2q3mδ.

D.2 Nonce-respecting Setting

We roughly sketch the security analysis of nEHtM when we only consider the
nonce-respecting setting; every constant factor is ignored here. In this case, we
can ignore the events bad1, bad2a, most of the cases of bad3 (except the length-2
null trail with the Xi = Xj case), bad5c and bad5d. Asymptotically, the remaining
probability of the bad events is

ϵ2 = O

(
ℓvm
2n

+
ℓq2m
2nL2

2

+
ℓq4m
23n

)
,

where we ignore the probability of bad5, which can be made less than 1/23n.
Since there is no faulty query, the parameter L2 provides an upper bound of

ξmax = O(L2) and C = O(L2
2) as well. We have

S + (
∑α+β

i=1 |Di|) + C + vm
2n

+
Cq2c + qcq

2
m

22n
+

q4m
23n

=
nqm + nL2

2 + vm
2n

+
L2
2q

2
c + qcq

2
m

22n
+

q4m
23n

= O(1).

Let

ϵ1(τ) =
S + nC + vm

2n
+

Cq2c + qcq
2
m

22n
+

q4m
23n

.

Then, as in the original proof, we have

Ex
[
ϵ1(τ)

2
] 1

2 = O

(
ℓ0.5q2m
21.5n

+
ℓ0.5nL2q

1.5
m

21.5n
+

vm
2n

)
.

Therefore, by Theorem 1, we have the overall asymptotic advantage bound of
Ex
[
2uϵ1(τ)

2
] 1

2 + 2uϵ1 is given by

O

(
ℓ0.5
√
uq2m

21.5n
+

ℓ0.5nL2
√
uq1.5m

21.5n
+

ℓuvm
2n

+
ℓuq2m
2nL2

2

+
ℓuq4m
23n

)
.
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By choosing L2 = Θ

(
min

((
ℓuqm2n

n2

) 1
6

, 2n

qm

))
, we have

O

(
ℓuvm
2n

+

(
ℓuq4m
23n

) 1
2

+

(
ℓ2n2u2q5m

24n

) 1
3

)
, (32)

where we suppress some terms, as in the main proof. The sanity check passes in
exactly the same way.

D.3 The security bound of nEHtM2 in [14]

We briefly sketch the problems in the original multi-user nEHtM2 security proof
in [14], confirmed by private communications with the authors. We stress that
the main problems are from the security proof of nEHtM itself, not from their
main tool, the Squared-ratio method and Mirror theory.

The main issue is the behavior of the property of hash functions H and qc,
the number of edges in the components of size > 2 in the graph representation
of queries. In the nonce-respecting setting, qc increases when Xi = Xj happens
for Xi = HKh

(Mi) ⊕Ni for the message Mi and nonce Ni. Since H is δ-almost
XOR universal, we can only predict the property of single event Xi = Xj that
is paraphrased by HKh

(Mi)⊕ HKh
(Mj) = Ni ⊕Nj . This suffices for estimating

the expectation of qc. However, we need to compute the expectation of q2c and
give the bound on qc with a high probability. Computing Ex

[
q2c
]

is involved
with multiple collisions, i.e., the event that Xi = Xj and Xk = Xℓ simultane-
ously happen. [14] implicitly assumes that two collisions happen independently,
giving a nice upper bound of Ex

[
q2c
]

(as in Fact 6 derived using stronger hash
functions). However, what we can actually give is a worse bound as in Fact 5.
They again use their false estimation when computing the probability for some
bad event (bad5 in their proof).

Another minor issue is a missing term at the end of the proof. In Advmu−prf
nEHtM

bound in [14, page 28], there is a term about
√
unLqmaxδ

2n at the second line.
However, there is no corresponding term in the final bound. A similar term√

unLq2maxδ
2n is alive, which is smaller than the problematic term when q2maxδ ≤ 1,

This missing part affects some exponent of the final security bound.
We show that using a stronger hash function allows us to recover a similar

result as the original. We refer to Appendix D.4 for a more detailed analysis.

D.4 Using Stronger Hash and Proofs in [14]

We briefly analyze the security of nEHtM when H satisfies a stronger property
as follows: For δ > 0, we say that H : K ×M → X is a pairwise δ-almost XOR
universal, denoted by δ-AXU(2), hash function if it is a δ-AXU and additionally
for any M1 ̸= M ′1 and M2 ̸= M ′2 in M such that {M1,M

′
1} ≠ {M2,M

′
2} and

X1, X2 ∈ X , it holds that

Pr
K

$←−K
[HKh

(M1)⊕ HKh
(M ′1) = X1 ∧ HKh

(M2)⊕ HKh
(M ′2) = X2] ≤ δ2.
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Note that a 4-wise ℓ/|X |-almost universal hash function for constant ℓ is a pair-
wise δ-AXU. We let δ = Õ(1/2n) and ignore the small factors in the analysis for
exhibiting the asymptotic behavior solely.

This new property of hash functions allows multiple improvements in our
analysis. We first see a variant of Fact 5, which was erroneously used in [14]
without any clarification or explicitly using δ-AXU(2).

Fact 6 If H is δ-AXU(2), then Ex
[
q2c
]
= O

(
µ2
m +

q2m
2n +

q4m
22n

)
.

Proof (sketch). Recall the definitions in the proof of Fact 5 (at the end of Ap-
pendix D.1). Let Ii,j equal 1 if Xi = Xj and otherwise zero. Then Ii = ∨j ̸=iIi,j ≤∑

j Ii,j = Õ(qm/2n). The δ-AXU(2) property implies that Ex [Ii,jIk,ℓ] ≤ δ2 =

Õ(1/22n). We can give an upper bound of Ex
[
q2x
]
= Ex

[∑
i,j IiIj

]
by

Ex

[∑
i

Ii

]
+Ex

(∑
i,k

Ii,k)(
∑
j ̸=i,ℓ

Ij,ℓ)

 = Õ

(
q2m
2n

+
q4m
22n

)
.

Finally, q2c ≤ (2µm + qx)
2 ≤ 8µ2

m + 2q2x gives the desired result. ⊓⊔

We take a similar approach whenever two XOR equations of H appear.

– Applying Chebyshev inequality instead of Markov, Pr[bad2a] = Õ
(

µmqm
2nL2

1

)
.

This requires L1 ≫ µmqm
2n , and our choice satisfies this constraint.

– We can directly give a better bound Pr[bad3c] = Õ
(

µ2
mq2m
23n

)
.

– By Chebyshev, Pr[bad6] = O
(

q6m
25m +

q8m
26m

)
.

This gives the following upper bound of ϵ2.

Õ

(
µ2
m + vm
2n

+
µmqm
L2
12

n
+

q2m
L2
22

n
+

q8m
26m

)
,

where we suppress the terms by the AM-GM inequality. For example, 2q6m
25n ≤

q4m
24n +

q8m
26n .

We also have better bounds for computing Ex
[
ϵ1(τ)

2
]

using Fact 6.

Ex

[(
nC

2n

)2
]
= Õ

(
Cq2c
22n

)
= Õ

(
(L1 + L2)

2

(
µ2
m

22n
+

q2m
23n

+
q4m
24n

)
+

µ4
m

22n
+

µ2
mq2m
23n

+
µ2
mq4m
24n

)
,

Ex

[(
Cq2c
22n

)2
]
= Õ

(
Cq2c
22n

)
,

Ex

[(
qcq

2
m

22n

)2
]
= Õ

(
µ2
mq4m
24n

+
q6m
25n

+
q8m
26n

)
.
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We have an asymptotic upper bound of Ex
[
ϵ1(τ)

2
] 1

2 by

Õ

(
µ2
m

2n
+

µmqm
21.5n

+
µmq2m
22n

+
q4m
23n

+ (L1 + L2)

(
µm

2n
+

qm
21.5n

+
q2m
22n

))
Let

(
µm

2n + qm
21.5n +

q2m
22n

)
=: ν. The asymptotic advantage upper bound becomes

uµ2
m + uvm
2n

+
uµmqm
L2
12

n
+

uq2m
L2
22

n
+

uq8m
26m

+

√
uµ2

m

2n
+

√
uµmqm
21.5n

+

√
uµmq2m
22n

+

√
uq4m
23n

+
√
u(L1 + L2)ν

≲
uµ2

m + uvm
2n

+
uµmqm
L2
12

n
+

uq2m
L2
22

n
+

√
uq4m
23n

+
√
u(L1 + L2)ν

If q3m < 22n, taking L3
1 = u0.5µmqm

2nν , L3
2 =

u0.5q2m
2nν gives the asymptotic advantage:

Õ

(
uµ2

m + uvm
2n

+

√
uq4m
23n

+
u

2
3µ

2
3
mq

2
3
m

2n
+

u
2
3 q

4
3
m

2
4n
3

+
u

2
3 q2m

2
5n
3

)

Otherwise, if q3m ≤ 22n, we can choose L2 = Θ
(

2n

qm

)
instead, giving the same

upper bound. If µm > 0, 2u
2
3 q

4
3
m

2
4n
3
≤ u

2
3 q

2
3
m

2n +
u

2
3 q2m

2
5n
3

gives a simpler bound. When
µm = vm = 0, we have the multi-user security of nEHtM as pseudorandom
functions with the punctured codomain {0, 1}n \ {0} :

Õ

(√
uq4m
23n

+

(
uq2m
22n

)2/3

+

(
u2q6m
25n

)1/3
)
. (33)

Recovering the result of [14] using δ-AXU(2). We give the correct asymp-
totic bound of the multi-use nEHtM2 security following the proof of [14] assuming
that H is δ-AXU(2). Recall the following bound from [14, eprint version, page
27], which are based on the slightly worse version of Theorem 2 with a different
bad event for bounding qc.

ϵ1(τ) = Õ

(∑α+β
i=1 |Si|
2n

+
Lqc
2n

+
Lqcq

2
m

22n
+

Lq4m
23n

)
,

ϵ2 = Õ

(
q2m
22n

+
q2m
L22n

+
L2q8m
26n

)
,

where Õ ignores the polynomial of n and ℓ. We also remove some terms in ϵ2,
which only makes the bound better. A straightforward computation using Fact 6
(i.e., assuming H is δ-AXU(2)) gives the following bound.

Ex
[
ϵ1(τ)

2
]1/2

= Õ

(
Lqm
21.5n

+
Lq4m
23n

)
.
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We suppress most of the terms using the AM-GM inequality and L ≥ 1. We
stress that the red term in the above bound is missing in the final bound of [14,
Theorem 5], which corresponds to

4
√
2u(n+ 1)Lqmδ1/2

2n

in their notation and appeared in the second line of Advmu−prf
nEHtM (u, qmax) of page

28. This makes the actual security bound slightly worse than they claimed, even
assuming that H is a pairwise δ-AXU. Taking L3 =

√
umin

(
20.5nqm, 22n

q2m

)
gives

the final bound of

Õ

((
u2q4m
24n

)1/3

+

(
u2q10m
27n

)1/3
)
.

The second term indeed appears in the original statement, and the first term
is larger than uq2m

22n in the original bound. Also, the following inequality confirms

that the dominating term
(

u2q6m
25n

)1/3
in the original bound is just hidden by the

other terms; i.e., our analysis does not miss the term.

3

(
u2q6m
25n

)1/3

≤ 2

(
u2q4m
24n

)1/3

+

(
u2q10m
27n

)1/3

Finally, our new bound in Equation (33) with the same assumption is always
tighter than this bound, because

(
u2q4m
24n

)1/3
is the dominating term if q2m ≤ 2n, and(

u2q10m
27n

)1/3
≥
(

u2q6m
25n

)1/3
if q2m ≥ 2n.

Recovering the result of [14] without δ-AXU(2). If we are willing to
avoid δ-AXU(2), we only can use Fact 5, and the probability for bad6 (denoted
by bad5 in the original paper) becomes worse:

– If we use Markov inequality as in our analysis, Pr[bad6] = Õ
(

Lq4m
23n

)
.

– If we use Chebyshev inequality, Pr[bad6] = Õ
(

L2q7m
25n .

)
Based on this, we can obtain the following asymptotic bounds using Fact 5 only
assuming that H is δ-AXU:

Ex
[
ϵ1(τ)

2
]1/2

= Õ

(
Lq1.5m

21.5n
+

Lq4m
23n

)
, ϵ2 = Õ

(
q2m
22n

+
q2m
L22n

+ Pr[bad6]

)
,

where the red terms are worse than the bound assuming δ-AXU(2).
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If we use Markov inequality, we take L3 = min
(√

u20.5nq0.5m ,
√
u22n

q2m
, 22n

q2m

)
to

obtain the final bound of

Õ

((
u2q5m
24n

)1/3

+

(
u3q10m
27n

)1/3
)
.

If we use Chebyshev inequality, we take L3 = min
(√

u20.5nq0.5m ,
√
u22n

q2m

)
or

L4 = 24n

q5m
, and obtain the final bound of

Õ

((
u2q5m
24n

)1/3

+

(
u2q10m
27n

)1/3

+
uq4.5m

23n

)

In any case, the bound becomes worse than one using δ-AXU(2).

E Proof of Multi-User Security of DbHtS

E.1 More Pictorial Comparison between Security Bound

log2 u
3n
4

n
2

n
0

n
2

3n
4

n

log2 qm

log2 u
2n
3

n
2

n
0

n
3

n
2

2n
3

n

log2 qm Adv = 20

Adv = 2−32

Adv = 2−64

Ours
q = uqmax

Fig. 4: Comparison of the DbHtS’s security bounds (in terms of the threshold number
of queries per user) as functions of log2 u. The black line represents the bound where
adversary advantage Advmu−mac

DbHtS (u, qm, p) = 20; the blue line is for Advmu−mac
DbHtS (u, qm, p) =

2−32; and the red line is for Advmu−mac
DbHtS (u, qm, p) = 2−64. The solid line represents our

bounds, and the dash-dotted line represents the previous bound where q = uqmax.
The left figure compares our Theorem 9 with Theorem 1 from [24]. The right figure
compares our Theorem 8 with Theorem 1 from [42], where we set ϵ3, ϵ4 = 0. We set
p = qm, k = n, δ = 2−n, and neglect l and the logarithmic term of n in all graphs.

Figure 4 gives one more pictorial comparison between our multi-user security
bound for DbHtS and previous results by setting the number of primitive queries
p = qm, where qm is the maximum number of construction queries per user
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(DbHtS construction instance). Figure 4 shows that the effect of fine-tuning also
appears in the low end, for example, when qm ≤ 2n

3 still allows the n
2 security

bound in both cases when the other parameters are sufficiently small, which was
impossible in the previous bounds.

E.2 Useful results for DbHtS proof

We first recall the well-known Patarin’s H-coefficient technique, which will be
used in both the proof of Theorem 8 and Theorem 9. Recall Si1 and Si0 are
random system of the real world and the ideal world for an i-th user, separately.
A transcript z is attainable if the probability of obtaining z from Si0 is non-zero.
The Patarin’s H-coefficient technique can be expressed as below:

Lemma 20 ([13]). Suppose whenever pS1
1
(·) > 0 then pS1

0
(·) > 0. Let Ω =

Γgood ⊔ Γbad. Let ϵ1, ϵ2 ≥ 0 be two constants. If
pS1

1
(z)

pS1
0
(z) ≥ 1 − ϵ1 holds for all

attainable z ∈ Γgood and Pr
[
ZS1

0
∈ Γbad

]
≤ ϵ2, then, it holds that

∥pS1
1
(·)− pS1

0
(·)∥ ≤ ϵ1 + ϵ2.

E.3 Proof of Theorem 8

Transcript from the ideal and real world. We consider an arbitrary
distinguisher D in the information-theoretic setting. Whenever the distinguisher
makes a query, it obtains two types of information depending on the query,
sometimes called entry, in both the ideal world and the real world:

– Ideal-cipher queries: For each primitive query on ideal cipher E with input x,
we associate it with an entry (prim, J, x, y,+) for J ∈ K and x, y ∈ {0, 1}n.
For each primitive query on the inverse of ideal cipher E−1 with input y, we
associate it with an entry (prim, J, x, y,−) for J ∈ K and x, y ∈ {0, 1}n.

– Construction queries: For each construction query on DbHtS from user i
with message M, we associate it with an entry (eval, i,M, T ).

Let (eval, i,M i
a, T

i
a) be the entry obtained when D makes the a-th query to

user i. Let lia be the number of blocks of message M i
a and let l be the maximal

number of blocks of any message M among all uqm construction queries. During
the computation of (eval, i,M i

a, T
i
a), let Σi

a, Ψ
i
a be the internal outputs of hash

function H, namely Σi
a = H1

Kh,1
(M i

a) and Ψ i
a = H2

Kh,2
(M i

a), respectively. Let
U i
a, Q

i
a be the outputs of ideal cipher E deployed in DbHtS with inputs Σi

a and
Ψ i
a, namely U i

a = E(Ki, 0∥Σi
a) and Qi

a = E(Ki, 1∥Ψ i
a), respectively.

For a key J ∈ {0, 1}k, let P(J) be the set of entries (prim, J, x, y, ∗) associating
with the primitive query on the ideal cipher E with key J . Let Q(J) be the set of
entries (eval, i,M i

a, T
i
a) associating with the construction query on DbHtS with

the key such that Ki = J .
In the real world, after the distinguisher D finishes all its queries, we will

further give the following information to the distinguisher D:
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1. the keys (Ki
h,Ki) for each user i, and

2. the internal values U i
a, Q

i
a for each user i and its corresponding construction

query a.

In the ideal world, we will instead give the distinguisher D:

1. (Ki
h,Ki)←$ {0, 1}2k × {0, 1}k, independent of its queries.

2. the dummy values U i
a and Qi

a computed by the simulation oracle SIM(Q(J))
given in Algorithm 1, which is exactly the same as [42, Fig.4].

Both a transcript in the ideal world and the real world consists of

1. the revealed key pair (Ki
h,Ki) for each of u users,

2. the internal values U i
a and Qi

a for each of u users and each of their qm
construction queries, and

3. the p primitive queries and uqm construction queries.

Algorithm 1 Simulation oracle Sim(Q(J)) in the ideal world. For each J , ϕJ

is a partial function that used to simulate a random permutation. The domain
and range of ϕJ are initialized to be the domain and range of EJ respectively.
1: ∀(eval, i,M i

a, T
i
a) ∈ Q(J) : (Σi

a, Ψ
i
a)← HKh(M

i
a)

2: I(J) = {(i, a) : 1 ≤ i ≤ u, 1 ≤ a ≤ qm, (eval, i,M i
a, T

i
a) ∈ Q(J)}

3: H(J) = {(Σi
a, Ψ

i
a) : (i, a) ∈ I(J)}

4: F (J) = {(i, a) : both Σi
a and Ψ i

a are fresh in H(J)}
5: G(J) = {(i, a) : only one of Σi

a or Ψ i
a is fresh in H(J)}

6: R(J) = {(i, a) : neither Σi
a nor Ψ i

a is fresh in H(J)}
7: O(J) : set of tuples of 2|F (J)| distinct values from {0, 1}n\Rng(ϕJ)
8: S(J) = {(W i

a, X
i
a)(i,a)∈F (J) ∈ O(J) : W i

a ⊕Xi
a = T i

a}
9: (U i

a, Q
i
a)(i,a)∈F (J) ←$ S(J)

10: ∀(i, a) ∈ F (J) : (ϕJ(Σ
i
a), ϕJ(Ψ

i
a))← (U i

a, Q
i
a)

11: ∀(i, a) ∈ G(J) :
12: if Σi

a is not fresh in H then
13: if Σi

a /∈ Dom(ϕJ) then U i
a ←$ {0, 1}n\Rng(ϕJ);ϕJ(Σ

i
a)← U i

a

14: else U i
a ← ϕJ(Σ

i
a)

15: Qi
a ← T i

a ⊕ U i
a

16: else do the same thing to Ψ i
a as that to Σi

a

17: ∀(i, a) ∈ R(J) : (U i
a, Q

i
a)← (⊥,⊥); abort

18: return (U i
a, Q

i
a)(i,a)∈I(J)

Bad Transcript Analysis and Interpretations. We now define bad tran-
scripts. Let Tid and Tre be random variables following the distribution of a tran-
script in the real world and the ideal world, respectively. Let badi be the event
that Tid satisfies the i-th bad event. We call the transcript bad if any bad events
happen, and good if it is not bad. We refer [42, Section 3] for a more detailed
description of most bad events and their analysis; the analysis for our cases is
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done analogously with small tweaks. The events [42, bad15, bad16] are excluded
by the fine-tuned ideal world (bad15) and the domain separation (bad16) in the
analysis below. Instead, to use the mirror theory (Theorem 5) tailored for the
fine-tuned ideal world, we consider a new event bad15.

1. bad1 is the event that there exists a user i such that its left hash key or
right hash key equals to its block-cipher key. In other words, ∃i such that
Ki = Ki

h,1 or Ki = Ki
h,2.

2. bad2 is the event that there exists a user i both its block cipher key Ki, and
left and/or right hash key (Ki

h,1, K
i
h,2) has been used by another user j or

another primitive query (prim, J, x, y, ∗).

Note that ¬bad1 ∧ ¬bad2 guarantees that any user i has at least one fresh key
(either hash key or block cipher key). Further, ¬bad3 guarantees that the dis-
tinguisher D cannot control hash output in the construction query by issuing
primitive queries.

3. bad3 is the event that there exists a construction query (eval, i,M i
a, T

i
a) and

a primitive query (prim, J, x, y,+) such that J is used as either left and/or
right hash key in the construction query; and one of the message block used
in the construction query is queried by the primitive query.

¬bad4 ∧ ¬bad5 guarantees that neither the inputs nor outputs of the block
cipher in construction queries collide with those in the primitive queries when
the block cipher key is the same as that of the primitive query.

4. bad4 is the event that there exists a construction query (eval, i,M i
a, T

i
a) and

a primitive query (prim, J, x, y,+) such that the block cipher key in the
construction query is J ; and at least one of the block cipher’s input is x.

5. bad5 is the event that there exists a construction query (eval, i,M i
a, T

i
a) and

a primitive query (prim, J, x, y,+) such that the block cipher key in the
construction query is J ; and at least one of the block cipher’s output is y.

¬bad6 ∧ ¬bad7 guarantees that if there exists user i and j who share the
same block cipher key, then in their construction queries, the inputs of the block
cipher are distinct.

6. bad6 is the event that there exists construction query (eval, i,M i
a, T

i
a) and

(eval, j,M j
b , T

j
b ) such that their block cipher keys are the same, namely, Ki =

Kj ; and their left input of the block cipher are the same, namely, Σi
a = Σj

b .
7. bad7 is the event that there exists construction query (eval, i,M i

a, T
i
a) and

(eval, j,M j
b , T

j
b ) such that their block cipher keys are the same, namely, Ki =

Kj ; and their right input of the block cipher are the same, namely, Ψ i
a = Ψ j

b .

¬bad8 guarantees that if there exists user i whose block cipher key is the
same as the hash key of a user j, then in their construction queries, the inputs
of the block cipher for user i are distinct from the input of the hash function for
user j.
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8. bad8 is the event that there exists construction query (eval, i,M i
a, T

i
a) and

(eval, j,M j
b , T

j
b ) such that the block cipher key of i is the same as the left

hash key of j, and the left hash output Σi
a is a message block in M j

b or a
proceed block of M j

b during the hashing process in H; or the block cipher
key of i is the same as the right hash key of j, and the right hash output
Ψ i
a is a message block in M j

b or a proceed block of M j
b during the hashing

process in H.

¬bad9 guarantees that for each user i and each tuple of its construction query,
at least one of inputs of the block cipher is fresh.

9. bad9 is the event that there exists construction query (eval, i,M i
a, T

i
a) and

(eval, i,M i
b , T

i
b ) such that both their left hash output and right hash output

are the same, namely, Σi
a = Σi

b and Ψ i
a = Ψ i

b .

¬bad10 ∧¬bad11 guarantees that, for each user i, the partial function Φ (Al-
gorithm 1) will always not abort and simulate block cipher output (U i

a, Q
i
a) for

each tuple of construction query in the ideal world.

10. bad10 is the event that there exists construction query (eval, i,M i
a, T

i
a) and

(eval, i,M i
b , T

i
b ) such that either Σi

a = Σi
b or Σi

a = Ψ i
b ; and either U i

a = U i
b

or U i
a = Qi

b.
11. bad11 is the event that there exists construction query (eval, i,M i

a, T
i
a) and

(eval, i,M i
b , T

i
b ) such that either Ψ i

a = Σi
b or Ψ i

a = Ψ i
b , and either Qi

a = U i
b or

Qi
a = Qi

b.

¬bad12 ∧ ¬bad9 guarantees that for each user i and each triple of its con-
struction query, at least one of inputs of the block cipher is fresh.

12. bad12 is the event that there exists construction query (eval, i,M i
a, T

i
a), (eval, i,M i

b , T
i
b )

and (eval, i,M i
c , T

i
c) such that[

Σi
a = Σi

b and Ψ i
a = Ψ i

c

]
or
[
Σi

a = Σi
c and Ψ i

a = Ψ i
b

]
.

¬bad13∧¬bad14∧¬bad10∧¬bad11 guarantees that, for each user i, the partial
function Φ (Algorithm 1) will always not abort and simulate block cipher output
(U i

a, Q
i
a) for any construction query in the ideal world.

13. bad13 is the event that there exists construction query (eval, i,M i
a, T

i
a), (eval, i,M i

b , T
i
b )

and (eval, i,M i
c , T

i
c) such that[

Σi
a = Σi

b or Σi
a = Ψ i

b

]
and

[
U i
a = U i

c or U i
a = Qi

c

]
.

14. bad14 is the event that there exists construction query (eval, i,M i
a, T

i
a), (eval, i,M i

b , T
i
b )

and (eval, i,M i
c , T

i
c) such that[

Ψ i
a = Σi

b or Ψ i
a = Ψ i

b

]
and

[
Qi

a = U i
c or Qi

a = Qi
c

]
.

¬bad15 guarantees that there are no more than n users sharing the same ideal
cipher key.
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15. bad15 is the event that there exists n users who share the same block cipher
key.

Bounding Probability of Bad Transcript. We now compute the proba-
bility of a bad script occurred in the ideal world. To compute it, we first bound
the probability of each bad event occurred.

1. For a fixed i, Pr
[
Ki = Ki

h,1 ∨Ki = Ki
h,2

]
≤ 2

2k
. By the union bound, we

have

Pr [Tid ∈ bad1] ≤
2u

2k
.

2. bad2, in other words, says there exists i and d ∈ {1, 2} such that both (Ki ∈
{Kj ,K

j
h,1,K

j
h,2} for a j or J = Ki for a primitive query (prim, J, x, y, ∗) or

J = K for a primitive query (prim, J, x, y, ∗)) and (Kj
h,d ∈ {Kj ,K

j
h,1,K

j
h,2}

for a j or J = Ki for a primitive query (prim, J, x, y, ∗) or J = Kj
h,d for a

primitive query (prim, J, x, y, ∗)). By the union bound, we simply have

Pr [Tid ∈ bad2] ≤
u(3u+ p)(6u+ 2p)

22k
.

3. bad3, in other words, says there exists J , i and d ∈ {1, 2} such that J = Ki
h,d

where J is the block cipher key used in a primitive query and Ki
h,d is the

hash key used by a user; and there exists a and a message block x such that
x ∈ M i

a

⋃
Σi

a

⋃
Ψ i
a and x is query by the primitive query (prim, J, x, y, ∗).

Then, if p+ uqml ≤ 2n−2, we have

Pr [Tid ∈ bad3] ≤
2upqml

2k+n
.

4. bad4, in other words, says there exists i, a, J, x in the distinguisher D’s tran-
script such that J = Ki; and x = Σa

i or x = Ψa
i . Then, we have

Pr [Tid ∈ bad4|¬bad2] ≤
2upqmδ1

2k
.

5. bad5, in other words, says there exists i, a, J, x in the distinguisher D’s tran-
script such that J = Ki; and y = U i

a or y = Qi
a. The event U i

a = y or
Qi

a = y is the same as ΦKi
(U i

a) = y or ΦKi
(Qi

a) = y (Recall Φ is the partial
function used to simulate a random permutation, see Algorithm 1). Then, if
p+ uqml ≤ 2n−2, we have

Pr [Tid ∈ bad5|¬bad2] ≤
8upqm
2k+n

.

6. We compute the probability of bad6 occurs conditioned on the bad event bad2
not happening. In other words, the condition makes sure the two construction
query use different left hash key. Since the hash function is δ1-regular, we
have

Pr [Tid ∈ bad6|¬bad2] ≤
u2q2mδ1

2k
.
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7. We compute the probability of bad7 occurs conditioned on the bad event
bad2 not happening. Following the same method of (6), we have

Pr [Tid ∈ bad7|¬bad2] ≤
u2q2mδ1

2k
.

8. To compute the probability of bad8 occurs, we first consider the first case
and the second case follows the same calculation. Here we call the first case
bad8a, which says, there exists i, j, a, b in the distinguisher D’s transcript
such that Ki = Kj

h,1 and Σi
a is appeared in either M j

b or the hashing process
with key Kj

h,1. Then we have

Pr [Tid ∈ bad8] = 2Pr [Tid ∈ bad8a] ≤
2u2q2mlδ1

2k
.

9. Since we assume the distinguisher D will not issue the same construction
query twice, and the hash function is δ2-AU, we have

Pr [Tid ∈ bad9] ≤ uq2mδ22 .

10. We can bound the probability of bad10 as

Pr [Tid ∈ bad10] ≤
2uq2m(δ1 + δ2)

2n
.

11. Similar to event bad10, we can bound the probability of bad11 as

Pr [Tid ∈ bad11] ≤
2uq2m(δ1 + δ2)

2n
.

12. Similar to event bad9, we can bound the probability of bad12 as

Pr [Tid ∈ bad12] ≤ 2uq3mδ22 .

13. Similar to event bad10, we can bound the probability of bad13 as

Pr [Tid ∈ bad13] ≤
2uq3m(δ1 + δ2)

2n
.

14. Similar to event bad13, we can bound the probability of bad14 as

Pr [Tid ∈ bad14] ≤
2uq3m(δ1 + δ2)

2n
.

15. bad15, in other words, says, there exists i1, . . . , in ∈ [u] such that Ki1 = · · · =
Kin . So we have

Pr [Tid ∈ bad15] =

(
u
n

)
2k(n−1)

≤ u2

2k+n
.
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By the union bound, the overall probability of the bad event is bounded as
follows:

Pr [Tid ∈ bad] ≤ 2u

2k
+

u(3u+ p)(6u+ 2p)

22k
+

2upqml

2k+n
+

2upqmδ1
2k

+
8upqm
2k+n

+
4u2q2mlδ1

2k
+ 3uq3mδ22 +

8uq3m(δ1 + δ2)

2n
+

u2

2k+n
. (34)

Good Transcript Analysis. The following analysis is built upon the analysis
presented in [42], highlighting the modifications relevant to the context of our
paper. Let τ be a good transcript. Recall a transcript is good if it is not bad,
namely τ /∈ bad. Note that for any good transcript, for each construction query,
at least one of hash output, namely Σi

a and Ψ i
a, is fresh. So the number of distinct

hash output value is |Q(J)| + |F (J)|, and number of duplicated hash output
value is |Q(J)| − |F (J)|. We use g to denote the number of distinct hash output
values that has at least one duplication. Recall the definition of Q(J), F (J) from
Algorithm 1. In the ideal world, we have

Pr [Tid = τ ]

=
1

22uk(N − 1)uqm

∏
J∈{0,1}k

 1

|S(J)| ·
1

(N − 2 |F (J)|)g

|P(J)|−1∏
i=0

1

N − 2 |F (J)| − g − i

 .

In the real world, we have

Pr [Tre = τ ] =
1

22uk

∏
J∈{0,1}k

 1

(N)|Q(J)|+|F (J)|+g

|P(J)|−1∏
i=0

1

N − |Q(J)| − |F (J)| − g − i

 .
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Then, we have

Pr [Tre = τ ]

Pr [Tid = τ ]
≥ (N − 1)uqm

∏
J∈{0,1}k

|S(J)| (N − 2 |F (J)|)g
(N)|Q(J)|+|F (J)|+g

≥
∏

J∈{0,1}k

(N − 1)|Q(J)|(N − 2 |F (J)|)g
(N)|Q(J)|+|F (J)|+g

· |S(J)|

≥
∏

J∈{0,1}k

(N − 1)|Q(J)|(N − 2 |F (J)|)g
(N)|Q(J)|+|F (J)|+g

(N)2|F (J)|

(N − 1)|F (J)|

×

(
1− 2 |F (J)|2

N2
− 128 |F (J)|3

N3
− 8(n+ 1)3

3N2

)
(by Theorem 5)

≥
∏

J∈{0,1}k

(N − 1)|Q(J)|−|F (J)|

(N − 2 |F (J)| − g)|Q(J)|−|F (J)|

×

(
1− 2 |F (J)|2

N2
− 128 |F (J)|3

N3
− 8(n+ 1)3

3N2

)

≥
∏

J∈{0,1}k

(N − 1)|Q(J)|−|F (J)|

(N − 2 |F (J)| − g)|Q(J)|−|F (J)|

×
(
1− 2n2q2m

N2
− 128n3q3m

N3
− 8(n+ 1)3

3N2

)
(∵ |F (J)| ≤ nqm, guaranteed by ¬bad15)

≥ 1− 2un2q2m
N2

− 128un3q3m
N3

− 8(n+ 1)3u

3N2
, (35)

where the last line is because there are at most u used J , so at most u product
terms.

Conclude the Proof. From Equations (34) and (35), define

ϵ1
def
=

2n2uq2m
22n

+
128n3uq3m

23n
+

8(n+ 1)3u

3 · 22n

and

ϵ2
def
=

2u

2k
+

2upqmδ1
2k

+
4u2q2mlδ1

2k
+

8uq3m(δ1 + δ2)

2n
+

2upqml

2k+n

+
8upqm
2k+n

+
u2

2k+n
+

u(3u+ p)(6u+ 2p)

22k
+ 3uq3mδ22 .
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Then by Lemma 20, we conclude that

Advmu−mac
DbHtS (u, qm, p) ≤ 2u

2k
+

2upqmδ1
2k

+
4u2q2mlδ1

2k
+

8uq3m(δ1 + δ2)

2n
+

2upqml

2k+n

+
8upqm
2k+n

+
u2

2k+n
+

u(3u+ p)(6u+ 2p)

22k
+ 3uq3mδ22 +

3(n+ 1)3u

22n

+
2n2uq2m
22n

+
128n3uq3m

23n
.

E.4 Proof of Theorem 9

The general idea of the proof follows the proof of [24, Theorem 1]. The concrete
proof diverges in threefold. First, we analyze the multi-user security of DbHtS in
the fine-tuned ideal world, which excludes the bad event Bad-Tag unavoidable
in the analysis of [24]. Second, our DbHtS construction also assumes the hash
function is δ-AU(2). Third, we explicitly introduce qm instead of approximating
it as q in the analysis. These variances modify the calculations associated with
certain bad events presented in [24], and also lead to consequential shifts in the
final statement (Theorem 9). For the sake of completeness, we give the full proof
in the following. Note that if q2mδ

3
2 ≥ 1, then Theorem 9 trivially holds. Hence

in the following, we prove Theorem 9 for the case of q2mδ
3
2 < 1.

Transcript From the Ideal and Real World. We consider an arbitrary
distinguisher D in the information-theoretic setting. Whenever the distinguisher
makes a query, it obtains two types of information depending on the query,
sometimes called entry, in both the ideal world and the real world:

– Ideal-cipher queries: For each primitive query on ideal cipher E with input x,
we associate it with an entry (prim, J, x, y,+) for J ∈ K and x, y ∈ {0, 1}n.
For each primitive query on the inverse of ideal cipher E−1 with input y, we
associate it with an entry (prim, J, x, y,−) for J ∈ K and x, y ∈ {0, 1}n.

– Construction queries: For each construction query on DbHtS from user i
with message M, we associate it with an entry (eval, i,M, T ).

Let (eval, i,M i
a, T

i
a) be the entry obtained when D makes the a-th query to

user i. During the computation of (eval, i,M i
a, T

i
a), let Σi

a, Ψ
i
a be the internal

outputs of hash function H, namely Σi
a = H1

Kh,1
(M i

a) and Ψ i
a = H2

Kh,2
(M i

a),
respectively. Let U i

a, Q
i
a be the outputs of ideal cipher E deployed in DbHtS with

inputs Σi
a and Ψ i

a, namely U i
a = E(Ki, 0∥Σi

a) and Qi
a = E(Ki, 1∥Ψ i

a), respectively.
To make it a bit easy to read, we use the term "block cipher key" to refer to
the key Ki for user i and "ideal cipher key" to refer to the key J used in an
Ideal-cipher (primitive) query. Let s denote the total number of distinct ideal
cipher key used during the evaluation of primitive queries. Let r denote the
total number of distinct block cipher keys that collide with ideal cipher key used
during the evaluation of primitive queries.
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Algorithm 2 Offline oracle in the ideal world
1: (Ki

h,1,K
i
h,2)i∈[u] ←$ Kh ×Kh

2: (Ki)i∈[u] ←$ {0, 1}k
3: (Σi

a, Ψ
i
a)(i,a)∈[u]×[qm] ← (H1

Kh,1
(M i

a),H
2
Kh,2

(M i
a))(i,a)∈[u]×[qm]

4: if BadK = 1 ∨ Bad1 = 1 ∨ Bad2 = 1 ∨ Bad3 = 1 ∨ Bad4 = 1 ∨ Bad5 = 1 then
aborts

5: Q= def
= {(i, a) ∈ [u]× [qm] : ∃(prim,Ki, x, y, ∗);∀(prim,Ki, x, y, ∗), x ̸= Σi

a, x ̸= Ψ i
a}

6: I= def
= {i ∈ [u] : (i, ∗) ∈ Q=} = I=i1 ⊔ · · · ⊔ I=ir ▷ i ∈ I=ij if Kij is used in primitive

queries, where ij ∈ [s] as there are s distinct ideal-cipher key
7: for j ← 1 to r do
8: ∀i ∈ I=ij let Σi

a be not fresh in (Σi
1, . . . , Σ

i
qm) for some construction query

(eval, i,M i
a, T

i
a)

9: Let Dom(Kij )
def
= {x : (prim,Kij , x, y, ∗)} and Ran(Kij )

def
= {y :

(prim,Kij , x, y, ∗)}
10: if 0∥Σi

a /∈ Dom(Kij ) then Pij (Σ
i
a)← U i

a ←$ {0, 1}n \Ran(Kij ), Q
i
a ← U i

a⊕T i
a

11: else U i
a ← Pij (Σ

i
a), Q

i
a ← U i

a ⊕ T i
a

12: if Qi
a ∈ Ran(Kij ) then Bad-Samp← 1 , aborts

13: else Dom(Kij )← Dom(Kij )
⋃
{0∥Σi

a, 1∥Ψ i
a},Ran(Kij )← Ran(Kij )

⋃
{U i

a, Q
i
a}

14: Q̸= def
= {(i, a) ∈ [u]× [qm] : ∀(prim, J, x, y, ∗), J ̸= Ki}

15: I̸= def
= {i ∈ [u] : (i, ∗) ∈ Q̸=} = I̸=i1 ⊔ · · · ⊔ I=ir′ ▷ i, j ∈ I̸=ij if Ki = Kj

16: ∀j ∈ [r′] : Σ̃ij =
⋃

i∈I ̸=ij
{Σi

1, . . . , Σ
i
qm}, Ψ̃ ij =

⋃
i∈I̸=ij
{Ψ i

1, . . . , Ψ
i
qm}

17: ∀j ∈ [r′] : (U i
a, Q

i
a)i∈I ̸=ij ,a∈[qm]

←$ Sij where Sij
def
= {

⋃
i∈I̸=ij ,a∈[qm]

{Zi
a,1, Z

i
a,2} ∈

({0, 1}n)|Σ̃
ij |+|Ψ̃ij | : Zi

a,1 ⊕ Zi
a,2 = T i

a}
return (Σi

a, Ψ
i
a, U

i
a, Q

i
a)(i,a)∈[u]×[qm]

In the real world, after the distinguisher D finishes all its queries, we will
further give the following information to the distinguisher D:

1. the keys (Ki
h,Ki) for each user i, and

2. the internal values (Σi
a, Ψ

i
a, U

i
a, Q

i
a) for each user i and its corresponding

construction query a.

In the ideal world, we will instead give the distinguisher D:

1. (Ki
h,Ki)←$ {0, 1}2k × {0, 1}k, independent of its queries.

2. the dummy values (Σi
a, Ψ

i
a, U

i
a, Q

i
a) computed by the simulation oracle given

in Algorithm 2. Note that the simulation oracle is almost the same as [24,
Figure 4.3]. The difference is that we remove Bad-Tag event since we are
assuming the fine-tuned ideal world while there is an additional bad event,
dubbed Bad5, to achieve better security.

Both a transcript in the ideal world and the real world consists of

1. the revealed keys (Ki
h,Ki) for each of u users,
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2. the internal values (Σi
a, Ψ

i
a, U

i
a, Q

i
a) for each of u users and each of their qm

construction queries,
3. and p primitive queries and uqm construction queries.

Bad Transcript Analysis and Interpretations. We now define bad tran-
scripts. Let Tid and Tre be random variables following the distribution of a tran-
script in the real world and the ideal world, respectively. We call the transcript
bad if any bad events happen, and good if it is not bad.

1. BadK is the event that there exists distinct user i1 and i2 such that they
share the same block-cipher key and at least one of left hash key and right
hash key.

2. Bad1 is the event that there exists a construction query (eval, i,M i
a, T

i
a) and

a primitive query (prim, J, x, y, ∗) such that the block cipher key Ki collides
with the ideal cipher key J ; and at least one of hash output of the construc-
tion query collide with x, which is either the input of the primitive query or
output of the inverse primitive query.

Bad2 is the union of event B.21 and B.22, which are described below.

3. B.21 is the event that there exists construction query (eval, i,M i
a, T

i
a) and

(eval, i,M i
b , T

i
b ) from a same user i such that they have the same MAC tag

and at least one of hash output is collided.
4. B.22 is the event that there exists construction query (eval, i1,M i1

a , T i1
a ) and

(eval, i2,M i2
b , T i2

b ) from distinct users i1, i2 such that they have the same
block cipher key and at least one of hash output is collided.

Bad3 is the union of event B.31 and B.32, which are described below.

5. Let L1 =
q2mδ
2 + qmδ

1
4

2 . B.31 is the event that there exists a user i such that
it has L1 construction query tuple, which is with the same left hash output
value. In other words,∣∣{(a, b) : a < b ∧Σi

a = Σi
b}
∣∣ ≥ L1.

6. B.32 is the event that there exists a user i such that it has L1 construction
query tuple, which is with the same right hash output value. In other words,∣∣{(a, b) : a < b ∧ Ψ i

a = Ψ i
b}
∣∣ ≥ L1.

Bad4 is the union of event B.41, B.42, and B.43, which are described below.

7. B.41 is the event that there exists construction query (eval, i,M i
a, T

i
a) and

(eval, i,M i
b , T

i
b ) such that both their left hash output and right hash output

are the same, namely, Σi
a = Σi

b and Ψ i
a = Ψ i

b .
8. B.42 is the event that there exists a user i and its four distinct construction

queries indexed by a, b, c, d such that[
Σi

a = Σi
b

]
and

[
Ψ i
b = Ψ i

c

]
and

[
Σi

c = Σi
d

]
.
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Note that since our DbHtS construction employs the domain separation, the
hash outputs of two hash functions never collide, e.g., Σi

a cannot collide
with Ψ i

b . [24] achieves the same effect by assuming the hash function is cross-
collision resistant.

9. B.43 is the event that there exists a user i and its four distinct construction
queries indexed by a, b, c, d such that[

Ψ i
a = Ψ i

b

]
and

[
Σi

b = Σi
c

]
and

[
Ψ i
c = Ψ i

d

]
.

Bad5 is described below. Looking ahead, ¬Bad5 guarantees that when we con-
struct a bipartite graph for each user’s construction queries, the number of com-
ponent with size larger than 2 is at most L2. The details and context can be
found in good transcript analysis.

10. Let L2 = q
1
3
mδ

1
2 2

2
3n. Bad5 is the event that there exists user i with at least L2

construction query triple (a, b, c) such that Σi
a = Σi

b and Ψ i
b = Ψ i

c . In other
words, ∣∣{(a, b, c) ∈ [qm]∗3 : Σi

a = Σi
b ∧ Ψ i

b = Ψ i
c}
∣∣ ≥ L2.

Bad-Samp is the event that there exists a user i and a primitive query (prim, J, x, y, ∗)
such that the ideal cipher key J collides with user i’s block cipher key Ki; and
the simulation oracle [line 12, Algorithm 2] fails to simulate block cipher output
Qi

a for user i’s construction query. We bound Bad-Samp by the union of events
BS1 and BS2 described below.

11. BS1 is the event that there exists a primitive query (prim, J, x, y, ∗) and a
user i such that the ideal cipher key J collides with user i’s block cipher key
Ki; and y collides with the simulation oracle [line 12, Algorithm 2]’s output
Qi

a.
12. BS2 is the event that there exists a primitive query (prim, J, x, y, ∗) and two

users i, i′ such that the ideal cipher key J collides with the block cipher key
of both user i and i′; and simulated block cipher output Qi

a collides with Qi′

b ,
where both Qi

a and Qi′

b are both simulated by the simulation oracle [line 12,
Algorithm 2]. Note that i and i′ are not necessarily distinct.

Bounding Probability of Bad Transcript. We now compute the proba-
bility of a bad script occurred in the ideal world. To compute it, we first bound
the probability of each bad event occurred.

1. BadK, in other words, says there exists distinct i1, i2 ∈ [u] such that Ki1 =
Ki2 ∧ (Ki1

h,1 = Ki2
h,1 ∨Ki1

h,2 = Ki2
h,2). Since both block cipher key and hash

key are independently sampled, we have

Pr [Tid ∈ BadK] ≤ 2u2

22k
.
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2. Bad1, in other words, says there exists a construction query (eval, i,M i
a, T

i
a)

and a primitive query (prim, J, x, y, ∗) such that

[Ki = J ] and
[
Σi

a = x or Ψ i
a = x

]
.

Since the hash function is δ-regular, we have

Pr [Tid ∈ Bad1] ≤ 2upqmδ

2k
.

3. B.21, in other words, says there exists construction query (eval, i,M i
a, T

i
a)

and (eval, i,M i
b , T

i
b ) such that[
T i
a = T i

b

]
and

[
Σi

a = Σi
b or Ψ i

a = Ψ i
b

]
.

We have

Pr [Tid ∈ B.21] ≤ 2uq2mδ

2n
.

4. B.22, in other words, says there exists construction query (eval, i1,M i1
a , T i1

a )
and (eval, i2,M i2

b , T i2
b ) such that

[Ki1 = Ki2 ] and
[
Σi1

a = Σi2
b or Ψ i1

a = Ψ i2
b

]
.

We have

Pr [Tid ∈ B.22] ≤ 2uq2mδ

2k
.

5. We then bound the probability of event Bad2 from B.21 and B.22 using the
union bound. We have

Pr [Tid ∈ Bad2] ≤ 2uq2mδ

2n
+

2uq2mδ

2k
.

6. We now upper bound the probability of event B.31. Let Iia,b be the indicator
random variable which takes the value 1 if Σi

a = Σi
b; 0 otherwise. In other

words, given two construction queries (eval, i,M i
a, T

i
a) and (eval, i,M i

b , T
i
b )

for the same user i, Iia,b is 1 if two queries have the same left hash output,
otherwise 0. Let Ii =

∑
a<b Iia,b, which counts the number of construction

queries tuple having the same left hash output. Since the hash function is
δ-regular, we have

Ex
[
Ii
]
=
∑
a<b

Pr
[
Σi

a = Σi
b

]
≤ q2mδ

2
.

Also, since the hash function is δ-AU(2), we have

Var
[
Ii
]
≤ Ex

[
(Ii)2

]
= Ex

[(∑
a<b

Iia,b

)(∑
c<d

Iic,d

)]
≤ q4mδ2

4
.
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Using the union bound on all event Ii ≥ L1 for each user i, we have

Pr [Tid ∈ B.31] ≤
∑
i∈[u]

Pr
[
Ii ≥ L1

]
≤ uq4mδ2

(2L1 − q2mδ)2
(by Lemma 3)

=
uq4mδ2

q2mδ
1
2

(∵ Plug in L1)

≤ uq2mδ
3
2 .

7. Similar to event B.31, we can bound the probability of event B.32 as

Pr [Tid ∈ B.32] ≤ uq2mδ
3
2 .

8. We then bound the probability of event Bad3 from B.31 and B.32 using the
union bound. We have

Pr [Tid ∈ B.32] ≤ 2uq2mδ
3
2 .

9. Since we assume the distinguisher D will not issue the same construction
query twice, and the hash function is δ-AU, we have

Pr [Tid ∈ B.41] ≤ uq2mδ2

2
.

10. ¬B.31, namely, the number of construction query tuple with the same left
hash output is at most L1, guarantees that the number of quadruples (a, b, c, d)
such that

[
Σi

a = Σi
b

]
and

[
Σi

c = Σi
d

]
is at most L2

1. Since the hash function
is δ-AU, we have

Pr [Tid ∈ B.42|¬B.31] ≤
∑
i∈[u]

L2
1δ

=

(
q2mδ

2
+

qmδ
1
4

2

)2

δ (∵ Plug in L1)

≤ 1

2
q4mδ3 +

1

2
q2mδ

3
2 (by Lemma 5)

≤ q2mδ
3
2 . (∵ q2mδ

3
2 < 1)

Further,

Pr [Tid ∈ B.42] ≤ Pr [Tid ∈ B.42|¬B.31] + Pr [Tid ∈ B.31]

≤ 2q2mδ
3
2 .

Note that the summation of Pr [Tid ∈ B.31] will happen again when we com-
pute the total probability of bad events, so this is indeed redundant compu-
tation, but we leave it for simplicity of the proof.
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11. Similar to event B.42, we can bound the probability of event B.43 as

Pr [Tid ∈ B.43] ≤ 2q2mδ
3
2 .

12. We then bound the probability of event Bad4 from B.41, B.42, and B.43
using the union bound. We have

Pr [Tid ∈ Bad4] ≤ uq2mδ2

2
+ 4uq2mδ

3
2 ≤ 9uq2mδ

3
2

2
.

13. We now bound the probability of event Bad5. Let Iia,b,c be the indicator
random variable which takes the value 1 if Σi

a = Σi
b ∧ Ψ i

b = Ψ i
c ; 0 otherwise.

Let
Ii =

∑
(a,b,c)∈[qm]∗3

Iia,b,c.

Since the hash function is δ-AU(2), we have

Ex
[
Ii
]
=

∑
(a,b,c)∈[qm]∗3

Pr
[
Σi

a = Σi
b ∧ Ψ i

b = Ψ i
c

]
≤ q3mδ2,

Then, by Lemma 2, we have

Pr [Tid ∈ Bad5] ≤
∑
i∈[u]

Pr
[
Ii ≥ L2

]
≤ uq3mδ2

L2

=
uq

8
3
mδ

3
2

2
2
3n

. (∵ Plug in L2)

14. We can bound the probability of BS1 as

Pr [Tid ∈ BS1] ≤ 2upqm
2n+k

.

15. We can bound the probability of BS2 as

Pr [Tid ∈ BS2] ≤ upqm

2
n
2 +k

.

To prove the inequality, we show for every setting of u, qm the inequality
holds. We introduce a new variable q = uqm to partition the case of u, qm.
We first note the following inequality holds

Pr [Tid ∈ BS2] ≤
u∑

i=1

pq2m
2n+k

=
upq2m
2n+k

=
pqqm
2n+k

.

If q ≤ 2n/2, then we have

Pr [Tid ∈ BS2] ≤ pqqm
2n+k

≤ pqm

2
n
2 +k

≤ upqm

2
n
2 +k

.
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On the other hand, if q > 2n/2, we start with considering the first q

2
n
2

users.
Similarly to [24, Inequality (25)], we define an event Aux as follows: if the
key for any of first q

2
n
2

users collide with a primitive query key, we call Aux
occurs. We can see

Pr [Tid ∈ Aux] ≤

(
q

2
n
2

)
p

2k
≤ upqm

2
n
2 +k

.

If u ≤ q

2
n
2

, BS2 ⊆ Aux, so we have

Pr [Tid ∈ BS2] ≤ Pr [Tid ∈ Aux] ≤ upqm

2
n
2 +k

.

Otherwise, q = uqm ≥ q

2
n
2
qm, which says qm ≤ 2n/2. Then we have

Pr [Tid ∈ BS2] ≤ pqqm
2n+k

≤ pq

2
n
2 +k

=
upqm

2
n
2 +k

.

Since for all cases of u, qm, the inequality holds. We conclude that

Pr [Tid ∈ BS2] ≤ upqm

2
n
2 +k

.

16. We then bound the probability of event Bad-Samp from BS1 and BS2 using
the union bound. We have

Pr [Tid ∈ Bad-Samp] ≤ 2upqm
2n+k

+
upqm

2
n
2 +k

≤ 3upqm

2
n
2 +k

.

Define bad = BadK ∨ Bad1 ∨ Bad2 ∨ Bad3 ∨ Bad4 ∨ Bad5 ∨ Bad-Samp, and
summing up the probability of all bad events, we have

Pr [Tid ∈ bad] ≤ 2u2

22k
+

2upqmδ

2k
+

2u2q2mδ

2k
+ 8uq2mδ

3
2 +

3upqm

2
n
2 +k

. (36)

Good Transcript Analysis. The following analysis computes a lower bound
of the ratio Pr[Tre=τ ]

Pr[Tid=τ ] , where τ is a good transcript. Recall Tid and Tre are random
variables following the distribution of a transcript in the real world and the ideal
world, respectively. We call the transcript bad if any bad events happen, and good
if it is not bad.

We first consider transcripts for construction queries indexed by Q=. Recall
Q= is a set of construction queries for users whose block cipher key collide with
one or more ideal cipher keys used in primitive queries. Formally,

Q= def
=
{
(i, a) ∈ [u]× [qm] : ∃(prim,Ki, x, y, ∗);∀(prim,Ki, x, y, ∗), x ̸= Σi

a, x ̸= Ψ i
a

}
as defined in Algorithm 2. Recall r is the total number of distinct block cipher
keys that collide with ideal cipher keys, and we use i1, · · · , ir to represent the r
class of collided block cipher keys. Further, I=i1 , · · · , I

=
ir

are the corresponding set
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of users using the collided block cipher keys. For each j ∈ [r] and each i ∈ I=ij ,
we consider the internal value sequence

(U i
1, . . . , U

i
qm), (Qi

1, . . . , Q
i
qm).

From this sequence, we construct a bipartite graph Gi, where the nodes in one
partition represent values U i

a and the nodes in the other represent Qi
a. We con-

nect the node representing U i
a and Qi

a with an edge labeled with T i
a, where

U i
a ⊕Qi

a = T i
a. If U i

a = U i
b where a ̸= b, then we merge the corresponding nodes

into a single one. We do the same thing if Qi
a = Qi

b where a ̸= b.
Since the transcript τ is good, we know that each component of Gi is acyclic,

which is guaranteed by ¬B.41. Guaranteed by ¬B.42 ∧ ¬B.43, each component
contains a path of length at most 3. Also, guaranteed by ¬B.31∧¬B.32, the size

of each component is restricted up to L1 =
q2mδ
2 + qmδ

1
4

2 . Guaranteed by ¬Bad5,
the number of component with size larger than 2 is at most L2. Furthermore,
guaranteed by ¬Bad1, the value of each vertex of the graph Gi is distinct from the
input of any primitive query. Guaranteed by ¬B.21, if two nodes are connected
in Gi the label of their path cannot be zero. Guaranteed by ¬B.22, if two distinct
users i1, i2 whose keys collide, then their corresponding graph Gi1 and Gi2 are
distinct. We use vi to denote the size of the graph Gi, and wi to denote the
number of components of Gi.

We then consider transcripts for construction queries indexed by Q ̸=. Recall
Q̸= is a set of construction queries for users whose block cipher key doesn’t collide
with any ideal cipher keys used in primitive queries. r′ is the total number of
distinct block cipher keys that doesn’t collide with any ideal cipher keys. Recall
I̸= def

= {i ∈ [u] : (i, ∗) ∈ Q ̸=} = I ̸=i1 ⊔ · · · ⊔ I=i′r , as defined in Algorithm 2, is the
union of set of users using r′ class of block cipher keys. For each j ∈ [r′] and
each i ∈ I̸=ij , we consider the internal value sequence

(U i
1, . . . , U

i
qm), (Qi

1, . . . , Q
i
qm).

Similarly, we can construct a bipartite graph Hi. We use v′i to denote the size of
the graph Hi, and w′i to denote the number of components of Hi.

Recall we use s to denote the number of distinct ideal cipher keys and pj
to denote the number of primitive queries using the j-th ideal-cipher key, where
j ∈ [s]. In the ideal world, we have

Pr [Tre = τ ]

=

u∏
i=1

1

23k
·


r∏

j=1

1

(2n)pj+
∑

i∈I=
ij

vi




∏

j∈[s]\{i1,...,ir}

1

(2n)pj


r′∏

j=1

1

(2n) ∑
i∈I̸=

ij

v′
i




.
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In the real world, we have

Pr [Tid = τ ]

=
1

2nuqm

u∏
i=1

1

23k
·


r∏

j=1

1

(2n)pj+
∑

i∈I=
ij

wi




∏

j∈[s]\{i1,...,ir}

1

(2n)pj

 r′∏
j=1

1∣∣Sij ∣∣
 ,

where Sij is defined in [line 17, Algorithm 2].
Plugging in the above two expressions, we have

Pr [Tre = τ ]

Pr [Tid = τ ]
= 2nuqm


r∏

j=1

(2n)pj+
∑

i∈I=
ij

wi


(2n)pj+

∑
i∈I=

ij

vi



 ·


r′∏
j=1

∣∣Sij ∣∣
(2n) ∑

i∈I ̸=
ij

v′
i





≥ 2nuqm


r∏

j=1

12n − pj −
∑

i∈I=ij

wi

 ∑
i∈I=

ij

(vi−wi)




·



r′∏
j=1

(
1− δij

)
· (2n) ∑

i∈I̸=
ij

v′
i



2

n
∑

i∈I̸=
ij

(v′
i−w′

i)


· (2n) ∑

i∈I̸=
ij

v′
i





,

(∵ Plug in Theorem 4)

where the last inequality is by plugging the lower bound of Sij from the mirror
theory given in Theorem 4. The introduced new variable δij is defined as

δij
def
=
∑
i∈I̸=ij

9q2c,i
∑

1≤k≤αi
c2k

8 · 22n
+

31qc,iq
2
m

22n
+

16q4m
23n

≤
9q2c,iL

2
2

8 · 22n
+

31qc,iq
2
m

22n
+

16q4m
23n

. (∵ ¬Bad5)

We here give more explanation of the expression of δij . Recall I̸=ij is the set
of users who share the same block cipher key and this key doesn’t collide with
any ideal cipher keys used in the primitive query. qc,i denotes the total number
of edges in Hi’s components with size larger than 2. αi denotes the total number
of components in Hi with size larger than 2 and ck denotes the size of k-th
component in the graph Hi.
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Continuing on the above inequality, we further have

Pr [Tre = τ ]

Pr [Tid = τ ]
≥


r∏

j=1

2
nqm|I=ij |2n − pj −
∑

i∈I=ij

wi

 ∑
i∈I=

ij

(vi−wi)




·


r′∏

j=1

2
nqm|I ̸=ij | ·

(
1− δij

)

2

n
∑

i∈I̸=
ij

(v′
i−w′

i)





≥ 1−
r′∑

j=1

δij

≥ 1−
r′∑

j=1

∑
i∈I̸=ij

(
9q2c,iL

2
2

8 · 22n +
31qc,iq

2
m

22n
+

16q4m
23n

)

≥ 1−
r′∑

j=1

∑
i∈I ̸=ij

(
9q

8
3
mδ

3
2

8 · 2 2
3
n
+

31q4mδ + 31q3mδ
1
4

2 · 22n +
16q4m
23n

)

(∵ ¬Bad3 ∧ ¬Bad5)

≥ 1−

(
9uq

8
3
mδ

3
2

8 · 2 2
3
n

+
47uq3mδ

1
4

22n

)
(37)

Conclude the Proof. From Equations (36) and (37), define

ϵ1
def
=

9uq
8
3
mδ

3
2

8 · 2 2
3n

+
47uq3mδ

1
4

22n

and

ϵ2
def
=

2u2

22k
+

2upqmδ

2k
+

2u2q2mδ

2k
+ 8uq2mδ

3
2 +

3upqm

2
n
2 +k

.

Then by Lemma 20, we conclude that

Advmu−mac
DbHtS (u, qm, p) ≤ 2upqmδ

2k
+

2u2q2mδ

2k
+ 10uq2mδ

3
2 +

3upqm

2
n
2 +k

+
2u2

22k
+

47uq3mδ
1
4

22n
.
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