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Abstract
Circuit-based Private Set Intersection (circuit-PSI) empowers two parties, a client and a server, each with input sets $X$ and $Y$, to securely compute a function $f$ on the intersection $X \cap Y$ while preserving the confidentiality of $X \cap Y$ from both parties. Despite the recent proposals of computationally efficient circuit-PSI protocols, they primarily focus on the balanced scenario where $|X|$ is similar to $|Y|$. However, in many practical situations, a circuit-PSI protocol may be applied in an unbalanced context, where $|X|$ is significantly smaller than $|Y|$. Directly applying existing protocols to this scenario poses notable efficiency challenges due to the communication complexity of these protocols scaling at least linearly with the size of the larger set, i.e., $\max(|X|, |Y|)$.

In this work, we put forth efficient constructions for unbalanced circuit-PSI, demonstrating sublinear communication complexity in the size of the larger set. Our key insight lies in formalizing unbalanced circuit-PSI as the process of obliviously retrieving values corresponding to keys from a set of key-value pairs. To achieve this, we propose a new functionality named Oblivious Key-Value Retrieval (OKVR) and design the OKVR protocol based on a new notion termed sparse Oblivious Key-Value Store (sparse OKVS). We conduct comprehensive experiments and the results showcase substantial improvements over the state-of-the-art circuit-PSI schemes, i.e., $1.84 \sim 48.86 \times$ communication improvement and $1.50 \sim 39.81 \times$ faster computation. Compared to a very recent unbalanced circuit-PSI work, our constructions outperform them by $1.18 \sim 15.99 \times$ and $1.22 \sim 10.44 \times$ in communication and computation overhead, respectively, depending on set sizes and network environments.

1 Introduction

In Private Set Intersection (PSI) \cite{20, 23, 32, 34, 42-44, 48, 51}, two parties, the client with a set $X$ and the server with a set $Y$, securely compute the intersection $X \cap Y$, without leaking the information of the items that are not in the intersection. Depending on the output, PSI can be broadly classified into two categories, plain PSI and circuit-based PSI (denoted as circuit-PSI) \cite{28}. Notably, circuit-PSI has garnered significant attention in recent times \cite{10, 45, 51}. Unlike plain PSI, which directly reveals the plaintext of the intersection $X \cap Y$, circuit-PSI offers the capability to securely compute a function $f$ on the intersection and exclusively outputs the result $f(X \cap Y)$ without leaking $X \cap Y$. This expands the applicability of PSI to a broader range of scenarios. Formally, for each element $x \in X$, the two parties acquire secret shares of $b$, where $b = 1$ if $x \in X \cap Y$ and $b = 0$ otherwise. These shares can then be leveraged to securely compute any desired function using generic secure two-party computation protocols \cite{26, 57}. Recent advancements in circuit-PSI protocols \cite{6, 10, 45, 48, 51} have demonstrated efficient computation and achieved linear communication complexity proportional to the size of the parties’ sets.

While circuit-PSI protocols offer notable advantages, their current emphasis is primarily on scenarios where the sets held by the involved parties are of similar size (i.e., the balanced setting). However, practical applications, particularly in client-server scenarios, often demand the execution of circuit-PSI protocols in an unbalanced setting. In such situations, the client typically possesses a smaller set, compared to the server’s considerably larger set. A relevant example is private contact tracing for infectious diseases \cite{9, 55}, where a client aims to privately check if the collected tracing data aligns with traces of diagnosed patients. Achieving this involves computing the cardinality function on the set intersection \cite{55}, with only the client gaining knowledge of the count of matching traces. In practical terms, the server may hold a set comprising several million items, vastly outnumbering the client’s set, which might only consist of a few hundred items.

Furthermore, Google \cite{29} employed a private application for measuring ad conversion rates, specifically examining the revenues from ad viewers who later engage in related transactions. In this scenario, a client (such as a holder of transaction data) possesses records of customer transactions, while
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a server (like an advertising company) maintains records of customers who have viewed ads. The task involves intersecting identifiers of those who viewed a specific ad with those who completed a transaction, followed by the computation of an aggregation function on the resulting intersection. Notably, the sets involved in this process are highly unbalanced, given that the number of ad impressions typically exceeds the number of transactions by orders of magnitude. Moreover, the transaction records and ad views are privacy-sensitive, potentially containing personal interests, preferences, and even health-related information. Consequently, there is an imperative need for such an unbalanced circuit-PSI protocol.

Nevertheless, the current landscape lacks effective techniques tailored for unbalanced circuit-PSI scenarios. Existing solutions encounter challenges, as they either compromise the confidentiality of private intersections or impose substantial communication overhead. On one hand, some studies have introduced unbalanced PSI protocols [11, 12, 16, 32, 50] addressing scenarios where the server’s set is much larger than the client’s. Despite their relevance, extending these protocols to unbalanced circuit-PSI settings proves challenging, as they inherently disclose the intersection in plaintext. On the other hand, applying state-of-the-art circuit-PSI protocols [6, 10, 45, 48, 51] directly to unbalanced settings is also problematic. These protocols are specifically designed for parties’ sets of similar size. When used in unbalanced settings, these protocols incur at least linear communication complexity on the larger set, leading to a notable performance decline, especially in bandwidth-constrained network environments. Refer to Section 1.3 for more details. The above discussion raises the following natural question:

Can we construct concretely efficient unbalanced circuit-PSI protocols with sublinear communication in the size of the larger set?

1.1 Our Contributions

In this paper, we make an affirmative answer to the above question. Our contributions can be summarized as follows:

- We construct highly efficient unbalanced circuit-PSI protocols, exhibiting communication overhead that scales sublinearly with the size of the larger set. In line with previous works, our protocols are secure against semi-honest adversaries.

- At the heart of our methodology is a newly introduced functionality called Oblivious Key-Value Retrieval (OKVR). We provide its construction based on a novel notion termed sparse Oblivious Key-Value Store (sparse OKVS).

- We implement our protocols alongside state-of-the-art circuit-PSI protocols in a unified framework. The results demonstrate the significant enhancements of our protocols in both communication and computation overhead. Specifically, our protocol achieves a communication cost $1.84 \sim 48.86 \times$ lower and a running time $1.50 \sim 39.81 \times$ faster compared to the state-of-the-art protocols. Very recently, Son and Jeong [54] also present unbalanced circuit-PSI protocols, and our constructions show reductions in communication and computation overhead by $1.18 \sim 15.99 \times$ and $1.22 \sim 10.44 \times$, respectively, depending on set sizes and network environments.

1.2 Overview of Our Techniques

The main insight driving our framework is that unbalanced circuit-PSI can be formalized as obliviously retrieving the values corresponding to keys from a key-value store\(^1\), followed by an equality test. We elaborate on this insight below. For simplicity, we consider the scenario where the client’s set comprises only a single element $x$ and the server’s set is represented as $Y = \{y_1, \ldots, y_n\}$. Specifically, the server initiates the process by constructing a key-value store with key-value pairs $\{(y_1, r), \ldots, (y_n, r)\}$, where each item $y_i$ serves as a key and the corresponding value is a randomly sampled $r$. Subsequently, the client employs $x$ as the query key and obliviously retrieves a value $r^* \neq r$ from the server. This retrieved value should satisfy $r^* = r$ if $x \in Y$ and $r^*$ is uniformly random otherwise. Finally, the unbalanced circuit-PSI evaluation concludes with the computation of a secret-shared output, derived from a private equality test conducted on $r^*$ and $r$. To achieve the fully-fledged construction based on the above insight, we undertake three intermediate steps detailed in Figure 1, and overview them in a bottom-up manner.

1. We introduce a new notion termed sparse Oblivious Key-Value Store (sparse OKVS), designed to encode key-value pairs into a compact representation while supporting efficient retrieval. Within this sparse OKVS abstraction, we identify and detail efficient instantiations that align with our goals.

\(^1\)A key-value store for $\mathcal{X} \times \mathcal{Y}$ is a data structure that represents a desired mapping $k_i \rightarrow v_i$, where $(k_i, v_i) \in \mathcal{X} \times \mathcal{Y}$.
2. We present a new functionality called Oblivious Key-Value Retrieval (OKVR). This serves the purpose of obliviously retrieving the values corresponding to keys from a key-value store. We construct an efficient OKVR protocol, which is facilitated by utilizing the property of sparse OKVS.

3. We construct fully-fledged unbalanced circuit-PSI protocols characterized by sublinear communication complexity in the size of the larger set. The cornerstone of our construction is a specialized padding-free variant of OKVR. This specifically addresses an efficiency concern arising from commonly employed hash-to-bin techniques in circuit-PSI.

Below, we give more technical details to illustrate the above three intermediate steps.

Retrieving key-value pairs efficiently. The central objective of our framework is the efficient and oblivious retrieval of key-value pairs. Thus, the starting point involves transforming the server’s key-value pairs into a compact representation conducive to efficient retrieval.

Although this functionality can be accomplished by leveraging Oblivious Key-Value Store (OKVS) [23, 43], a primary challenge lies in that the retrieval efficiency can not be well guaranteed in existing OKVS. Specifically, OKVS comprises two algorithms, namely (Encode, Decode). The Encode algorithm takes a set of key-value pairs \( \{(k_i, v_i)\}_{i \in [n]} \) as input and produces a vector \( D \). The Decode algorithm takes \( D \) and any key \( k \) as input, providing an output that corresponds to \( v_i \) if \( k \) matches some \( k_i \) used to generate \( D \). In our framework, the Decode algorithm aligns with our retrieval procedure and will be implemented in an oblivious manner. Unfortunately, prior works utilize OKVS instances in a black-box way, e.g., accessing the whole vector \( D \) for Decode, causing linear communication complexity in the size of the key-value pairs. This problem stems from the absence of explicit requirements for decoding efficiency in existing OKVS.

We introduce a new OKVS notion, termed sparse OKVS, designed to enhance decoding efficiency. A key difference from prior OKVS constructions [23] lies in that the structure of the output \( D \) from Encode can be organized as \( D_0 \| D_1 \) with \( |D_0| = \omega(|D_1|) \), and Decode exclusively accesses a constant number (e.g., 2 ~ 3) of elements within the larger \( D_0 \) and an arbitrary number of elements within the smaller \( D_1 \). Consequently, we refer to \( D_0 \) as the sparse part and \( D_1 \) as the dense part. Importantly, accessing a constant number of elements on the larger sparse part is a pivotal property for achieving efficient oblivious key-value retrieval. Later, we will make a large number of retrievals on the dense part nearly cost-free. We identify existing constructions that satisfy the sparse OKVS abstraction, such as Garbled Cuckoo Tables (GCT) [23, 43]. Refer to Section 3 for more details.

Retrieving key-value pairs obliviously. Building upon the efficient retrieval strategy outlined above, our next objective is to facilitate the client to obliviously retrieve the server’s key-value pairs with the following security guarantee. The server should remain unaware of which value was retrieved, and the client should not acquire knowledge of other key-value pairs within the server’s set.

Unfortunately, it is challenging to achieve the above goal while ensuring concrete efficiency. A possible solution to oblivious key-value retrieval is employing Private Information Retrieval (PIR)\(^2\) [5, 38–40], in which the client privately retrieves the relevant items from the server’s OKVS encoding. These retrieved items are used in the decoding for the reconstruction of the corresponding value for the query. However, it requires a substantial number of PIR queries, causing a huge loss of efficiency. Moreover, PIR alone cannot safeguard the privacy of the server’s key-value pairs.

We formalize the above objective as a new functionality named Oblivious Key-Value Retrieval (OKVR). In OKVR, the server possesses a large set of key-value pairs denoted as \( L = \{(k_1, v_1), \ldots, (k_n, v_n)\} \) and the client holds a smaller query set \( Q = \{q_1, \ldots, q_t\} \) with \( n \gg t \). After the execution, the client obtains a value \( z_i \) for each \( q_i \in Q \), where \( z_i = v_j \) if \( q_i \) matches some \( k_j \) and \( (k_j, v_j) \in L \). Otherwise, \( z_i \) is a uniformly random value. To achieve concretely efficient and asymptotically communication-sublinear OKVR, we present the construction derived from sparse OKVS and a hybrid PIR strategy. Specifically, we first utilize sparse OKVS to encode the server’s key-value pairs into \( D_0 \| D_1 \). Subsequently, PIR is exclusively applied to the sparse part \( D_0 \) to retrieve the desired items, while the dense part \( D_1 \), owing to its small size, is directly transmitted from the server to the client. This ensures the retrieval of a constant number of items on \( D_0 \) via PIR, while the client can locally obtain a considerable number of items in \( D_1 \) with minimal cost. To enhance PIR efficiency further, given the requirement of multiple retrievals at once, we exploit recent BatchPIR schemes [5, 40] that substantially reduce communication and computation overhead in batch retrievals. Moreover, similar to prior works [11, 45], we address the PIR’s privacy concern regarding the server’s key-value pairs by invoking an Oblivious Pseudorandom Function (OPRF) [22] before the execution of sparse OKVS. Refer to Section 4 for more details.

Constructing fully-fledged unbalanced circuit-PSI. We propose an efficient construction of unbalanced circuit-PSI from OKVR, achieving sublinear communication complexity on the size of the larger set.

A key challenge is the PIR efficiency issue in OKVR caused by the commonly employed hash-to-bin technique. In constructing efficient circuit-PSI protocols [10, 45], hash-to-bin techniques are integral for reducing computational costs. Specifically, the client employs Cuckoo hashing [41] to map the set \( X \) of size-t into a table \( T_X \) of size \( m = (1+\varepsilon) \cdot t \), where \( \varepsilon > 0 \) is a constant. In this mapping, each bin of \( T_X \) contains

\(^2\)The communication complexity of PIR is sublinear to the database size.
at most one item. Simultaneously, the server maps its items in $Y$ to a table $T_y$ of size $m$ using simple hashing, allowing each bin to accommodate multiple items. After that, the client has to conceal the mapped positions by padding dummy points into empty bins of $T_y$ [44, 45]. The evaluation of unbalanced circuit-PSI invokes the OKVR functionality, where the client inputs $T_x$ and the server inputs $\{P_i\}_{i \in [m]}$ with $P_i := \{(y', r)\}$ for all $y' \in T_y[i]$ and a random $r$. Nevertheless, these dummy points introduce additional overhead in terms of PIR queries within the OKVR procedure, which dominates the overhead of our unbalanced circuit-PSI protocol.

To mitigate this issue, we introduce a specialized padding-free OKVR solution where the client only inputs the key set of size $t$ rather than $(1 + \varepsilon) \cdot t$. The key insight here is that, prior to PIR queries, the client is already aware that these dummy points do not belong to the intersection. Consequently, random values are obtained according to the functionality of OKVR. Recall that OKVR outputs a random value when a query is not present in the server’s key set. As a result, our padding-free OKVR protocol invokes OKVR solely on the bins of $T_y$ that correspond to the elements of $X$ and locally samples uniformly random values for the dummy points. Notably, the confidentiality of the mapped positions is guaranteed because we take the whole client’s query set as input to OKVR. Refer to Section 5 for more details.

1.3 Related Works

We elaborate on existing balanced circuit-PSI protocols as well as related techniques in the unbalanced setting, and further discuss the essential differences between these works and our protocols.

Circuit-PSI. Circuit-PSI was initially introduced by Huang et al. [28], leveraging generic secure computation techniques, i.e., garbled circuits [57]. They employed optimized sort-compare-shuffle circuits to reduce circuit size, resulting in a circuit that contains $O(n \log n)$ comparisons, where $n$ represents the set size. Following this, several subsequent works [15, 44, 46] aimed to reduce the number of comparisons and hence optimize asymptotic computation and communication complexity. Recently, Pinkas et al. [45] achieved the first circuit-PSI protocol with linear communication complexity by introducing a novel batch Oblivious Programmable Pseudorandom Function (OPPRF) [35]. Similar to an oblivious PRF that provides the sender with a key of PRF and the receiver with the outputs of the PRF on points of his choice, an OPPRF enables the sender to additionally send the receiver a hint that can program the PRF to output specific values on certain input points privately chosen by the sender. The main bottleneck of this protocol is that the computation complexity is super-linear in the size of the server’s set [10, 45]. This is caused by the expensive polynomial interpolation in their OPPRF construction. Recent works [6, 33, 48, 51] addressed this problem leveraging state-of-the-art OKVS such as Garbled Cuckoo Tables (GCT) [23] that achieves linear computation complexity. Chandran et al. [10] also proposed specialized circuit-PSI protocols with both linear computation and communication complexity. The main technique is a new primitive called relaxed batch OPPRF. Moreover, Chandran et al. [10] and Han et al. [27] presented specialized equality test protocols aimed at further improving the concrete overhead of circuit-PSI.

A potential limitation of the above state-of-the-art circuit-PSI approaches is the communication complexity, which scales at least linearly with the size of the two parties’ sets. The fundamental reason is that these circuit-PSI utilize existing OKVS [23] in a black-box way and send the whole encoded vector (i.e., the hint) to the client. In our work, to avoid linear communication, we present sparse OKVS and particularly focus on the decoding efficiency, which could be used to construct sublinear circuit-PSI protocols.

Unbalanced PSI-related works. There are some related PSI protocols in the unbalanced setting. We discuss the main differences between these works and ours. Several works proposed computation and communication efficient schemes for unbalanced PSI [12, 16, 32, 50] and labeled PSI [11, 16] from fully homomorphic encryption (FHE). However, these approaches face challenges when extending to our circuit-PSI setting because they focus on directly outputting the intersection to the client. While the work on labeled PSI [11] theoretically discussed the possibility of extending their protocol to unbalanced circuit-PSI, concrete constructions were lacking. Subsequently, Lepoint et al. [36] proposed an unbalanced private join and compute (PJC) scheme for the inner product, achieving sublinear communication cost in the size of the larger set. This scheme focuses on computing the inner product of associated values within the intersection and illustrates how to extend to compute arbitrary functions. However, their construction relies on (garbled) Bloom filters [7, 19], which encode $n$ items into a vector of length $O(\lambda n)$ with a statistical security parameter $\lambda$. This leads to the communication and computation complexity additionally depending on $\lambda$. In comparison, our unbalanced circuit-PSI protocols can realize a $\lambda \times$ improvement on both the computation and communication overhead thanks to our concretely and asymptotically efficient OKVR protocols.

Very recently, Son and Jeong [54] (SJ23) provided two concrete constructions to instantiate the theoretical extension from labeled PSI to unbalanced circuit-PSI [11]. The first construction follows the labeled PSI using FHE on polynomial evaluation along with several optimizations, while the second construction proposes a novel recursive solution. However, their two constructions have a significant trade-off between communication and computation due to balancing the expensive homomorphic multiplication and the number of communicated FHE ciphertexts. Different from their works, we formalize circuit-PSI as obliviously retrieving the value corresponding to a key from a key-value store, and provide
efficient constructions from sparse OKVS and BatchPIR. As shown in Section 6.2, the main advantage is that our protocols are more suitable for the unbalanced setting. Rather, SJ23 works well for relatively large client’s set sizes, e.g., at least thousands of elements.

2 Preliminaries

2.1 Notations

We denote the two parties as client $C$ and server $S$. We use $\kappa$ and $\lambda$ to denote the computational and statistical security parameters, respectively. For two distributions $X$ and $Y$, we write $X \approx_{c} Y$ and $X \approx_{s} Y$ if $X$ and $Y$ are computationally and statistically indistinguishable, respectively. We use $[n]$ to denote the set $\{1, 2, \ldots, n\}$ and $D[i]$ to represent the $i$-th element of a vector $D$. By $a \leftarrow A$, we denote that $a$ is randomly selected from the set $A$. $a \leftarrow A(x)$ denotes that $a$ is the output of the randomized algorithm $A$ on input $x$, and $a \leftarrow b$ denotes that $a$ is assigned by $b$. $(x, y)$ denotes the inner product of $x$ and $y$: $(x, y) = \sum_{i=1}^{n} x_{i}y_{i}$. By $\mathbf{1}\{x = y\}$ outputs 1 if $x = y$ and 0 otherwise.

2.2 Threat Model

Similar to prior circuit-PSI schemes [10, 45, 48, 51, 54], in this work, we consider static semi-honest probabilistic polynomial-time (PPT) adversaries. Namely, a PPT adversary $A$ passively corrupts either the client $C$ or the server $S$ at the beginning of the protocol and honestly follows the protocol specification. We use the standard simulation-based security definition for secure two-party computation [25]. Like these previous works, our construction invokes multiple sub-protocols, and we use the hybrid model to describe them. By convention, a protocol invoking a functionality $\mathcal{F}$ is referred to as the $\mathcal{F}$-hybrid model. We give the formal security definition as follows.

**Definition 1.** Let $\text{view}^{C}_i(x, y)$ and $\text{view}^{S}_i(x, y)$ be the views (including input, random tape, and all received messages) of $C$ and $S$ in a protocol $\Pi$, respectively, where $x$ is the input of $C$ and $y$ is the input of $S$. Let out$(x, y)$ be the protocol’s output of both parties and $\mathcal{F}(x, y)$ be the functionality’s output. $\Pi$ is said to securely compute a functionality $\mathcal{F}$ in the semi-honest model if for every PPT adversary $A$ there exists PPT simulators $\text{Sim}^{C}_{\Pi}$ and $\text{Sim}^{S}_{\Pi}$ such that for all inputs $x$ and $y$,

$$
\begin{align*}
\text{view}^{C}_i(x, y), \text{out}(x, y) & \approx_{c} (\text{Sim}^{C}_{\Pi}(x, \mathcal{F}(x, y)), \mathcal{F}(x, y)), \\
\text{view}^{S}_i(x, y), \text{out}(x, y) & \approx_{c} (\text{Sim}^{S}_{\Pi}(x, \mathcal{F}(x, y)), \mathcal{F}(x, y)).
\end{align*}
$$

(1)

2.3 Oblivious Key-Value Store

A key-value store [23, 43] is simply a data structure that maps a set of keys to the corresponding values. The definition is as follows:

**Definition 2.** A Key-Value Store (KVS) is parameterized by a key space $\mathcal{K}$, a value space $\mathcal{V}$, a set of randomized functions $H$, input length $n$ and output length $m$, and consists of two algorithms:

- $\text{Encode}_{H}$: on input key-value pairs $\{(k, v)\}_{i\in[n]}\in(\mathcal{K} \times \mathcal{V})^n$, outputs an object $D \in \mathcal{V}^m$ (or an error indicator $\perp$ with statistically small probability).
- $\text{Decode}_{H}$: on input $D \in \mathcal{V}^m$ and a key $k \in \mathcal{K}$, outputs a value $v \in \mathcal{V}$.

**Correctness.** A KVS is correct if, for all $L \in (\mathcal{K} \times \mathcal{V})^n$ with distinct keys such that $\text{Encode}_{H}(L) \neq \perp$, it holds that $\text{Decode}_{H}(\text{Encode}_{H}(L), k) = v$, where $(k, v) \in L$.

**Obliviousness** [23]. A KVS is an Oblivious KVS (OKVS) if, for all distinct $(k^0_1, \ldots, k^0_n) \in \mathcal{K}^n$ and $(k^1_1, \ldots, k^1_n) \in \mathcal{K}^n$, $\text{Encode}_{H}$ does not output $\perp$ on $(k^0_1, \ldots, k^0_n)$ and $(k^1_1, \ldots, k^1_n)$, and then

$$
\begin{align*}
\text{Encode}_{H}(\{(k^0_i, v_i)\}_{i\in[n]}) & \quad | v_i \leftarrow \mathcal{V} \quad \text{for } i \in [n] \quad \approx, \\
\text{Encode}_{H}(\{(k^1_i, v_i)\}_{i\in[n]}) & \quad | v_i \leftarrow \mathcal{V} \quad \text{for } i \in [n].
\end{align*}
$$

(2)

**Double obliviousness** [48, 51]. An OKVS is doubly oblivious if, for all distinct $(k_1, \ldots, k_n) \in \mathcal{K}^n$ and $n$ values $v_1, \ldots, v_n$ each sampled uniformly at random from $\mathcal{V}$ such that $\text{Encode}_{H}$ does not output $\perp$ for $(k_1, \ldots, k_n)$, $\text{Encode}_{H}(\{(k_1, v_1), \ldots, (k_n, v_n)\})$ is statistically indistinguishable from an uniformly random element in $\mathcal{V}^m$. Note that double obliviousness directly implies obliviousness [6, 48].

**Binary OKVS** [23]. An OKVS is binary if, for any $k$, $\text{Decode}_{H}(D, k)$ can be expressed as a binary linear combination of $D$, i.e., $\text{Decode}_{H}(D, k) := \langle D, h(k) \rangle$ where $h : \mathcal{K} \rightarrow \{0, 1\}^m$ is some public function defined by $H$. In this work, we restrict ourselves to binary OKVS schemes.

2.4 Batch Private Information Retrieval

In a Batch Private Information Retrieval (BatchPIR) scheme [5, 13, 30, 37, 40], the client wants to privately download a batch of $b$ entries from the server’s dataset $D$ of size $n$. A
BatchPIR consists of three routines, all taking the computational security parameter \( \kappa \) as an implicit input:

- \( \text{Query}(\{i_1, \ldots, i_b\}) \rightarrow (qu, st) \): on input a set of distinct indexes \( \{i_1, \ldots, i_b\} \in [n]^b \), outputs a query \( qu \) and a private state \( st \) including the index set.
- \( \text{Response}(D, qu) \rightarrow res \): on input the database \( D \) and the query \( qu \), outputs a response \( res \).
- \( \text{Extract}(st, res) \rightarrow \{y_1, \ldots, y_b\} \): given the state \( st \) and the response \( res \), outputs a batch of entries \( \{y_1, \ldots, y_b\} \).

A BatchPIR protocol should satisfy the following properties:

**Correctness.** A BatchPIR is correct if for any dataset \( D \) and all distinct inputs \( \{i_1, \ldots, i_b\} \), it holds that

\[
\text{Extract}(st, \text{Response}(D, qu)) = D[i_1, \ldots, D[i_b]],
\]

where \((st, qu) \leftarrow \text{Query}(I)\).

**Client query privacy.** The client’s query should reveal no information about the query indexes. Formally, a BatchPIR scheme satisfies client query privacy if, for all PPT adversaries \( A \) and all distinct batch query sets \( I_1, I_2 \) with \( |I_1| = |I_2| \),

\[
\Pr[\mathcal{A}(qu) = 1 | (st, qu) \leftarrow \text{Query}(I_1)] - \Pr[\mathcal{A}(qu) = 1 | (st, qu) \leftarrow \text{Query}(I_2)] \leq \text{negl}(\kappa).
\]

Note that (Batch)PIR does not aim to protect the privacy of the server’s dataset \( D \) [5].

### 2.5 Multi-point Oblivious Pseudorandom Function

An Oblivious Pseudorandom Function (OPRF) [22] is a protocol involving two parties, i.e., the sender and the receiver. The sender inputs the key \( k \in \{0,1\}^\kappa \) of a PRF \( F \) and obtains nothing, while the receiver takes \( x \in \{0,1\}^f \) as input and obtains \( F(k,x) \in \{0,1\}^f \). In a multi-point OPRF (mpOPRF) [31], the receiver takes as input \( \{x_1, \ldots, x_n\} \in \{0,1\}^{nf} \) rather than a single point and obtains \( \{F(k,x_1), \ldots, F(k,x_n)\} \in \{0,1\}^{nf} \).

The mpOPRF functionality is shown in Figure 2.

### 2.6 Secret Sharing and Equality Test

Our construction uses 2-out-of-2 boolean secret sharing techniques [53]. The boolean shares of \( x \in \{0,1\} \) are \( \langle x \rangle^B_0 \) and \( \langle x \rangle^B_1 \), held by the client \( C \) and the server \( S \) respectively, satisfying \( x = \langle x \rangle^B_0 \oplus \langle x \rangle^B_1 \). In our protocols, \( \langle x \rangle^B \) denotes that \( C \) and \( S \) hold boolean shares of \( x \). Our construction also invokes a private equality test, which takes as input two \( \ell \)-bit values \( x, y \) and outputs the boolean shares of \( b \), where \( b := 1 \iff \{x = y\} \).

We present the functionality in Figure 3. We use the state-of-the-art construction [10] to instantiate this functionality.

### 2.7 Cuckoo Hashing

Cuckoo hashing [41] uses \( \alpha \) random hash functions \( h_1, \ldots, h_n : \{0,1\}^* \rightarrow [m] \) to map \( n \) elements into \( m \) bins, where \( m = (1 + \epsilon) \cdot n \) with the constant \( \epsilon > 0 \). The mapping procedure is as follows. An element \( x \) is inserted into the bin \( h_i(x) \), if this bin is empty for some \( i \in [\alpha] \). Otherwise, we pick a random \( i \in [\alpha] \), insert \( x \) in \( h_i(x) \), evict the item currently in \( h_i(x) \) and recursively insert the evicted item. The recursion proceeds until no more evictions are necessary or a threshold number of re-allocations are done. If the recursion stops for the latter reason, it is considered a failure event, meaning there exists at least an element that is not mapped to any bins. Some variants of Cuckoo hashing maintain a set called the stash, to store such elements. Stash-less Cuckoo hashing is where no special stash is maintained. In this work, we only leverage stash-less Cuckoo hashing.

### 3 Sparse Oblivious Key-Value Store

#### 3.1 Definition

We present a new notion called sparse Oblivious Key-Value Store (sparse OKVS), which incorporates a sparsity property into OKVS introduced in Section 2.3. A formal definition is provided below.

**Definition 3.** An OKVS is sparse if (1) the output \( D \) of \( \text{Encode}_H \) can be structured as \( D = D_0 || D_1 \) with \( |D_0| = \omega(|D_1|) \), and (2) for any \( k \), \( \text{Decode}_H(D,k) := \langle l(k) || r(k) \rangle \) \( \forall D_0 \| D_1 \), where two mappings \( l, r \) are defined by \( H \) such that \( l : \mathcal{K} \rightarrow \{0,1\}^{|D_0|} \) outputs a sparse binary vector with a constant weight \( \alpha \) and \( r : \mathcal{K} \rightarrow \{0,1\}^{|D_1|} \) outputs a dense binary vector.

In other words, the sparsity property allows \( r \) to only access a constant number of elements in large \( D_0 \) and an arbitrary number of elements in small \( D_1 \). Thus, we refer \( D_0 \) and \( D_1 \) to the sparse and dense parts, respectively. Besides, the correctness and (double) obliviousness properties follow those
of OKVS in Section 2.3. For convenience in our construction, we use $\alpha$ mappings $\{l_i: \mathcal{K} \rightarrow \{0, 1\}^{\|D_0\}}$ to equivalently represent the mapping $l : \mathcal{K} \rightarrow \{0, 1\}^{\|D_1\}$, namely the output of $\{l_i\}_{i \in [\alpha]}$ are $\alpha$ non-zero positions of the mapping $l$’s output. We emphasize that the sparsity property latter will be importantly utilized to facilitate the efficiency of our oblivious key-value retrieval constructions in Section 4.

Compared to OKVS [23], our sparse OKVS has the following technical advantage. Specifically, sparse OKVS encodes key-value pairs into a compact representation for efficient retrieval with a constant number of accesses on the large sparse part. This is an important property for applications in the unbalanced setting. However, many OKVS [23], e.g., polynomial and random matrix-based solutions, do not have this property. Building on sparse OKVS, the unbalanced circuit-PSI in Section 5 achieves asymptotically sublinear communication with the larger server’s set. In contrast, existing circuit-PSI protocols based on OKVS suffer from linear communication complexity due to using OKVS in a black-box manner.

3.2 Instantiation

Before giving instantiations that fall within our definition of sparse OKVS, it is crucial to note that many recent instances of OKVS do not meet this criterion. Counterexamples include those based on polynomials or random matrices [23,43], where Decode requires accessing all positions of the output of Encode. Besides, although RB-OKVS [6] and Garbled Bloom Filter (GBF) [19] satisfy the definition of sparse OKVS, they require accessing $O(\lambda)$ positions of the Encode’s output. This is concretely inefficient in our following constructions.

In this work, we instantiate sparse OKVS using Garbled Cuckoo Table (GCT) [23,43]. In a GCT, a set of $n$ key-value pairs is encoded into a vector represented as $D_0 \| D_1$, where the sparse part $D_0$ is of size $s = O(n)$ and the dense part $D_1$ contains very few $d = \lambda + O(\log n)$ items. Generally speaking, for a set of key-value pairs $L = \{(k_1,v_1),\ldots,(k_n,v_n)\}$, the encoding algorithm constructs a matrix $A$ based on the keys $k_1,\ldots,k_n$, where the $i$-th row of $A$ equals $l(k_i)||r(k_i)$ for two mappings $l: \{0,1\}^* \rightarrow \{0,1\}^\alpha$ with constant weight-$\alpha$ output and $r: \{0,1\}^* \rightarrow \{0,1\}^d$. Here, $l$ can be represented by $\{l_i: \{0,1\}^* \rightarrow \{0,1\}\}_{i \in [\alpha]}$, where $\alpha$ is a small constant (e.g., 2 or 3). Namely, $l(k)$ is 1 only in $\alpha$ positions, i.e., $l_1(k),\ldots,l_\alpha(k)$. Thus, it holds the sparsity property as defined in the above. The output $D_0 \| D_1$ satisfies that $A \cdot (D_0 \| D_1)^T = (v_1,\ldots,v_n)$. To solve this equation, there are several novel methods such as Cuckoo graph strategies [23,43] and triangulation-based techniques [48]. We refer the interested readers to their works [23,43,48].

4 Oblivious Key-Value Retrieval

4.1 Definition

We propose a new functionality called Oblivious Key-Value Retrieval (OKVR). The formal definition of OKVR is given in Figure 4. Generally speaking, the server has a large set of key-value pairs $L = \{(k_1,v_1),\ldots,(k_n,v_n)\}$ and the client holds a small set of keys $Q = \{q_1,\ldots,q_t\}$, where $n \gg t$. For each $q_i \in Q$, the client wants to obtain the corresponding value $v_j$ if $q_i = k_j$ and $(k_j,v_j) \in L$, and a uniformly random value otherwise. After the protocol execution, neither party should gain any additional information. In particular, the server should not learn which value was retrieved, while the client should not learn the other key-value pairs in the server’s set. Moreover, the client even does not know whether the query is in the server’s key-value pairs, when the server’s values are uniformly random.

A similar functionality is Batch Oblivious Programmable Pseudorandom Function (B-OPPRF) [45]. We explain the differences between our OKVR and B-OPPRF as follows. (1) Unlike B-OPPRF, we particularly focus on the unbalanced setting and aim to achieve sub-linear communication on the larger set. (2) While B-OPPRF requires a specific distribution (e.g., related but uniform distribution) of values, our OKVR functionality supports arbitrary values. Given these features, OKVR itself may be of independent interest and can be employed for key-value retrieval scenarios to ensure privacy for both parties in the client-server setting. We also note that our OKVR can be viewed as a batched variant of symmetric keyword PIR [14] with the following exception: our OKVR requires responding to a random value when the query is not in the key-value pairs, but symmetric keyword PIR returns a special symbol for this situation. Below, we give an efficient construction of OKVR, which is built on sparse OKVS in Section 3 and crucially exploits its sparsity to facilitate
efficiency.

4.2 Construction

We introduce the construction of OKVR in Figure 5 based on sparse OKVS, which achieves sublinear communication cost in the size of the server’s large set. The core idea of our OKVR protocol is that the server first exploits a sparse OKVS to encode the key-value pairs \( L = \{(k_1, v_1), \ldots, (k_n, v_n)\} \) into a compact vector \( D_0 || D_1 \). Then, the client employs a Batch Private Information Retrieval\(^3\) (BatchPIR) protocol \([5, 40]\) to secretly retrieve the desirable items from \( D_0 || D_1 \) that are used to compute the corresponding values of the query \( Q = \{q_1, \ldots, q_t\} \). Note that this requires \( t \cdot (\alpha + |D_1|) \) PIR queries, where \( \alpha \) is the access number on the sparse part \( D_0 \) required for decoding. Such a large number of PIR queries on the dense part \( D_1 \), e.g., \( |D_1| = \lambda + O(|\log n|) \) for GCT \([23]\), will dominate the overhead of this solution.

To further improve performance, we present a hybrid PIR strategy exploiting the sparsity property of sparse OKVS. That is the decoding process requires only accessing a small constant number \( \alpha \) of positions from the sparse part \( D_0 \), while accessing a large number of positions from the dense part \( D_1 \) of small size. In our hybrid PIR strategy, the two parties invoke PIR only on \( D_0 \), while \( D_1 \) is directly sent to the client by the server. As a result, this strategy takes \( \alpha \cdot t \cdot |D_1| \) PIR invocations.

Besides, to hide information of the server’s key-value pairs \( L \), we additionally invoke a multi-point Oblivious Pseudorandom Function (mpOPRF) protocol \([31]\). It takes the query \( Q = \{q_1, \ldots, q_t\} \) from the client and the PRF key \( k \) from the server, and returns \( F(k, q_i) \) to the client for \( q_i \in Q \). We let the server compute \( D_0 || D_1 \) on PRF-masked key-value pairs, denoted as \( L' = \{(k_i, v_i + F(k, k_i)) \}_{i \in [n]} \). After PIR, the client can de-mask retrieved items using \( F(k, q_i) \) to obtain the desired values.

We analyze the asymptotic communication complexity, which consists of three parts. (1) The mpOPRF protocol requires \( O(t) \) communication cost. (2) \( \alpha \cdot t \) PIR queries on \( D_0 \) consume \( O(t \cdot \sqrt{n}) \) or \( O(t \cdot \log n) \) depending on PIR schemes \([5,38,40]\). (3) Taking GCT as an example, sending \( D_1 \) requires \( \lambda + O(|\log n|) \) communication cost. Therefore, the asymptotic communication cost of OKVR scales sublinearly with the server’s set size \( n \).

Theorem 1. Given a BatchPIR scheme with client query privacy and a sparse OKVS algorithm, the protocol in Figure 5 securely computes \( f_{OKVR} \) in Figure 4 against semi-honest adversaries in the \( f_{mpOPRF}\)-hybrid model.

Proof. We prove the following two properties.

Correctness. There are two cases for the correctness analysis. (1) In the case \( q_i \in \{k_1, \ldots, k_n\} \) and \( q_i = k_j \), according to the correctness of mpOPRF, sparse OKVS, and BatchPIR, \( z_i = \text{Decode}_H(D_0 || D_1, q_i) - F(k, q_i) = \text{Decode}_H(D_0 || D_1, k_j) - F(k, k_j) = v_j \) with overwhelming probability. (2) In the case \( q_i \notin \{k_1, \ldots, k_n\} \), due to the pseudorandomness of the underlying PRF, \( z_i = \text{Decode}_H(D_0 || D_1, q_i) - F(k, q_i) \) is pseudo-random.

Security. We exhibit simulators \( \text{Sim}_C \) and \( \text{Sim}_S \) for simulating the view of the corrupt client \( C \) and server \( S \), respectively, and prove that the simulated view is indistinguishable from the real one via standard hybrid arguments.

Corrupt client. \( \text{Sim}_C(Q, Z) \) simulates the view of the corrupt \( C \). It executes as follows:

- \( \text{Sim}_C \) samples uniform values \( q'_i \leftarrow \mathbb{F} \) for \( i \in [t] \). Then, it invokes the mpOPRF receiver’s simulator \( \text{Sim}^R_{\text{mpOPRF}}(Q, Q') \), where \( Q' := \{q'_1, \ldots, q'_t\} \), and appends the output to the view.
- \( \text{Sim}_C \) uniformly samples \( D_0 || D_1 \leftarrow \mathbb{F}^t \times \mathbb{F}^d \) such that for \( q_i \in Q \), \( \text{Decode}(D_0 || D_1, q_i) = z_i + q'_i \), where \( q'_i \in Q' \). Moreover, \( \text{Sim}_C \) follows the real protocol to generate \( qu \) and computes \( \text{Response}(D_0, qu) \rightarrow \text{res} \), and appends \( \text{res} \) and \( D_1 \) to the view.

We argue that the view output by \( \text{Sim}_C \) is indistinguishable from the real one. We first define three hybrid transcripts \( T_0, T_1, T_2 \), where \( T_0 \) is the real view of \( C \), and \( T_2 \) is the output of \( \text{Sim}_C \).

1. Hybrid0. The first hybrid is the real interaction described in Figure 5. Here, an honest \( S \) uses real inputs and interacts with the corrupt \( C \). Let \( T_0 \) denote the real view of \( C \).

2. Hybrid1. Let \( T_1 \) be the same as \( T_0 \), except that the mpOPRF execution is replaced by the mpOPRF receiver’s simulator \( \text{Sim}^R_{\text{mpOPRF}}(Q, Q') \), where \( Q' \) has \( t \) elements \( \{q'_1, \ldots, q'_t\} \), each of which is uniformly sampled from \( \mathbb{F} \). The simulator security of mpOPRF and pseudorandomness of the underlying PRF guarantee this view is indistinguishable from \( T_0 \).

3. Hybrid2. Let \( T_2 \) be the same as \( T_1 \), except that \( D_0 || D_1 \) is sampled uniformly from \( \mathbb{F}^t \times \mathbb{F}^d \) such that for \( q_i \in Q \), \( \text{Decode}(D_0 || D_1, q_i) = z_i + q'_i \), where \( q'_i \in Q' \). Moreover, \( \text{Sim}_C \) follows the real protocol to generate \( qu \) and \( \text{Response}(D_0, qu) \rightarrow \text{res} \) is executed locally by \( \text{Sim}_C \). By the double obliviousness property of sparse OKVS, the simulated \( D_0 || D_1 \) has the same distribution as it would in the real protocol. Consequently, both distributions of \( D_0 || D_1 \) are randomly uniform with the constraint \( \text{Decode}(D_0 || D_1, q_i) = z_i + q'_i \). Hence, \( T_1 \) and \( T_2 \) are statistically indistinguishable. This hybrid is exactly the view output by the simulator.

Corrupt server. \( \text{Sim}_S(L, \bot) \) simulates the view of the corrupt \( S \). It executes as follows:

\(^3\)Compared to PIR, BatchPIR \([5,40]\) has concretely lower communication and computation overhead when performing batch retrievals.
Protocol \( \Pi_{\text{OKVR}} \)

**Parameters:** Client \( C \) and server \( S \). Functionality \( f_{\text{mpOPRF}} \) for \( F : \{0,1\}^* \times \{0,1\}^* \rightarrow \mathbb{F} \) in Figure 2. A sparse OKVS scheme (\( \text{Encode}_H, \text{Decode}_H \)) with \( X = \{0,1\}^* \) and \( \mathbb{V} = \mathbb{F} \) over a field \( \mathbb{F} \), where \( H \) consists of \( \alpha + 1 \) random mappings \( \{i : \{0,1\}^* \rightarrow \mathbb{F}\}_{i \in [\alpha]} \) and \( r : \{0,1\}^* \rightarrow \{0,1\}^d \). A BatchPIR scheme (Query, Response, Extract).

**Inputs:** \( C \) inputs a set of keys \( Q = \{q_1, \ldots, q_t\} \in \{0,1\}^* \). \( S \) inputs a set of key-value pairs \( L = \{(k_1, v_1), \ldots, (k_n, v_n)\} \in \{0,1\}^* \times \mathbb{F}^n \).

**Protocol execution:**

1. \( C \) and \( S \) invoke \( f_{\text{mpOPRF}} \), in which \( C \) acts as the receiver with the input \( Q \) and \( S \) acts as the sender with the input \( k \in \{0,1\}^\alpha \). Then, \( C \) obtains \( Q' := \{q_1', \ldots, q_t'\} \), where \( q_i' := F(k, q_i) \in \mathbb{F} \) for \( i \in [t] \).
2. \( S \) invokes sparse OKVS to compute \( D_0 || D_1 := \text{Encode}_H(L') \in \mathbb{F}^\alpha \times \mathbb{F}^d \), where \( L' := \{(k_1, v_1 + F(k, k_1)), \ldots, (k_n, v_n + F(k, k_n))\} \).
3. \( C \) computes a set \( I := \{I_j(q_i)\}_{i \in [\alpha]} \) of size \( \alpha \). When there are collisions, \( I \) needs to be filled with distinct values to size \( \alpha \). \( C \) executes Query \((I) \rightarrow (qu, st)\) of BatchPIR and sends \( qu \) to \( S \).
4. \( S \) executes Response \((D_0, qu) \rightarrow res\) on the sparse part \( D_0 \) and sends \( res \) to \( C \). In parallel, \( S \) also sends the dense part \( D_1 \) to \( C \).
5. \( C \) invokes Extract \((st, res) \rightarrow \{\text{Dec} \}}\)

![Figure 5: Protocol for oblivious key-value retrieval](image-url)

- Sim_{\Sigma} generates a random key \( k \). Then, it invokes the mpOPRF sender’s simulator Sim_{mpOPRF}(k, \perp) and appends the output to the view.
- Sim_{\Sigma} samples uniformly random \( I = \{i_1, \ldots, i_{\alpha t}\} \leftarrow [\alpha]^t \) with distinct values and invokes Query \((I) \rightarrow (qu, st)\). Sim_{\Sigma} appends \( qu \) to the view.

We argue that the view output by Sim_{\Sigma} is indistinguishable from the real one. We first define three hybrid transcripts \( T_0, T_1, T_2 \) where \( T_0 \) is the real view of \( S \), and \( T_2 \) is the output of Sim_{\Sigma}.

1. Hybrid_0. The first hybrid is the real interaction described in Figure 5. Here, an honest \( C \) uses real inputs \( Q \) and interacts with the corrupt \( S \). Let \( T_0 \) denote the real view of \( S \).
2. Hybrid_1. Let \( T_1 \) be the same as \( T_0 \), except that the mpOPRF execution is replaced by its sender’s simulator Sim_{mpOPRF}(k, \perp) where \( k \) is uniformly sampled by Sim_{\Sigma}. The security of the mpOPRF functionality guarantees the view is indistinguishable from the real execution.
3. Hybrid_2. Let \( T_2 \) be the same as \( T_1 \), except that the query index set \( I \) is replaced by uniformly random \( i_1, \ldots, i_{\alpha t} \in [\alpha]^t \) with distinct values. This hybrid is computationally indistinguishable from \( T_1 \) by the client query privacy of the BatchPIR scheme. Specifically, if there is a distinguisher \( D \) that can distinguish \( T_1 \) and \( T_2 \) with non-negligible probability, then we can construct a PPT adversary \( \mathcal{A} \) to break the client query privacy of the BatchPIR scheme as follows: \( \mathcal{A} \) sends \( I_0 \) and \( I_1 \) as the challenge message to the challenger, where \( I_0 \) is the query index generated using \( C \)’s real inputs and \( I_1 \) is uniformly sampled. Then, \( \mathcal{A} \) receives the query ciphertext Query \((I_0) \rightarrow qu \) from the challenger, where \( b \) is uniformly sampled. Then, \( \mathcal{A} \) executes as \( C \) in Hybrid_1 with the corrupt \( S \) except the BatchPIR query generation step. After that, \( \mathcal{A} \) invokes \( D \) with \( S \)’s view in the above interaction and outputs \( D \)’s output. Note that if \( qu \leftarrow \text{Query}(I_0) \), the view of the corrupt \( S \) is exactly \( T_1 \).
If \( qu \leftarrow \text{Query}(I_1) \), the resulting view corresponds to \( T_2 \). Therefore, \( \mathcal{A} \) can break the client query privacy of the BatchPIR scheme with the same advantage as \( D \).

5 Unbalanced Circuit-PSI

5.1 Definition

We give the formal definition of the unbalanced circuit-PSI (UCPSI) functionality in Figure 6. This functionality closely follows prior circuit-PSI works [45, 51], except with a particular focus on the unbalanced setting. Generally speaking,
We propose the construction of UCPSI from OKVR in Fig. 7. We emphasize that the main difference from previous circuit-PSI works [10, 45, 48, 51] is that our UCPSI achieves sublinear communication complexity on the size of the larger set. Below, we explain our idea by first giving a basic construction. Specifically, for each i-th bin, the server samples a random value \( r_i \) and constructs a set of key-value pairs \( P_i := \{ (y', r_i) \} \) for all \( y' \in T_j[i] \). The client and the server invoke the OKVR protocol with input \( T_j \) and \( \{ P_i \}_{i \in [m]} \), respectively. After the protocol, the client obtains \( r_i' \) for \( i \in [m] \). Note that \( r_i' \)’s are uniformly random, because in each bin of \( T_j \) the client only queries once.

(3) Private equality test. In this step, the client and server check \( r_i = r_i' \), and compute boolean secret shares of \( b_i \), that indicates whether the client’s i-th element is in the server’s set. This operation is achieved by the private equality test (EQ) functionality \( f_{\text{EQ}} \) in Figure 3. This operation causes a small overhead in our unbalanced case since we only require \( O(t) \) invocations, where \( t \ll n \).

Optimization from padding-free OKVR. The dominant cost of the basic construction stems from the OKVR step, which requires BatchPIR with \( m = (1 + \varepsilon) \cdot t \) queries on the server’s dataset \( \{ P_i \}_{i \in [m]} \). To reduce this overhead, we propose padding-free OKVR that only consumes \( t \) BatchPIR queries. We emphasize this reduction is important, since as shown in Section 6.1, \( \varepsilon \) is usually chosen as 0.27.

The main insight is that OKVR outputs a random value when a query is not found in the server’s key set, which is actually the case for dummy items \( \bot \). In the table \( T_j \), in detail, before BatchPIR queries, the client has known that these \( \bot \) items are not in the intersection, and hence a random \( r_j' \) will be obtained according to the functionality of OKVR. Therefore, we present an efficient padding-free strategy for invoking OKVR. In particular, let \( \pi : [t] \rightarrow [m] \) be an injecive mapping that maps an element index of \( X \) to the position in \( T_j \), i.e., \( \pi(i) = h_j(x_i) \) such that \( T_j[h_j(x_i)] = x_i \| j \). Then, the client invokes \( f_{\text{OKVR}} \) only with \( \{ T_j[\pi(i)] \}_{i \in [t]} \) and learns \( \{ r_{j[\pi(i)]} \}_{i \in [t]} \), and for \( j \in [m] \cap \{ \pi(i) \}_{i \in [t]} \), \( r_j' \) is sampled uniformly from \( \{ 0, 1 \}^t \) by the client. One may question whether it leaks to the server the mapping of the client’s Cuckoo hashing table, which depends on the client’s private input set. We note that this is not the case because the client combines all queries into a batch to perform BatchPIR on a single database from key-value pairs of all server’s bins. We give the formal description of our UCPSI protocol in Figure 7, and the correctness and security are analyzed below.
Protocol ΠUCPSI

Parameters: Client C and server S. β hash functions \( \{ h_i : \{0,1\}^* \rightarrow [m] \}_{i \in [\beta]} \) used in Cuckoo hashing, where \( m = (1 + \varepsilon) \cdot t \) with a constant \( \varepsilon > 0 \). Ideal functionalities \( \mathcal{F}_{EQ} \) in Figure 3 with input bitlength \( \ell := \lambda + \log m \) and \( \mathcal{F}_{OKVR} \) in Figure 4.

Inputs: \( C \) inputs a set \( X = \{ x_1, \ldots, x_t \} \). \( S \) inputs a set \( Y = \{ y_1, \ldots, y_n \} \) in \( \{0,1\}^* \).

Protocol execution:

1. \( C \) maps \( X \) into a Cuckoo hash table \( T_X \) of \( m \) bins, such that for any \( x \in X \), there exists an \( j \in [\beta] \) satisfying \( T_X[h_j(x)] = x \). Define a function \( \pi : [t] \rightarrow [m] \) that maps an element index of \( X \) to the position in \( T_X \), i.e., \( \pi(i) = h_j(x_i) \) such that \( T_X[h_j(x_i)] = x_i \).

2. \( S \) maps \( Y \) into a simple hash table \( T_Y \) of \( m \) bins, such that for any \( y \in Y \) and all \( j \in [\beta] \), it holds that \( y \parallel T_Y[h_j(y)] \).

3. For \( i \in [m] \), \( S \) samples random \( r_i \in \{0,1\}^\ell \), and defines \( P_i := \{ (y', r_i) \} \) for all \( y' \in T_Y[i] \).

4. \( C \) and \( S \) invoke \( \mathcal{F}_{OKVR} \) with input \( \{ T_X[\pi(i)] \}_{i \in [t]} \) and \( \{ P_i \}_{i \in [m]} \), respectively. \( C \) initializes empty \( R^* := \{ r_1^*, \ldots, r_m^* \} \) and assigns the output of \( \mathcal{F}_{OKVR} \) to \( \{ r^*_{\pi(i)} \}_{i \in [t]} \). For \( j \in [m] \), \( \pi(i) \in [t] \), \( r^*_j \) is sampled uniformly from \( \{0,1\}^\ell \).

5. For \( i \in [m] \), \( C \) and \( S \) invoke \( \mathcal{F}_{EQ} \) with input \( r^*_j \) and \( r_i \), respectively. As a result, they learn boolean shares \( \langle b_i \rangle_0^B \) and \( \langle b_j \rangle_0^B \), respectively, where \( b_i = 1 \) if \( r^*_i = r_i \) and \( b_i = 0 \) otherwise.

Figure 7: Protocol for unbalanced circuit-PSI

Theorem 2. The protocol in Figure 7 securely computes \( \mathcal{F}_{UCPSI} \) in Figure 6 against semi-honest adversaries in the \( (\mathcal{F}_{OKVR}, \mathcal{F}_{EQ}) \)-hybrid model.

Proof. We prove the following two properties.

Correctness. There are three cases for the correctness analysis. (1) In the case where \( x \in X \cap Y \), there exists a unique \( j \) such that \( T_X[h_j(x)] = x \parallel j \) and \( y \parallel j \in T_Y[h_j(y)] \) and \( x = y \) with an overwhelming probability according to the statistical analysis of Cuckoo hashing. From the correctness of OKVR, when \( S \) samples \( r \), \( C \) will obtain \( r^* \) such that \( r^* = r \). From the correctness of EQ, \( C \) and \( S \) obtain secret shares of \( b = 1 \). (2) In the case where \( x \in X \setminus Y \), there exists a unique \( j \) such that \( T_X[h_j(x)] = x \parallel j \) but \( T_X[h_j(x)] \neq T_Y[h_j(x)] \). According to the correctness of OKVR, \( C \) will obtain a random \( r^* \). The collision may occur namely \( r^* = r \land x \notin Y \), which violates the correctness. The false positive error probability in each bin equals \( 2^{-\ell} \). By setting \( \ell = \lambda + \log m \), a union bound shows the overall probability of false positive is \( 2^{-\lambda} \), which is negligible. Due to \( r^* \neq r \) with overwhelming probability and the correctness of EQ, \( C \) and \( S \) obtain secret shares of \( b = 0 \). (3) In the case of dummy points, \( C \) directly samples \( r^* \) uniformly at random. The correctness is the same as the second case.

Security. We exhibit simulators \( \text{Sim}_C \) and \( \text{Sim}_S \) for simulating corrupt \( C \) and \( S \), respectively, and argue the indistinguishability of the produced transcript from the real execution.

Corrupt client. \( \text{Sim}_C(X, (\pi, \{ b_i \}_0^B)_{i \in [m]}) \) simulates the view of the corrupt \( C \). It executes as follows:

- \( \text{Sim}_C \) uniformly samples \( R^* := \{ r_1^*, \ldots, r_m^* \} \), and invokes the OKVR’s client simulator \( \text{Sim}_{C_{OKVR}}^{\mathcal{F}_{OKVR}}(\{ T_X[\pi(i)] \}_{i \in [t]}, \{ r^*_{\pi(i)} \}_{i \in [t]} \). \( \text{Sim}_C \) appends the output to the view.
- \( \text{Sim}_C \) invokes the EQ’s client simulator \( \text{Sim}_{C_{EQ}}^{\mathcal{F}_{EQ}}(r^*_i, b_i) \) for \( i \in [m] \), where \( r^*_i \in R^* \), and appends the output to the view.

The view simulated by \( \text{Sim}_C \) is computationally indistinguishable from the real one by the underlying simulators’ indistinguishability. It is worth noting that although for all keys in each set \( P_i \) of key-value pairs, the corresponding value is always a uniformly random \( r_i \), the client’s output \( \{ r^*_i \}_{i \in [m]} \) of OKVR is still uniformly random. The reason is that for each \( P_i \), at most one value is retrieved by the client according to the property of Cuckoo hashing.

Corrupt server. \( \text{Sim}_S(Y, \{ b_i \}_0^B)_{i \in [m]} \) simulates the view of the corrupt \( S \). It executes as follows:

- \( \text{Sim}_S \) samples uniformly random \( \{ r_1, \ldots, r_m \} \) and generates \( \{ P_i \}_{i \in [m]} \) like Figure 7, and invokes the OKVR’s server simulator \( \text{Sim}_{S_{OKVR}}^{\mathcal{F}_{OKVR}}(\{ P_i \}_{i \in [m]}, \perp) \). \( \text{Sim}_S \) appends the output to the view.
- For \( i \in [m] \), \( \text{Sim}_S \) invokes the EQ’s server simulator \( \text{Sim}_{S_{EQ}}^{\mathcal{F}_{EQ}}(r_i, b_i) \) where \( r_i \) is sampled as above, and appends the output to the view.

It is straightforward to see that the view simulated by \( \text{Sim}_S \) is computationally indistinguishable from the real one by the OKVR and EQ simulators’ indistinguishability.
6 Implementation and Evaluation

We implement our protocols in Java, and run the experiments on a single Intel Core i9-9900K with 3.6GHz and 128GB RAM. All evaluations are performed using 8 threads. We simulate the network connection using the Linux tc command. The simulated network settings include LAN (10Gbps bandwidth and 0.05ms RTT latency) and WAN (50Mbps bandwidth with 80ms RTT latency). Given that we focus on the unbalanced setting, where the client may only have constrained resources (e.g., very low bandwidth), we also test our protocols on a simulated mobile network setting (1Mbps bandwidth and 80ms RTT latency). Our source code is available at https://github.com/alibaba-edu/mpc4j.

6.1 Implementation Details

A unified circuit-PSI framework. We provide a comprehensive circuit-PSI framework that serves as a unified platform for implementing both our proposed protocols and state-of-the-art circuit-PSI schemes. This framework involves a full re-implementation of existing circuit-PSI schemes, such as the general circuit-PSI protocols\(^4\) (PSTY19 [45], CGS22 [10] and RR22 [48]) and the unbalanced circuit-PSI protocol SJ23 [54]. The necessity for a large-scale re-implementation arises from the original implementations being conducted under different underlying protocols and experimental settings. This diversity poses challenges for fair comparisons. Specifically, some prior implementations, like CGS22, focus solely on balanced circuit-PSI, lacking support for unbalanced cases.\(^5\) (2) There are variations in performance evaluations due to different thread settings: PSTY19, CGS22, and SJ23 evaluate their protocols in the single-thread setting, while RR22 employs multi-thread execution. (3) Different protocols instantiate underlying cryptographic primitives. For instance, PSTY19 and CGS22 utilize IKNP OT for the equality test, while RR22 and SJ23 use different silent OT variants, namely Silver OT [18] and Ferret OT [56], respectively. To address these challenges, we provide unified implementations and conduct fair comparisons within our framework. The details are elaborated in the subsequent sections.

Implementation details of our protocols. We set the computational security parameter \(\kappa = 128\) and the statistical security parameter \(\lambda = 40\). The used dataset is 128-bit random strings. We note that our implementation is generic and the dataset can be set as arbitrary values of any length. Following existing circuit-PSI protocols [10, 45, 48], we set the size of the server’s set as \(2^{20} \sim 2^{22}\). We choose the smaller size of the client’s set as \(2^4 \sim 2^{12}\), since the client is defined to use a smaller set in our focused unbalanced setting. To complete our constructions, we implement the following components.

Stash-less Cuckoo hashing. We use stash-less Cuckoo hashing with 3 hash functions that store \(n\) elements into \([(1+\varepsilon)\cdot n]\) bins, where \(\varepsilon > 0\). Based on the analysis of PSZ18 [47], \(\varepsilon\) is usually chosen as 0.27, which has been widely used in prior works [10, 45, 51].

Blazing-fast OKVS. We implement the blazing-fast OKVS with clustering as our sparse OKVS, as proposed by RR22 [48], following their open-source code [2] as a reference. The underlying field \(\mathbb{F}\) is instantiated as \(GF(2^\ell)\). Specifically, the elements are distributed into several buckets through a hash function. Each bucket independently generates an OKVS, and these individual OKVS are subsequently merged. Notably, the OKVS encoding for each bucket operates independently and is amenable to parallel processing, leading to a substantial enhancement in efficiency. The blazing-fast OKVS offers two variants employing 2 or 3 hashing functions, both of which are included in our evaluation for a comprehensive assessment.

BatchPIR. We implement the state-of-the-art vectorized BatchPIR [40], utilizing their open-source code [4] as a reference. We specifically opt for the BatchPIR variant due to its support for batched PIR queries with very low communication costs. We adopt the JNI technique to invoke the BFV homomorphic encryption [8, 21] provided by Microsoft SEAL library v4.1 [3]. Our implementation aligns with the chosen parameter settings and also leverages the modulus switching technique to effectively reduce the size of response ciphertexts.

mpOPRF. We implement OMG-DH-based OPRF [31, 50], enabling the server to encode inputs and initialize PIR protocols in the setup phase (specific details of the setup setting will be elaborated later). For better efficiency, we use FourQ elliptic curve [17], renowned for its rapid scalar multiplication of random points and an efficient implementation of hash-to-curve operations. We note that existing unbalanced PSI protocols integrate FourQ and similar techniques to expedite the setup phase [11, 12, 16].

Equality test. We implement the private equality test (EQ) protocol in CGS22 [10]. This protocol has low communication costs and is rooted in the solution to the Millionaires’ problem within the CrypTFlow2 framework [49]. It recursively performs equality tests on substrings organized in a tree structure. To conduct tests on leaf substrings, a 1-out-of-2\(^t\) OT scheme is employed, where \(s\) is a constant and we set \(s = 4\), aligning with the choice made in [10]. Our OT implementation utilizes a silent OT variant, namely, Ferret OT [56].

Pre-processing setting. Similar to unbalanced PSI protocols [11, 12, 16], we establish our framework within the pre-processing setting. This configuration allows the server to pre-process its input set during the setup phase, enhancing online performance. Specifically, the pre-processing in our

\(^4\)Bienstock et al. [6] recently propose nearly-optimal OKVS and also apply it in circuit-PSI (called BPSY23). Currently, we do not include this baseline because (to the best of our knowledge) we cannot find a way of supporting multi-thread encoding for their OKVS construction without increasing the encoding rate. Note that BPSY23 has a similar performance as RR22 (Refer to Figure 7 of BPSY23).

\(^5\)See Issue #4 of the CGS22 open-source implementation for details.
Table 1: Performance of our OKVR.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Param.</th>
<th>Comm. (MB)</th>
<th>Encoding Length</th>
<th>Time LAN (s)</th>
<th>Time WAN (s)</th>
<th>Time Mobile (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>n</td>
<td>i</td>
<td>i</td>
<td>Setup</td>
<td>Online</td>
</tr>
<tr>
<td>OKVR 2-Hash</td>
<td>2&lt;sup&gt;20&lt;/sup&gt;</td>
<td>2&lt;sup&gt;8&lt;/sup&gt;</td>
<td>2&lt;sup&gt;12&lt;/sup&gt;</td>
<td>17.875</td>
<td>0.672</td>
<td>1.950</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2&lt;sup&gt;22&lt;/sup&gt;</td>
<td>2&lt;sup&gt;8&lt;/sup&gt;</td>
<td>2&lt;sup&gt;12&lt;/sup&gt;</td>
<td>17.875</td>
<td>0.789</td>
</tr>
<tr>
<td>OKVR 3-Hash</td>
<td>2&lt;sup&gt;20&lt;/sup&gt;</td>
<td>2&lt;sup&gt;8&lt;/sup&gt;</td>
<td>2&lt;sup&gt;12&lt;/sup&gt;</td>
<td>17.875</td>
<td>0.656</td>
<td>2.566</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2&lt;sup&gt;22&lt;/sup&gt;</td>
<td>2&lt;sup&gt;8&lt;/sup&gt;</td>
<td>2&lt;sup&gt;12&lt;/sup&gt;</td>
<td>17.875</td>
<td>0.726</td>
</tr>
</tbody>
</table>

Protocol encompasses tasks such as hashing the input set into bins, encoding elements within these bins using sparse OKVS, and initializing BatchPIR. Notably, these pre-processing tasks are independent of the client’s inputs and can be efficiently completed during the setup phase [12].

Implementation details of baselines. We re-implement state-of-the-art circuit-PSI schemes including PSTY19 [45], CGS22 [10], RR22 [48], and SJ23 [54]. Our implementations and comparisons are fair for the following reasons. (1) All their implementations support multi-thread execution and are compatible with both balanced and unbalanced settings. We test both our protocols and prior works under the same and commonly used experimental setting (e.g., thread numbers and security parameters) and the same 128-bit dataset. (2) We instantiate the underlying building blocks using the same state-of-the-art techniques. For example, all protocols invoke Ferret OT [56] as the OT extension. We also introduce the advanced optimizations in prior works. Below, we give more detailed descriptions.

SJ23. We re-implement the two constructions of SJ23 [54] due to the absence of an available open-source implementation. We set the polynomial degree and modulus coefficient based on the analysis provided by SJ23, while also determining the query power according to APSI parameters [1]. In the case of their first construction, we integrate the noise flooding technique [24], introducing an encryption of zero with 40-bit noise during the response generation phase. For the second construction, we adopt SEAL’s default configurations for the ciphertext modulus to ensure a sufficient noise budget for the multiplication of a multiplicative mask. Notably, partition numbers per bin in SJ23 are fixed for specific set sizes. To accommodate arbitrary set sizes, we employ the lookup table method, as identified in the RR22 implementation [2], to estimate partition numbers per bin. This approach allows us to support a broader range of set sizes in our re-implementation.

PSTY19. We re-implement PSTY19 while introducing two crucial optimizations to enhance performance. Firstly, we address the computational bottleneck identified in PSTY19 [10,45], specifically associated with polynomial interpolation (MegaBin). To mitigate this, we substitute the MegaBin operation with the 3-Hash Garbled Cuckoo Table (3H-GCT) [23]. Secondly, to further optimize communication costs, we incorporate the state-of-the-art equality test protocol from CGS22 into PSTY19 and instantiate it with Ferret OT.

CGS22 and RR22. We re-implement CGS22 and RR22 and adhere to their original experimental settings. A notable adjustment is made by employing the equality test protocol of CGS22, integrated with Ferret OT, to decrease communication costs in our implementations.

6.2 Experimental Results

We compare our protocols with the state-of-the-art balanced circuit-PSI, i.e., PSTY19 [45], CGS22 [10], and RR22 [48], and unbalanced circuit-PSI SJ23 [54], which consists of two constructions, called SJ23-C1 and SJ23-C2. The runtime and communication costs of our constructions and previous works are shown in Tables 1 and 2. Note that in the setup phase, the communication is dominated by sending Galois and relinearization keys of the underlying homomorphic encryption in BatchPIR to the server. As these keys remain independent of the server’s set, they can be sent only once and cached for repeated protocol executions [12, 16]. Consequently, this communication cost can be amortized over multiple client requests.

Performance of OKVR. We first test the performance of our main building block, i.e., OKVR, in Table 1. We report the communication and computation costs to show the scalability of OKVR. For example, for the server’s set size 2<sup>22</sup> and the client’s set size 2<sup>12</sup>, it only requires 13.041 MB and 9.313 seconds in the WAN setting. Moreover, we also test the length of the encoded vector and observe that the length of the dense part is much smaller than that of the sparse part. This is consistent with our construction in Section 4. We note that the size of the dense part can be further reduced when utilizing sparse OKVS without clustering. For instance, with
Table 2: Communication and runtime comparison of our protocols with previous works. The best result is marked in green, and the second best result is marked in blue.

<table>
<thead>
<tr>
<th>Param.</th>
<th>Protocol</th>
<th>Comm. (MB)</th>
<th>Time LAN (s)</th>
<th>Time WAN (s)</th>
<th>Time Mobile (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n t</td>
<td>Setup</td>
<td>Online</td>
<td>Setup</td>
<td>Online</td>
</tr>
<tr>
<td>PTTY19 [45]</td>
<td>0.308</td>
<td>32.859</td>
<td>0.100</td>
<td>7.020</td>
<td>2.224</td>
</tr>
<tr>
<td>Our UCPSI 2-Hash</td>
<td>18.172</td>
<td>1.872</td>
<td>82.666</td>
<td>3.655</td>
<td>87.271</td>
</tr>
<tr>
<td>Our UCPSI 3-Hash</td>
<td>18.172</td>
<td>2.457</td>
<td>58.875</td>
<td>1.937</td>
<td>64.045</td>
</tr>
</tbody>
</table>

**Communication comparison.** The comparison between our protocols and recent balanced circuit-PSI techniques, i.e., PTTY19, CGS22, and RR22, is reported in Table 2. We can observe that our protocols achieve the lowest online communication cost, outperforming them by 1.84 ~ 48.86×. Moreover, our protocols exhibit greater advantages when the difference between the set sizes of the client and server is significant. In addition, when comparing with SJ23, the communication of our constructions is 1.18 ~ 15.99× better than their protocols in the extremely unbalanced setting, e.g., the client set size of 2^4 and 2^8. For the client’s set size 2^12, our protocols still outperform the second construction of SJ23.

**Runtime comparison.** As evidenced by Table 2, our protocols consistently outperform balanced circuit-PSI works PTTY19, CGS22, and RR22 across all set sizes and network setups. Specifically, the runtime efficiency of our constructions surpasses these works by 1.50 ~ 39.81×. On the other hand, when compared with SJ23, the runtime of our constructions is 1.22 ~ 10.44× better in the extremely unbalanced setting, e.g., the client set size of 2^4 and 2^8. Moreover, we observe that SJ23 works well for relatively large client’s set sizes, e.g., 2^12, and has a similar high overhead even when the set size decreases. The reason is that SJ23 requires packing a large number of the client’s elements into a ciphertext and
amortizing the overhead of expensive FHE operations. Besides, the two SJ23 protocols have varying runtime results between LAN and Mobile settings due to large communication differences, which will affect the performance in bandwidth-limited settings. Rather, our two UCPSI constructions with 2-Hash and 3-Hash have a similar communication cost and particularly perform better in these constraint network settings.

7 Conclusion

In this work, we introduce unbalanced circuit-PSI constructions that achieve sublinear communication complexity in the size of the larger set. The core idea is the functionality and construction of Oblivious Key-Value Retrieval (OKVR), which may be of independent interest. We fully implement our constructions and state-of-the-art circuit-PSI protocols in a unified framework for fair comparisons. We evaluate the efficiency of our constructions and the results show that our scheme achieves up to $48.86 \times$ communication improvement and $39.81 \times$ runtime reduction over previous works.
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In some scenarios, each input item of the parties has an associated payload. The task is to compute a function of the payloads of the items in the intersection. In this section, we extend our unbalanced circuit-PSI protocol to support computing functions on the intersection of input sets along with associated payloads.

Formally, the client inputs a small set $X$ of size $t$ along with an associated value set $\tilde{X}$, and the server inputs a large key set $Y$ of size $n$ along with an associated value set $\tilde{Y}$. After the protocol, the two parties will compute a function on the intersection and the corresponding payloads. This construction is significantly built on our unbalanced circuit-PSI protocols in Figures 7 except for the following parts. (1) In step 3 of the unbalanced circuit-PSI protocol, the client samples random $r_i, w_i$, and defines $P_i := \{(y', r_i \parallel (\tilde{y} - w_i))\}$, where $y' = y \parallel j \in T_Y[i]$ for some $j \in [\beta]$ and $\tilde{y}$ is the payload of $y$. (2) In step 4, the two parties invoke $\mathcal{F}_{OKVR}$ on this new key-value pairs $P_i$, and the client obtains $r^*_i \parallel w^*_i$. After $\mathcal{F}_{OKVR}$, the generic 2PC functionality will then take as input $(r^*_i, w^*_i, x_i, \tilde{x}_i)$ from the client and $(r_i, w_i)$ from the server.

A Unbalanced Circuit-PSI with Payloads

In some scenarios, each input item of the parties has an associated payload. The task is to compute a function of the payloads of the items in the intersection. In this section, we