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#### Abstract

The NTRU assumption provides one of the most prominent problems on which to base post-quantum cryptography. Because of the efficiency and security of NTRU-style schemes, structured variants have been proposed, using modules. In this work, we create a structured form of NTRU using lattices obtained from orders in cyclic division algebras of index 2 , that is, from quaternion algebras. We present a public-key encryption scheme, and show that its public keys are statistically close to uniform. We then prove IND-CPA security of a variant of our scheme when the discriminant of the quaternion algebra is not too large, assuming the hardness of Learning with Errors in cyclic division algebras.
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## 1 Introduction

NTRU schemes provide one of the most efficient post-quantum cryptographic frameworks. While attacks such as lattice reduction can be used, known attacks are ineffective against NTRU with well-chosen parameters. This absence of decisive attacks against well-chosen parameters over a long period of time has led NTRU to have a prominent place in the geography of post-quantum cryptography. This is illustrated by two NTRU-based schemes reaching the third round of NIST's post-quantum standardization effort [19], [13. Moreover, partial security reductions for NTRU have been given in 46], 18], lending further weight to NTRU as a platform for cryptography.

The NTRU problem can be formulated as follows: if $f$ and $g$ are 'short' ring elements, and $h:=g \cdot f^{-1}$, find $(f, g)$ from $h \bmod q$, for some modulus $q \in \mathbb{Z}$. Typical choices of rings are polynomial rings of the form $\mathbb{Z}[x] /\left(x^{p}-1\right)$, $\mathbb{Z}[x] /\left(x^{2^{k}}+1\right)$, and $\mathbb{Z}[x] /\left(x^{p}-x-1\right)$ 24, 19, 9$]$. These enjoy fast algorithms for multiplication and low storage requirements. Moreover, a simple public-key encryption scheme can be based on the hardness of the NTRU problem.

The cryptanalytic history of NTRU is lengthy, beginning with lattice reduction attacks [17] and including meet-in-the-middle attacks [27, hybrid attacks [25], attacks based on decryption failures [26], and subfield attacks [2]. These often exploit particular design choices of specific NTRU schemes (such as a choice of ternary secrets, or an 'overstretched' choice of modulus, or the use
of rings with many subrings), and hence these weak(er) instances or parameters can be avoided by careful design. As a result, after 25 years of cryptanalysis, the NTRU assumption remains a trusted basis for cryptography.

The reliability and speed of NTRU has also prompted work exploring alternatively structured variants of NTRU [15], 16]. Whereas NTRU uses multiplication of elements in polynomial rings, these constructions use operations in modules over polynomial rings, and aim to instantiate efficient and compact NTRU schemes while enabling greater flexibility with parameter choices. However, neither of [15], [16 give a full proof of security: in [16], it is shown that module NTRU public keys are (asymptotically) close to uniform, if the modulus factors into only two prime ideals in the ring - yet the scheme uses primes which completely split in the ring; and the authors of 15 give no such proof.

Our Contributions In this work we study the NTRU problem in the context of quaternion algebras over number fields. In particular, we define NTRU in cyclic division algebras (CDAs) when the ring of scalars (the 'center') of the algebra is a cyclotomic field with power of two conductor. We call this NTRU variant 'CNTRU'. The dimension of these algebras over their center is a square, $d^{2}$, and the positive square-root of this dimension, $d$, is called the index of the algebra. When the index is 1 , the CDA is equal to its center, and so in our case is a cyclotomic field; when the index is 2 , the CDA is called a quaternion algebra. These quaternion algebras enjoy particularly nice properties (see e.g. [56]) and the proof of our main result on the uniformity of our NTRU public keys appears to fail when $d>2$. This is because when $d=2$ and the center is a cyclotomic field of power-of-two conductor, the number of roots of unity in the CDAs used equals the dimension of certain lattices $\mathcal{L}$ concerned, so letting $\lambda_{i}$ denote the $i$ th successive minimum of a lattice $\mathcal{L}$, we have $\lambda_{1}(\mathcal{L})=\lambda_{[\mathcal{L}: \mathbb{Z}]}(\mathcal{L})$ and can make use of results such as Lemma 3] when $d>2$, we can no longer apply such lemmas.

The specific algebras in which we consider our NTRU variant are constructed as follows: let $m$ be a prime power, $K=\mathbb{Q}\left(\zeta_{m}\right)$ be a cyclotomic field of conductor $m$, and $M=\mathbb{Q}\left(\zeta_{\ell m}\right)$, for some prime $\ell$ such that $\ell \equiv 1 \bmod m$ and $\ell \not \equiv 1 \bmod p m$ for any prime divisor $p$ of $m$. Then $M / K$ is cyclic Galois, with Galois group generated by (say) $\sigma$. Let $L$ be the intermediate field fixed by $\sigma^{2}$; this can be written explicitly as $L=\mathbb{Q}\left(\zeta_{m}, \sqrt{\ell}\right)$ when $m$ is a power of two. Set $u$ to be an element such that $u^{2}=\zeta_{m}$ and $u x=\theta(x) u$ for all $x \in L$, where $\operatorname{Gal}(L / K)=\langle\theta\rangle$. Then $\mathcal{A}=\left(L / K, \theta, \zeta_{m}\right)=L+u L$ is a quaternion algebra. We define $\Lambda:=$ $\mathcal{O}_{L}+u \mathcal{O}_{L}$ and $\Lambda_{q}:=\Lambda / q \Lambda$ for some prime $q$. We denote the units of $\Lambda_{q}$ by $\Lambda_{q}^{\times}$, and the center of $\Lambda$ by $\mathcal{Z}(\Lambda)$. We then prove, for these quaternion algebras,

Theorem 4. Let $\epsilon>0, q$ be a completely split prime, $p \in \mathcal{Z}\left(\Lambda_{q}^{\times}\right)$, and $\sigma \geq$ $4 n^{3 / 2} \sqrt[4]{\ell} \sqrt{2 \ln (32 n q)} q^{\frac{1}{2}+2 \epsilon}$. Let $y_{i} \in \Lambda_{q}$ and $z_{i}=-y_{i} p^{-1} \bmod q$ for $i=1,2$, and $D_{\sigma, z_{i}}^{\times}$denote $D_{\Lambda, \sigma}$ restricted by rejection to $\Lambda_{q}^{\times}+z_{i}$. Then when $d=2$,

$$
\Delta\left(\frac{y_{1}+p D_{\sigma, z_{1}}^{\times}}{y_{2}+p D_{\sigma, z_{2}}^{\times}} \bmod q, U\left(\Lambda_{q}^{\times}\right)\right) \leq 2^{22 n} q^{-8 n \epsilon}
$$

To achieve this, we prove a number of new results on $q$-ary lattices obtained from orders in CDAs (of a particular form). These results can be stated for any $d \geq 1$, but we restrict them to the case of interest, $d=2$.

We then proceed to study algorithms to encrypt and decrypt messages based on the NTRU problem in these quaternion algebras. We prove that if there is an efficient indistinguishability-under-chosen-plaintext attack (IND-CPA) algorithm for CNTRU, there is an algorithm with non-negligible advantage for decision CLWE 21, a structured form of learning with errors (LWE) in CDAs. The uniformity of CNTRU public keys (over invertible elements) forms a crucial part of the proof of this result. Moreover, this connection is in part a motivation for the particular CDAs we define NTRU over: the existence of a security proof for CLWE in these particular algebras linking SIVP on lattices obtained from ideals of $\Lambda$ to CLWE allows us to link SIVP and NTRU, too (it should be noted that the reduction from SIVP to CLWE holds for a (slightly) restricted space of secrets). We obtain
Lemma 1. Let $n \geq 8$ be a power of 2, $d=2$, $\ell \leq C n$, and $q \geq 8 n$ a prime such that $x^{n}+1$ splits completely modulo $q$. Let $\delta>0, p \in \mathcal{Z}\left(\Lambda_{q}^{\times}\right)$and $\sigma \geq$ $2 n^{3 / 2} \sqrt[4]{\ell} \sqrt{\ln (32 n q)} q^{\frac{1}{2}+2 \epsilon}$ satisfy the conditions of Lemma 18 and Theorem 4 . If there exists an IND-CPA attack algorithm $\mathcal{A}$ against CNTRU, running in time $T$ with advantage $\delta$, then there exists an algorithm to solve decision-CLWE ${ }_{\mathrm{HNF}}^{\times}$ that runs in time $T^{\prime}=T+O(\operatorname{poly}(n))$ with success probability $\delta^{\prime}=\delta-q^{-\Omega(n)}$.

Note the condition $\ell \leq C n$ for a constant $C$ : we impose a bound on $\ell$ in order to allow for a precise statement on the correctness of the decryption algorithm (see Lemma 18). This is necessary because of the form of $L$. Consider the square of field element $1+\sqrt{\ell}$; this is an element of small $\ell_{2}$-norm when using $1, \sqrt{\ell}$ as a basis of $L / K$, but its square, $1+\ell+2 \sqrt{\ell}$, may potentially be large indeed, if $\ell$ is large. This constraint amounts to a bound on the discriminant of the quaternion algebra, which has discriminant which we bound by $(n \sqrt{\ell})^{4 n}$ (Lemma 2); when $\ell \leq C n$, this becomes a function solely in $n=[K: \mathbb{Q}]$.

In practice, we have not found this imposition difficult to satisfy for small values of $C$. The interested reader is directed to [21, §3.4] and Appendix B of this paper for further discussion on parameter selection.

We also sketch a KEM and a signature scheme based on NTRU in CDAs in the appendix, to give examples of greater functionality from CNTRU.

|  | Cyclotomic NTRU $\overline{57}$ | ModFalcon | 16] |
| :---: | :---: | :---: | :---: |
| Ambient space | $\mathbb{Q}\left(\zeta_{n}\right)$, any $n$ | $\mathbb{Q}\left(\zeta_{\left.2^{r}\right)^{2}}\right.$ | $\mathcal{A}=L \oplus u L, L=\mathbb{Q}\left(\zeta_{2^{r}}, \sqrt{\ell}\right)$ |
| Z-Dimension | $\varphi(n)$ | $2^{r}$ | $2^{r+1}$ |
| Recommended $q$ | $q \equiv 1 \bmod n$ | $q \equiv 1 \bmod 2^{r}$ | $q$ completely split in $L$ |
| Provably secure $q$ | $q \equiv 1 \bmod n$ | $q \equiv 3 \bmod 8$ | $q$ completely split in $L$ |

Table 1: Comparison of Cyclotomic NTRU Variants

Previous Work There have been many algebraic variants of NTRU proposed over the years: in CTRU 20, the usual polynomials were replaced with elements
from the ring $\mathbb{F}_{2}[T][X] /\left(X^{n}-1\right)$; this was later subjected to a polynomial-time attack in 33, which also introduced NTRU over the Gaussian Integers. This idea was expanded by [41] and [51], which introduced NTRU over the Eisenstein integers (ETRU) and the ring of integers of $\mathbb{Q}(\sqrt{-7})$ (KTRU) respectively. More details on ETRU can be found in [40] and [29]. A version of NTRU using ideal lattices can be found in $\sqrt[30]{ }$, an attempt to secure CTRU can be found in [4, and an attempt to further secure ETRU can be found in 5.

There have also been more exotic attempts to improve NTRU: some of these include non-commutative variants such as [53], [35], [54], [6]; NTRU over group rings in [58; non-associative schemes in 34 and [52; and a variant with different invertibility conditions in [7]. A useful comparison of some of these schemes can be found in 47. An overview of NTRU can be found in 50.

Despite this flood of NTRU variants, we note that few of them generalise NTRU, in the sense that they do not offer a broader framework from which the traditional form of NTRU can emerge; rather, they simply replace the underlying ring, or make other subtle amendments. Two papers [15, [16] do develop general (module) versions of NTRU; these are compared to the construction featured in this paper below. Finally, we note recent works $10,[46, ~ 18]$ which provide reductions between various (module) NTRU problems, and also module LWE.

Paper Organization In the next section we state the mathematical background necessary for the rest of the paper. In section 3 we introduce NTRU, in section 4 CDAs, and combine these in section 5 . We then begin the mathematical work of the paper: section 6 is dedicated to $q$-ary lattices obtained from CDAs, section 7 to the CNTRU key generation algorithm, section 8 to proving INDCPA security of CNTRU (subject to the CLWE assumption). In the appendix we give possible parameters and sketch a KEM and signature scheme.

## 2 Preliminaries

Lattices An $n$-dimensional lattice is a discrete additive subgroup of $\mathbb{R}^{n}$. One can consider a lattice $\mathcal{L}$ to be the set of integer linear combinations of a set of vectors $B=\left\{\mathbf{b}_{1}, \ldots, \mathbf{b}_{k}\right\}$ that are linearly independent, for some $k \leq n$, written $\mathcal{L}(B)=\left\{\sum_{i=1}^{k} z_{i} \mathbf{b}_{i}: z_{i} \in \mathbb{Z}\right\}$. All lattices in this work will have $k=n$.

Definition 1. Let $\mathcal{L}$ be a lattice, and $\mathbb{R}^{n}$ be endowed with inner product $\langle\cdot, \cdot\rangle$. Then the set $\mathcal{L}^{*}=\left\{v \in \mathbb{R}^{n}:\langle\mathcal{L}, v\rangle \subset \mathbb{Z}\right\}$ is called the dual lattice of $\mathcal{L}$.

Recall $\lambda_{i}(\mathcal{L})$, the ' $i$ th successive minimum of $\mathcal{L}$ ', is the minimum length of a set of $i$ linearly independent vectors in $\mathcal{L}$, where the length of a set of vectors $\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right\}$ is $\max _{i}\left(\left\|\mathbf{x}_{i}\right\|\right)$, for some norm $\|\cdot\|$.

Discrete Gaussians For vector space $V \subset \mathbb{R}^{n}$ equipped with (Euclidean) norm $\|\cdot\|, \boldsymbol{c} \in V$, and $r>0$, we define the Gaussian function $\rho_{r, \boldsymbol{c}}: V \rightarrow(0,1]$ by
$\rho_{r, \boldsymbol{c}}(\boldsymbol{x})=\exp \left(-\pi\|\boldsymbol{x}-\boldsymbol{c}\| / r^{2}\right)$. If $\boldsymbol{c}=\mathbf{0}$, we write $\rho_{r}$.
The spherical Gaussian distribution $D_{r}$ over $\mathbb{R}^{n}$ outputs a vector $\mathbf{v}$ with probability proportional to $\rho_{r}(\mathbf{v})$, and an elliptical Gaussian $D_{\mathbf{r}}$ can be sampled as follows: fix a basis $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ of $\mathbb{R}^{n}$, and a vector $\mathbf{r}=\left(r_{1}, \ldots, r_{n}\right)$. Sample $x_{i} \leftarrow D_{r_{i}}$ (independently for $i \neq j$ ) and output $\sum_{i=1}^{n} x_{i} \mathbf{b}_{i}$.

The discrete Gaussian distribution $D_{\mathcal{L}, r, \boldsymbol{c}}$, defined over a lattice $\mathcal{L}$, outputs $\mathbf{x}$ with probability $\frac{\rho_{r, c}(\mathbf{x})}{\rho_{r, c}(\mathcal{L})}$ for each $\mathbf{x} \in \mathcal{L}$.

The smoothing parameter, defined below, will be used throughout this work:
Definition 2. Let $\mathcal{L}$ be a lattice and $\varepsilon>0$. Then the smoothing parameter $\eta_{\varepsilon}(\mathcal{L})$ of $\mathcal{L}$ is the smallest $r>0$ such that $\rho_{1 / r}\left(\mathcal{L}^{*} \backslash\{\mathbf{0}\}\right) \leq \varepsilon$.

We will use the following bounds on the smoothing parameter:
Lemma 2. [44, Lemma 3.5] For any full-rank lattice $\mathcal{L} \subseteq \mathbb{R}^{n}$ and $\epsilon \in(0,1)$, we have $\eta_{\epsilon}(\mathcal{L}) \leq \sqrt{\ln (2 n(1+1 / \epsilon)) / \pi} \cdot \frac{1}{\lambda_{1}^{\infty}\left(\mathcal{L}^{*}\right)}$.

Lemma 3. [37, Lemma 3.3] For any full-rank lattice $\mathcal{L} \subseteq \mathbb{R}^{n}$ and $\epsilon \in(0,1)$, we have $\eta_{\epsilon}(\mathcal{L}) \leq \sqrt{\ln (2 n(1+1 / \epsilon)) / \pi} \cdot \lambda_{n}(\mathcal{L})$.

The statistical distance between distributions $D, D^{\prime}$ over a discrete set $S$ is denoted $\Delta\left(D, D^{\prime}\right)=\frac{1}{2} \sum_{x \in S}\left|D(x)-D^{\prime}(x)\right|$. We also need the following lemmas:

Lemma 4. [37, Lemma 4.1] For a lattice $\mathcal{L}$ over $\mathbb{R}^{n}, \varepsilon>0, r \geq \eta_{\varepsilon}(\mathcal{L})$, and $\boldsymbol{x} \in$ $\mathbb{R}^{n}$, the statistical distance between $\left(D_{r}+\boldsymbol{x}\right) \bmod \mathcal{L}$ and the uniform distribution modulo $\mathcal{L}$ is bounded above by $\varepsilon / 2$. Equivalently, $\rho_{r}(\mathcal{L}+\boldsymbol{x}) \in\left[\frac{1-\varepsilon}{1+\varepsilon}, 1\right] \cdot \rho_{r}(\mathcal{L})$

Lemma 5. [14, Theorem 1] For any positive definite $\Sigma$, vector $\boldsymbol{c}$, lattice coset $A:=\Lambda+\mathbf{a} \subset \boldsymbol{c}+\operatorname{span}(\Sigma)$, and injective linear transformation $\mathbf{T}$, we have

$$
\mathbf{T}\left(D_{A, \sqrt{\Sigma}, \boldsymbol{c}}\right)=D_{\mathbf{T} A, \mathbf{T} \sqrt{\Sigma}, \mathbf{T} c}
$$

Lemma 6. [37, Lemma 4.4] For any full-rank lattice $\mathcal{L} \subseteq \mathbb{R}^{n}$, $\boldsymbol{c} \in \mathbb{R}^{n}, \delta \in(0,1)$ and $\sigma \geq \eta_{\delta}(\mathcal{L})$, we have $\operatorname{Pr}_{\boldsymbol{b} \leftarrow D_{\mathcal{L}, \sigma, \mathrm{c}}}[\|\boldsymbol{b}\| \geq \sigma \sqrt{n}] \leq \frac{1+\delta}{1-\delta} 2^{-n}$.

Number Fields A number field is a finite field-extension of $\mathbb{Q}$. We will be especially interested in cyclotomic fields, $\mathbb{Q}\left(\zeta_{n}\right)$, where $\zeta_{n}$ is such that the smallest integer $m$ such that $\zeta_{n}^{m}=1$ is $m=n$. In this setting the degree $\left[\mathbb{Q}\left(\zeta_{n}\right): \mathbb{Q}\right]=\varphi(n)$, where $\varphi$ is the totient function. We recall that $\varphi\left(p^{r}\right)=p^{r-1}(p-1)$.

A degree- $n$ number field $K$ is Galois over $\mathbb{Q}$ if the set of $K$-automorphisms fixing $\mathbb{Q}$ pointwise, $\operatorname{Gal}(K / \mathbb{Q})$, forms a group. The automorphisms $\sigma_{i} \in \operatorname{Gal}(K / \mathbb{Q})$ extend to embeddings $\sigma_{i}: K \hookrightarrow \mathbb{C}$. Using these embeddings, we embed $K \hookrightarrow$ $\mathbb{C}^{n}$ via $\sigma_{K}: x \mapsto\left(\sigma_{1}(x), \ldots, \sigma_{n}(x)\right)$. Defining a space $H=\left\{x \in \mathbb{C}^{n}: x_{i}=\right.$ $\overline{x_{n-i}}$ for $\left.i \in[n]\right\}$, we have $\sigma_{K}(K) \subset H$, and $\mathbb{R}^{n} \cong H$ as an inner product space. Thus the image of any discrete additive subgroup of $K$ under $\sigma_{K}$ can be considered a lattice. The map $\sigma_{K}$ is called the canonical embedding. These definitions
extend straightforwardly to a finite extension of number fields $L / K$.
An alternative way to embed a Galois number field into $\mathbb{R}^{n}$ is to write $K=\mathbb{Q}(\alpha)$ for some element $\alpha$ and writing $x=x_{1} \alpha+\ldots+x_{n} \alpha^{n}$ for $x \in K, x_{i} \in \mathbb{Q}$. The element $x$ can then be mapped to $\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$. This is called the coefficient embedding of $x$, denoted coeff $(x)$.

Any Galois number field $K$ contains a subring called the ring of integers of the field, which consists of the field elements which are the root of a monic polynomial with integral coefficients. We denote this subring $\mathcal{O}_{K}$. For any ideal $\mathcal{I}$ of $\mathcal{O}_{K}$, we define the dual ideal $\mathcal{I}^{\vee}=\left\{x \in K: T_{K / \mathbb{Q}}(x \mathcal{I}) \subset \mathbb{Z}\right\}$. Here $T_{K / \mathbb{Q}}(\cdot)=\sum_{\sigma \in \operatorname{Gal}(K / \mathbb{Q})} \sigma(\cdot)$.

Bases of Real Quadratic Extensions of Cyclotomics We consider an extension $L / K$, where $K=\mathbb{Q}\left(\zeta_{2^{r}}\right), L=K(\sqrt{\ell})=\mathbb{Q}\left(\zeta_{2^{r}}, \sqrt{\ell}\right)$ and $\operatorname{gcd}(2, \ell)=1$. With $n=[K: \mathbb{Q}]$ and $m=2^{r}, \varphi(m)=n$. Define the powerful basis of $L / \mathbb{Q}$ as

$$
\vec{p}=\left(1, \zeta_{m}, \ldots, \zeta_{m}^{n-1}, \sqrt{\ell}, \zeta_{m} \sqrt{\ell}, \ldots, \zeta_{m}^{n-1} \sqrt{\ell}\right)
$$

We obtain a matrix from this by applying the canonical embedding to each entry:

$$
\sigma_{L}(\vec{p})=\left(\sigma_{L}(1), \sigma_{L}\left(\zeta_{m}\right), \ldots, \sigma_{L}\left(\zeta_{m}^{n-1}\right), \sigma_{L}(\sqrt{\ell}), \sigma_{L}\left(\zeta_{m} \sqrt{\ell}\right), \ldots, \sigma_{L}\left(\zeta_{m}^{n-1} \sqrt{\ell}\right)\right)
$$

This is a $2 n \times 2 n$ matrix. To find the singular values of this matrix, we compute $\sigma_{L}(\vec{p})^{*} \sigma_{L}(\vec{p})$. This is diagonal with two blocks: the top left $n \times n$ diagonal entries are all equal to $m$, and the bottom right $n \times n$ to $m \ell$. The eigenvalues of a diagonal matrix are its non-zero entries, so the singular values of $\sigma_{L}(\vec{p})$ are $\sqrt{[L: \mathbb{Q}]}, \sqrt{[L: \mathbb{Q}] \ell}$. Denoting the largest singular value by $s_{1}(\vec{p})$ and the smallest by $s_{2 n}(\vec{p})$, we have $s_{1}(\vec{p})=\sqrt{[L: \mathbb{Q}] \ell}, s_{2 n}(\vec{p})=\sqrt{[L: \mathbb{Q}]}$. Since

$$
\sigma_{L}(x)=\sigma_{L}(\vec{p}) \cdot \operatorname{coeff}(x)
$$

for $x \in L$, we find $\left\|\sigma_{L}(x)\right\| \leq s_{1}(\vec{p})\|x\|_{\vec{p}}$, where $\|\cdot\|_{\vec{p}}$ is the norm obtained by writing $x$ in the $\vec{p}$ basis and taking the coefficient embedding. Conversely,

$$
\|x\|_{\vec{p}} \leq \frac{1}{s_{2 n}(\vec{p})}\left\|\sigma_{L}(x)\right\|=\frac{1}{\sqrt{[L: \mathbb{Q}]}}\left\|\sigma_{L}(x)\right\|
$$

The $s_{i}(\vec{p})$ can in practice be taken to be polynomial in $n$, if desired. We will be interested in the above for integral elements $x \in \mathcal{O}_{L}$, which has powerful basis

$$
\left(1, \zeta_{m}, \ldots, \zeta_{m}^{n-1}, \frac{1+\sqrt{\ell}}{2}, \zeta_{m} \frac{1+\sqrt{\ell}}{2}, \ldots, \zeta_{m}^{n-1} \frac{1+\sqrt{\ell}}{2}\right)
$$

when $\ell \equiv 1 \bmod 4$. Upon computing the singular values of $\sigma(\vec{p})$, we find that
Proposition 1. Let $n=2^{r-1}$, $\ell \equiv 1 \bmod 2^{r}$ a prime, and $L=\mathbb{Q}\left(\zeta_{2^{r}}, \sqrt{\ell}\right)$. Then, using the powerful basis of $\mathcal{O}_{L}$, we have
$s_{1}(\vec{p})=\frac{\sqrt{n}}{2} \sqrt{\ell+5+\sqrt{\ell^{2}-6 \ell+25}} \& s_{2 n}(\vec{p})=\frac{\sqrt{n}}{2} \sqrt{\ell+5-\sqrt{\ell^{2}-6 \ell+25}}$

Proof. The symmetric matrix $\sigma(\vec{p})^{*} \sigma(\vec{p})$ has a block form: the top left block is $[L: \mathbb{Q}] \cdot I_{2^{r-1}}$, where $I_{2^{r-1}}$ is the $2^{r-1} \times 2^{r-1}$ identity matrix, the lower right block is $2^{r-2} \cdot(\ell+1)$, and the top right and lower left blocks are $2^{r-1} \cdot I_{2^{r-1}}$. The eigenvalues of this matrix are $\lambda_{i}=2^{r-2} \cdot \frac{\ell+5 \pm \sqrt{\ell^{2}-6 \ell+25}}{2}$. So the singular values are $s_{i}(\vec{p})=\sqrt{2^{r-2} \cdot \frac{\ell+5 \pm \sqrt{\ell^{2}-6 \ell+25}}{2}}=\frac{\sqrt{n}}{2} \sqrt{\ell+5 \pm \sqrt{\ell^{2}-6 \ell+25}}$.

If $\vec{d}$ is the dual of $\vec{p}$, we obtain $s_{1}(\vec{d})=\frac{1}{s_{2 n}(\vec{p})}, s_{2 n}(\vec{d})=\frac{1}{s_{1}(\vec{p})}$. We will use bounds in terms of this 'decoding basis'; in particular, for $x \in \mathcal{O}_{L}^{\vee}$,

$$
\|x\|_{\vec{d}} \leq \frac{1}{s_{2 n}(\vec{d})}\left\|\sigma_{L}(x)\right\|=\frac{\sqrt{n}}{2} \sqrt{\ell+5+\sqrt{\ell^{2}-6 \ell+25}}\left\|\sigma_{L}(x)\right\|
$$

When $\ell$ is bounded by some integer multiple of $n$, say $\ell \leq C n$ for $C \geq 2$, we can use the bound $s_{1}(\vec{p})<2 C n$, when $n \geq 4$.

Discretisation We will need the following distribution:
Definition 3. 39] Denote by Bern the Bernoulli distribution and let $a \in \mathbb{R}$. The univariate Reduction distribution $\operatorname{Red}(a)=\operatorname{Bern}(\lceil a\rceil-a)-(\lceil a\rceil-a)$ is defined

$$
\operatorname{Red}(\mathrm{a}):=\left\{\begin{array}{l}
1+a-\lceil a\rceil, \text { with probability }\lceil a\rceil-a \\
a-\lceil a\rceil, \text { with probability } 1+a-\lceil a\rceil
\end{array}\right.
$$

A random variable $\boldsymbol{R}=\left(R_{1}, \cdots, R_{n}\right)^{T} \in \mathbb{R}^{n}$ has a multivariate Reduction distribution $R \sim \operatorname{Red}(\boldsymbol{a})$ on $\mathbb{R}^{n}$ for parameter $\boldsymbol{a}=\left(a_{1}, \cdots, a_{n}\right)^{T}$ if $R_{j} \sim \operatorname{Red}\left(a_{j}\right)$ for $j=1, \cdots, n$ are independent univariate Reduction random variables.

Definition 4. Let $\mathcal{L}=\mathcal{L}(B)$ be an $n$-dimensional lattice under the canonical embedding. For $c \in H$, the coordinatewise randomized rounding (CRR) discretisation $\lfloor X\rceil_{\mathcal{L}+c}^{B}$ of random variable $X$ to $\mathcal{L}+c$ is defined by

$$
\lfloor X\rceil_{\mathcal{L}+c}^{B}=X+B \operatorname{Red}\left(B^{-1}(c-X)\right)
$$

Extend this to $H^{d}$ by applying the discretisation in each coordinate. The discretisation variable on $H$ is 0 -subgaussian:

Definition 5. For any $\delta \geq 0$, a multivariate random variable $\boldsymbol{X}$ on $\mathbb{R}^{n}$ (resp. $H)$ is $\delta$-subgaussian with standard parameter $b \geq 0$ if

$$
E\left(e^{\langle\boldsymbol{t}, X\rangle}\right) \leq e^{\delta} e^{\frac{1}{2} b^{2}\|\boldsymbol{t}\|^{2}}, \quad \text { for all } \boldsymbol{t} \in \mathbb{R}^{n}(\text { resp. } \boldsymbol{t} \in H)
$$

Extend this to $H^{d}$ by saying a multivariate random variable $\boldsymbol{Z}$ on $H^{d}$ is $\delta$ subgaussian with standard parameter $b \geq 0$ if $\boldsymbol{Z}$ is $\delta$-subgaussian with standard parameter $b \geq 0$ in each $H$-coordinate ( $H^{d} \cong \mathbb{R}^{n d^{2}}$ as $\mathbb{R}$-vector spaces). Formally,

Definition 6. A multivariate random variable $\boldsymbol{Z}$ on $H^{d}$ is $\delta$-subgaussian with standard parameter $b \geq 0$ if

$$
E\left(e^{\langle\boldsymbol{t}, Z\rangle}\right) \leq e^{\delta} e^{\frac{1}{2} b^{2}\|\boldsymbol{t}\|^{2}}, \quad \text { for all } \boldsymbol{t} \in H^{d}
$$

Definition 7. A random variable $\boldsymbol{Z}$ on $\mathbb{R}^{n}$ (or $H$ ) is noncentral subgaussian with noncentrality $\|E(\boldsymbol{Z})\| \geq 0$ and deviation $d \geq 0$ if the centered random variable $\boldsymbol{Z}_{0}=\boldsymbol{Z}-E(\boldsymbol{Z})$ is 0-subgaussian with standard parameter $d$.

We will need the following lemmas:
Lemma 7. [38] Suppose that $B$ is a column basis matrix for a lattice in $H$ with largest singular value $s_{1}(B)$ and $\boldsymbol{Z}$ is an independent noncentral subgaussian random variable with deviation $d_{Z}$. The $C R R$ discretisation of $\boldsymbol{Z},\lfloor\boldsymbol{Z}\rceil_{\Lambda+c}^{B}$ is noncentral subgaussian with noncentrality $\|E(\boldsymbol{Z})\|$ and deviation $\left(d_{\boldsymbol{Z}}^{2}+\left(\frac{1}{2}\right)^{2} s_{1}(B)^{2}\right)^{\frac{1}{2}}$.

When $L=\mathbb{Q}\left(\zeta_{n}, \sqrt{\ell}\right)$ for $n$ a power of two, $\operatorname{gcd}(n, \ell)=1$, this becomes
Lemma 8. Suppose that $B$ is a column basis matrix for a lattice in $H^{d}$ with largest singular value $s_{1}(B)$ and $\boldsymbol{Z}$ is an independent noncentral subgaussian random variable with deviation $d_{Z}$. The $C R R$ discretisation of $\boldsymbol{Z}$ to $\lfloor\boldsymbol{Z}\rceil_{\Lambda+c}^{B}$ is noncentral subgaussian with noncentrality $\|E(\boldsymbol{Z})\|$ and deviation $\left(d_{\boldsymbol{Z}}^{2}+\frac{1}{2} s_{1}(B)^{2}\right)^{\frac{1}{2}}$.

Proof. As in 38 , Theorem 2], but with an extra factor of $\sqrt{2}$ from taking the matrix norm of the basis.

## 3 NTRU

We begin by defining the problem underlying schemes based on NTRU.

## The NTRU Assumption

Definition 8. (NTRU instances) Let $\mathcal{R}$ be a ring and $q \in \mathbb{Z}_{\geq 2}$ a modulus. An instance of NTRU is an element $h \in \mathcal{R}_{q}$ such that $h \cdot f=g \bmod q \mathcal{R}$ for some pair of non-zero elements $(f, g) \in \mathcal{R}$.

We are interested in the following problem, based off NTRU instances:
Definition 9. (The NTRU problem) Let $\mathcal{R}$ and $q$ be as above, and $\epsilon>0$. Let $\mathcal{D}$ be a distribution over instances of NTRU. The NTRU problem is, given $h \leftarrow \mathcal{D}$, to find non-zero $(f, g)$ such that $h \cdot f=g \bmod q \mathcal{R}$ and $\|f\|,\|g\| \leq \frac{\sqrt{q}}{\epsilon}$.

The hardness of the NTRU problem varies significantly, depending on $\epsilon$.

Connection to Lattices The solutions over $\mathcal{R}$ to the defining equation $h f \equiv$ $g \bmod q$ form a lattice, denoted

$$
\mathcal{L}_{h, q}=\left\{(x, y) \in \mathcal{R}^{2}: h x-y \equiv 0 \bmod q\right\}
$$

The sum of two solutions to the defining equation is again a solution, and one can also observe that for any $z \in \mathcal{R}$ and $(f, g) \in \mathcal{L}_{h, q}, z(f, g)$ satisfies $z h f-z g \equiv$ $z(h f-g) \equiv 0 \bmod q$. Thus $\mathcal{L}_{h, q}$ is a $\mathcal{R}$-module of rank 2 , and the NTRU problem can be rephrased as a shortest vector problem in the NTRU lattice $\mathcal{L}_{h, q}$.

Encryption Scheme The NTRU encryption scheme, as in 24, runs as follows:
KeyGen: Let $\mathcal{S}_{f}, \mathcal{S}_{g}, \mathcal{S}_{\phi}$, and $\mathcal{S}_{M}$ be sets of polynomials in $\mathcal{R}=\mathbb{Z}[x] /(t(x))$ for some degree- $N$ polynomial $t(x)$. Let $q \gg p \in \mathbb{Z}$ be coprime. Select $f$ from $\mathcal{S}_{f}$ and $g$ from $\mathcal{S}_{g}$, such that $f$ is invertible modulo both $q$ and $p$. Compute $h=g \cdot f^{-1} \bmod q$; this polynomial $h$ is the public key, and $(f, g)$ the private key. Encryption: Suppose the message is $M$, taken from $\mathcal{S}_{M}$. Then to encrypt $M$, select $\phi$ from $\mathcal{S}_{\phi}$ and compute $c=p \phi \cdot h+M \bmod q$. This is the ciphertext.
Decryption: To decrypt $c$, first compute $a=f \cdot c \bmod q$. Then compute $f^{-1}$. $a \bmod p$, to recover $M \bmod p$. This decryption holds provided the coefficients of $a$ lie in the correct interval. Otherwise, there is a small chance of decryption failure. Parameters can be chosen to eliminate the chance of decryption failure.
Correctness: Observe that

$$
a=f \cdot c \bmod q=f \cdot(p \phi \cdot h+M) \bmod q=p \phi \cdot g+f \cdot M \bmod q
$$

so that finally $f^{-1} \cdot a \bmod p=f^{-1} \cdot(p \phi g+f \cdot M) \bmod p=f^{-1} \cdot(f M) \bmod p=$ $M \bmod p$, provided that when we reduce $a$ modulo $q$ (taking the coefficients between $\frac{-q}{2}$ and $\frac{q}{2}$ ), we obtain simply the polynomial $a$.

Further Discussion of NTRU There are a variety of parameter choices currently used to instantiate NTRU. In the paper initially proposing the NTRU problem 24], the ring $\mathcal{R}=\mathbb{Z}[x] /\left(x^{N}-1\right)$ was used, with $N$ prime (and the authors recommended using Sophie Germain primes). Of the two final round NTRU-based schemes in NIST's post-quantum standardization process, NTRU [13] samples $f$ and $g$ from $\mathbb{Z}[x] /(t(x))$ with $t(x)=\Phi_{n}(x)$, where $n$ is prime and $\overline{\Phi_{n}}(x)$ is the $n$th cyclotomic polynomial. This is contrasted by NTRU Prime [9], which uses $t(x)=x^{p}-x-1$ for some prime $p$ (not to be confused with the modulus of the previous section), such that $\mathbb{Z}_{q}[x] /\left(x^{p}-x-1\right)$ is a field.

We also note here that $f$ and $g$ are often chosen to be binary or ternary polynomials (i.e. coefficients are in $\{0,1\},\{-1,0,1\}$ respectively), which increases efficiency, but which has been subjected to meet-in-the-middle attacks 25.

Structured Forms of NTRU Two papers have proposed structured forms of NTRU using modules [15, 16]. The authors construct NTRU modules of the
following form, where $\mathcal{R}=\mathcal{O}_{K}$ for a number field $K$ :

$$
\mathcal{L}_{\mathbf{h}, q}=\left\{(\mathbf{f}, g)^{T} \in \mathcal{R}^{d+1}:\langle\mathbf{f}, \mathbf{h}\rangle-g \equiv 0 \bmod q\right\} .
$$

Here $g$ is a ring element and $\mathbf{f}$ is an $d$-dimensional vector over $\mathcal{R}$, and embedding the lattice (via either coefficients or ring embeddings) yields lattices in $\mathbb{R}^{(d+1) n}$, where $\operatorname{dim}_{\mathbb{Z}}(\mathcal{R})=n$. Multiple samples can be taken and written in the following form, where we have chosen $d$ samples to obtain square matrices for convenience of expression (note squareness of the matrices involved is not required):

$$
\mathcal{L}_{\mathbf{h}, q}=\left\{(\mathbf{F}, \mathbf{g})^{T} \in \mathcal{R}^{d \times(d+1)}: \mathbf{F h}-\mathbf{g} \equiv \mathbf{0} \bmod q\right\}
$$

These are more general objects than those considered in this work. However, the authors of 16 are able to prove uniformity of their NTRU public keys only for certain prime moduli, those splitting into two prime ideals in $\mathcal{R}$ (those congruent to 3 modulo 8 ), which are usually not the primes used in practice and their recommended parameters are completely split primes and a module rank of 2 , over a power-of-two cyclotomic field. They prove:

Theorem 1 (Theorem A.1, [16]). Let $K$ be a cyclotomic number field of degree $d$ and maximal order $R$. Let $n \geq m \geq 1$. Let $q$ be a prime integer which factors as $q R=\mathfrak{p}_{1} \mathfrak{p}_{2}$, where the $\mathfrak{p}_{i}$ 's have algebraic norm $q^{d / 2}$. For $s \geq 2 d q^{m /(n+m)+2 /(d(n+m))}$, we have:

$$
\Delta\left(\mathcal{E}_{s}, U\left(R_{q}^{n \times m}\right)\right) \leq 2^{-\Omega(d)}
$$

where $\mathcal{E}_{s}$ is the distribution of $\mathbf{F}^{-1} \mathbf{G} \bmod q$, for $\mathbf{F}, \mathbf{G}$ with entries chosen according to discrete Gaussians.

In contrast, restricting ourselves to more structured modules, we obtain a full proof of uniformity of our public keys, for completely split primes in rank 2 . Our modules are obtained from cyclic division algebras.

## 4 Cyclic Division Algebras

In this section we define the cyclic algebras we will use to generalise NTRU.
Definition 10. Let $K / \mathbb{Q}$ be a number field of degree $n$, and $L / K$ be a Galois extension of degree $d$ with cyclic Galois group, i.e. $\operatorname{Gal}(L / K)=\langle\theta\rangle$ for some automorphism $\theta$. Consider the direct sum

$$
\bigoplus_{i=0}^{d-1} u^{i} L=L \oplus u L \oplus u^{2} L \oplus \ldots \oplus u^{d-1} L
$$

subject to the relations $u^{d}=\gamma \in \mathcal{O}_{K}$, and $x \cdot u=u \cdot \theta(x)$, for all $x \in L$.
We denote this direct $\operatorname{sum} \mathcal{A}=(L / K, \theta, \gamma)$, which is a cyclic algebra.
Definition 11. A cyclic algebra $\mathcal{A}=(L / K, \theta, \gamma)$ is a division algebra if for every element $a \in \mathcal{A}$, there exists an inverse element $a^{-1} \in \mathcal{A}$ such that $a \cdot a^{-1}=1$.

In order to ensure that our algebras are division, we will need to ensure they meet the following condition, known as the non-norm condition:

Lemma 9. 1] Let $\mathcal{A}=(L / K, \theta, \gamma)$ be a $C D A$. Then $\mathcal{A}$ is a division algebra if and only if $\gamma$ is a non-norm element, i.e. $\nexists x \in L: N_{L / K}(x)=\gamma$.

The construction of non-norm elements is therefore crucial in finding division algebras. In 21, much discussion was given to finding such elements - we recap this below, after the following definitions.

In NTRU, polynomials are often sampled from subrings of fields. We now define the corresponding mathematical object within cyclic algebras from which it is suitable to sample elements.

Definition 12. A $\mathbb{Z}$-order, $\mathcal{O}$, in $\mathcal{A}=(L / K, \theta, \gamma)$ is a finitely generated $\mathbb{Z}$ module such that $\mathcal{O} \cdot \mathbb{Q}=\mathcal{A}$ and $\mathcal{O}$ is a subring of $\mathcal{A}$ with the same identity element as $\mathcal{A}$. Note $\mathcal{O} \cdot \mathbb{Q}=\left\{\sum_{i=1}^{m} a_{i} q_{i}: a_{i} \in \mathcal{O}, q_{i} \in \mathbb{Q}, m \in \mathrm{Z}_{\geq 1}\right\}$.

Definition 13. Define the natural order to be the order of the form

$$
\Lambda=\bigoplus_{i=0}^{d-1} u^{i} \mathcal{O}_{L}=\mathcal{O}_{L} \oplus u \mathcal{O}_{L} \oplus u^{2} \mathcal{O}_{L} \oplus \ldots \oplus u^{d-1} \mathcal{O}_{L}
$$

where $\mathcal{O}_{L}$ denotes the ring of integers of $L$.
Given a prime $q \in \mathbb{Z}$, we can take the quotient of $\Lambda$ to obtain

$$
\begin{aligned}
\Lambda_{q} & =\Lambda / q \Lambda=\bigoplus_{i=0}^{d-1} u^{i}\left(\mathcal{O}_{L} / q \mathcal{O}_{L}\right) \\
& =\mathcal{O}_{L} / q \mathcal{O}_{L} \oplus u\left(\mathcal{O}_{L} / q \mathcal{O}_{L}\right) \oplus u^{2}\left(\mathcal{O}_{L} / q \mathcal{O}_{L}\right) \oplus \ldots \oplus u^{d-1}\left(\mathcal{O}_{L} / q \mathcal{O}_{L}\right)
\end{aligned}
$$

When $R=\mathbb{Z}[x] / \Phi_{n}(x), R$ is the ring of integers of the $n$th cyclotomic field, say $L$; then $R_{q}=\mathcal{O}_{L} / q \mathcal{O}_{L}$. So $\Lambda_{q}$ can be seen as a tuple of elements of $R_{q}$, equipped with a noncommutative multiplication induced by multiplication by $u$.

Fixing the $L$-basis of $\mathcal{A},\left\{u^{i}\right\}_{i \geq 0}$, we can express an element as the linear map $\phi(x)$ given by left multiplication on the $u^{i}$. For example, if $x=\oplus_{i=0}^{d-1} u^{i} x_{i} \in \mathcal{A}$,

$$
\phi(x)=\left(\begin{array}{cccc}
x_{0} & \gamma \theta\left(x_{d-1}\right) & \ldots & \gamma \theta^{d-1}\left(x_{1}\right) \\
x_{1} & \theta\left(x_{0}\right) & \ldots & \ldots \theta^{d-1}\left(x_{2}\right) \\
\ldots & \ldots & \ldots & \ldots \\
x_{d-1} & \theta\left(x_{d-2}\right) & \ldots & \theta^{d-1}\left(x_{0}\right)
\end{array}\right) .
$$

This is called the left regular representation.
If we denote the $n$ embeddings $K \hookrightarrow \mathbb{C}$ by $\alpha$, we can extend these to embeddings of $L$ (which, in an abuse of notation, we also denote by $\alpha$ ). It can be seen that all the $n d$ embeddings of $L$ are obtained from the set $\left\{\alpha \circ \theta^{i}\right\}_{\alpha, i}$. So we may form a vector in $\mathbb{R}^{n d^{2}}$ from $x$ by concatenating the vectorized images of the $\alpha(\phi(x))$ for all $\alpha \in \operatorname{Emb}(K)$. Then the image of any discrete additive subgroup
of $\mathcal{A}$ is mapped to a lattice in $\mathbb{R}^{n d^{2}}$. Finally, we define two norms on $\mathcal{A}$ : we set $\|x\|_{p}^{p}=\sum_{\alpha \in \operatorname{Emb}(K)} \sum_{i, j}\left|\alpha\left(\phi(x)_{i, j}\right)\right|^{p}$, and $\|x\|_{\infty}=\max _{\alpha, i, j}\left|\alpha\left(\phi(x)_{i, j}\right)\right|$, where $\phi(x)_{i, j}$ denotes the $i, j$ th entry of $\phi(x)$. We may use $\|\cdot\|$ to denote $\|\cdot\|_{2}$.

Let $\operatorname{Tr}(\cdot)$ be the map $\operatorname{Tr}(x)=T_{K / \mathbb{Q}} \circ \operatorname{trace}(\phi(x))$, for $x \in \mathcal{A}$. This map is symmetric and additive. The dual of an ideal $\mathcal{I}$ is the set

$$
\mathcal{I}^{\vee}=\{x \in \mathcal{A}: \operatorname{Tr}(x \mathcal{I}) \subset \mathbb{Z}\}
$$

We also define a multiplicative norm on ideals. Let $\mathcal{I}$ be an integral ideal of a maximal order $\mathcal{O}$; then $N_{\mathcal{A} / \mathbb{Q}}(\mathcal{I}):=|\mathcal{O} / \mathcal{I}|$.

We now outline the construction of CDAs using cyclotomic fields as in 21. Let $m=p^{r}$ be a prime power, $K=\mathbb{Q}\left(\zeta_{m}\right)$ and $M=\mathbb{Q}\left(\zeta_{\ell m}\right)$, for a prime $\ell$ such that $\ell \equiv 1 \bmod m$ and $\ell \not \equiv 1 \bmod p m$. Then $M / K$ is cyclic Galois, with Galois group generated by (say) $\theta$. Let $L$ be the intermediate field fixed by $\theta^{d}$. It can be verified that $\zeta_{m}$ is not the norm of any element of $L$, so $\left(L / K, \theta, \zeta_{m}\right)$ is a division algebra. Moreover, $\Lambda$ is maximal with respect to inclusion in $\mathcal{A}$. Security reductions for LWE in these algebras were given; here we investigate the properties of NTRU implemented in such an algebra.

In the case $d=2, L$ is the compositum of $K$ and the unique quadratic subfield of $\mathbb{Q}\left(\zeta_{\ell}\right)$, which is $\mathbb{Q}(\sqrt{\ell})$. Thus $L=\mathbb{Q}\left(\zeta_{m}, \sqrt{\ell}\right)$ and $\Lambda=\mathcal{O}_{L}+u \mathcal{O}_{L}$. We now prove an upper bound on the discriminant of $\Lambda$ :

Definition 14. $\operatorname{disc}(\Lambda / \mathbb{Z}):=\left\{\operatorname{det}\left(\operatorname{Tr}\left(x_{i} x_{j}\right)\right)_{i, j=1}^{n d^{2}} \mid\left(x_{1}, \ldots, x_{n d^{2}}\right) \in \Lambda^{n d^{2}}\right\}$.
It was proved in 55, Lemma 2.9] that $\operatorname{disc}\left(\Lambda / \mathcal{O}_{K}\right)=\operatorname{disc}(L / K)^{d} \gamma^{d(d-1)}$. Since in our case $\gamma$ is a root of unity, this simplifies to $\operatorname{disc}\left(\Lambda / \mathcal{O}_{K}\right)=\operatorname{disc}(L / K)^{d}$.

Proposition 2. Let $L=\mathbb{Q}\left(\zeta_{2^{r}}, \sqrt{\ell}\right), r \geq 2, \ell \equiv 1 \bmod 2^{r}$, and $K=\mathbb{Q}\left(\zeta_{2^{r}}\right)$. Then

$$
\operatorname{disc}(\Lambda / \mathbb{Z}) \leq(n \sqrt{l})^{4 n}
$$

Proof. Since $u^{i} \mathcal{O}_{L}$ and $u^{j} \mathcal{O}_{L}$ are orthogonal with respect to the trace form, except when $i+j \equiv 0 \bmod 2$, we have

$$
\begin{aligned}
\operatorname{det}\left(\operatorname{Tr}\left(u x_{k} u x_{\ell}\right)\right)_{k, \ell=1}^{2 n} & =\operatorname{det}\left(u^{2} \operatorname{Tr}\left(x_{k} x_{\ell}\right)\right)_{k, \ell=1}^{2 n}=\gamma^{n d} \operatorname{det}\left(\operatorname{Tr}\left(x_{k} x_{\ell}\right)\right)_{k, \ell=1}^{2 n} \\
& =\operatorname{det}\left(\operatorname{Tr}\left(x_{k} x_{\ell}\right)\right)_{k, \ell=1}^{2 n}=\operatorname{disc}(L / \mathbb{Q}),
\end{aligned}
$$

for some $x_{i} \in \mathcal{O}_{L}$, since $\gamma=\zeta_{n}$.
It now suffices to prove that $\operatorname{disc}(L / \mathbb{Q}) \leq(n \sqrt{\ell})^{2 n}$. Since $L$ is the compositum of $K=\mathbb{Q}\left(\zeta_{2^{r}}\right)$ and $\mathbb{Q}(\sqrt{\ell})$, we can apply a general formula on the discriminants of composita (e.g. [36, ex. 23(c)]) to obtain

$$
\operatorname{disc}(L / \mathbb{Q})=\operatorname{disc}(K / \mathbb{Q})^{2} \operatorname{disc}(\mathbb{Q}(\sqrt{\ell}) / \mathbb{Q})^{n}
$$

We combine $\operatorname{disc}(K / \mathbb{Q}) \leq n^{n}$ with $\operatorname{disc}(\mathbb{Q}(\sqrt{\ell}) / \mathbb{Q})=\ell$ for the result.

Proposition 3. [8, Proposition 2.5] Let $\Lambda$ be as above and $\mathcal{I} \subset \Lambda$ be an integral ideal. Then

$$
\operatorname{Vol}(\mathcal{I})=N_{\mathcal{A} / \mathbb{Q}}(\mathcal{I}) \sqrt{\operatorname{disc}(\Lambda / \mathbb{Z})}
$$

We will use the following bound on the shortest vector of a $\Lambda$-ideal lattice under the canonical embedding, with repect to a $p$-norm, $\lambda_{1}^{p}(\mathcal{L})$ :

Proposition 4. (cf. [45, Lemma 6.1]) Let $\mathcal{I}$ be an ideal of $\Lambda$. Then

$$
\lambda_{1}^{p}(\mathcal{I}) \leq\left(n d^{2}\right)^{1 / p} N_{\mathcal{A} / \mathbb{Q}}(\mathcal{I})^{1 / n d^{2}} \operatorname{disc}(\Lambda / \mathbb{Z})^{1 / 2 n d^{2}}
$$

Proof. Since $\|x\|_{p} \leq\left(n d^{2}\right)^{\frac{1}{p}}\|x\|_{\infty}$, we bound $\|x\|_{\infty}$. Recall $\mathcal{A} \hookrightarrow H^{d} \subset\left(\mathbb{R}^{r_{1}} \times\right.$ $\left.\mathbb{C}^{2 r_{2}}\right)^{d}$, with $r_{1}+2 r_{2}=n d$. Set $C=\left\{x \in H^{d}:\|x\|_{\infty} \leq 1\right\}$ and note $\operatorname{Vol}(C)=$ $2^{n d^{2}}\left(\frac{\pi}{2}\right)^{r_{2} d}$. Then if $\beta^{n d^{2}}>\left(\frac{2}{\pi}\right)^{r_{2} d} N_{\mathcal{A} / \mathbb{Q}}(\mathcal{I}) \sqrt{\operatorname{disc}(\Lambda / \mathbb{Z})}$, we have

$$
\begin{aligned}
\operatorname{Vol}(\beta C) & =\beta^{n d^{2}} \operatorname{Vol}(C)>\left(\frac{2}{\pi}\right)^{r_{2} d} N_{\mathcal{A} / \mathbb{Q}}(\mathcal{I}) \sqrt{\operatorname{disc}(\Lambda / \mathbb{Z})} 2^{n d^{2}}\left(\frac{\pi}{2}\right)^{r_{2} d} \\
& =N_{\mathcal{A} / \mathbb{Q}}(\mathcal{I}) \sqrt{\operatorname{disc}(\Lambda / \mathbb{Z})} 2^{n d^{2}}=\operatorname{Vol}(\mathcal{I}) 2^{n d^{2}}
\end{aligned}
$$

By Minkowski's theorem, $\beta C$ contains a lattice point from $\mathcal{I}$, so $\lambda_{1}^{\infty}(\mathcal{I}) \leq \beta$.
This implies that in the $\ell_{2}$-norm, $\lambda_{1}(\Lambda) \leq\left(n d^{2}\right)^{1 / 2}(n \sqrt{\ell})^{1 / 2}=d n \sqrt[4]{\ell}$.
Proposition 5. Let $\Lambda \subset \mathcal{A}=(L / K, \theta, \gamma)$ where $|\gamma|=1,[L: K]=d$ and $[K: \mathbb{Q}]=n$. Then, for $x=\oplus_{i=0}^{d-1} u^{i} x_{i} \in \Lambda, \mathcal{I}$ an ideal of $\Lambda$,

$$
\|x\|_{p} \geq[\mathcal{A}: \mathbb{Q}]^{1 / p} \cdot\left(\prod_{0 \leq i<d}\left|N_{L / \mathbb{Q}}\left(x_{i}\right)\right|\right)^{1 /[\mathcal{A}: \mathbb{Q}]}
$$

When $\mathcal{I}=\mathfrak{J} \Lambda$ for some $\mathcal{O}_{K}$-ideal $\mathfrak{J}$ and $\overline{\mathcal{I}}:=\mathcal{I} \cap \mathcal{O}_{L}$, then

$$
\lambda_{1}^{p}(\mathcal{I}) \geq[\mathcal{A}: \mathbb{Q}]^{1 / p} \cdot\left|N_{L / \mathbb{Q}}(\overline{\mathcal{I}})\right|^{d /[\mathcal{A}: \mathbb{Q}]}, \text { and } \lambda_{1}^{\infty}(\mathcal{I}) \geq\left(N_{L / \mathbb{Q}}(\overline{\mathcal{I}})\right)^{1 / n d}
$$

Proof. See Appendix A.

Mapping Between Bases of $\mathcal{A}$ We will later need to consider mapping between the coefficient embedding of an element and the canonical embedding of the same element, via a linear transformation. Let $d=2$; then $\mathcal{A}$ embeds into $H^{2}$ under the canonical embedding. Now, since $\Lambda=\mathcal{O}_{L}+u \mathcal{O}_{L}$, and $\mathcal{O}_{L}=\mathbb{Z}\left[\zeta_{2^{r}}, \frac{1+\sqrt{\ell}}{2}\right]$, a matrix acting on a vector to map it to a coefficient embedding representation should act on the first and second coordinates $\left(\sigma_{L}(\Lambda)\right)_{i}, i=1,2$ in the desired way. Thus the required transformation is $V_{\Lambda}=\left(\begin{array}{cc}\sigma(\vec{p}) & \mathbf{0} \\ \mathbf{0} & \sigma(\vec{p})\end{array}\right)$. Note if $\sigma(\vec{p})$ is invertible, so is $V_{\Lambda}$. We do similarly
with respect to $\vec{d}$ and $\Lambda$. We can then obtain bounds for norms defined over these bases: for $x \in \Lambda$ with $d=2$ we obtain

$$
\|x\|_{\sigma(\vec{d})} \leq \sqrt{2} s_{1}(\vec{p})\|x\| .
$$

Note that when $d=1, K=L$ and $\mathcal{A}=K$. This is the fact that will enable us to generalise NTRU schemes which sample elements from $\mathbb{Z}[x] /\left(\Phi_{2^{r}}(x)\right)$, using algebras of the form $\mathcal{A}=\left(L / \mathbb{Q}\left(\zeta_{2^{r}}\right), \theta, \zeta_{n}\right)$; when $d=1$, we will recover the familiar families of polynomials in certain spaces, generalising NTRU, ETRU and others. If one uses CDAs over fields $K$ where $K$ is some other popular choice of field for NTRU, one obtains generalisations of those schemes too.

CLWE and its Security Below, we link the hardness of NTRU in CDAs to that of LWE in CDAs. Here we introduce CLWE, and begin by defining a distribution on the error distributions used to establish the hardness of CLWE:
Definition 15. Define the distributions $\Sigma_{\alpha}$ as the set of Gaussian distributions $\Sigma$ over $\bigoplus_{i=0}^{d-1} u^{i} L_{\mathbb{R}}$ with Gaussian marginal distribution in the $(i, j)^{\text {th }}$ coordinate with parameter $r_{i, j} \leq \alpha$. The error distribution $\Upsilon_{\alpha}$ on the family of error distributions is sampled from by choosing $\Sigma \in \Sigma_{\alpha}$ and adding it to $D_{r}$, where each $r_{i}:=\alpha\left(\left(n \cdot d^{2}\right)^{1 / 4} \cdot \sqrt{y_{i}}\right)$ for $y_{1}, \ldots, y_{n \cdot d^{2}}$ sampled from $\Gamma(2,1)$.

Then the CLWE distribution, and decision CLWE problem, are as follows:
Definition 16. Let $L / K$ be a Galois extension of number fields with $[L: K]=d$ and $[K: \mathbb{Q}]=n$, with $\operatorname{Gal}(L / K)$ cyclic, generated by $\theta$. Let $\mathcal{A}:=(L / K, \theta, \gamma)$ be the resulting cyclic $K$-algebra with element $u$ such that $u^{d}=\gamma \in \mathcal{O}_{K}$ and $\gamma$ satisfying the non-norm condition. Let $\Lambda$ be the natural order of $\mathcal{A}$. For an error distribution $\psi$ over $\bigoplus_{i=0}^{d-1} u^{i} L_{\mathbb{R}}, q \geq 2$, and secret $s \in \Lambda_{q}^{\vee}$, a sample from the CLWE distribution $\Pi_{q, s, \psi}$ is obtained by sampling $a \leftarrow \Lambda_{q}$ uniformly at random, $e \leftarrow \psi$, and outputting $(a, b)=\left(a,(a \cdot s) / q+e \bmod \Lambda^{\vee}\right) \in\left(\Lambda_{q}, \bigoplus_{i=0}^{d-1} u^{i} L_{\mathbb{R}}\right) / \Lambda^{\vee}$.
Let $\Upsilon$ be as above and $U_{\Lambda}$ the uniform distribution on $\left(\Lambda_{q},\left(\bigoplus_{i=0}^{d-1} u^{i} L_{\mathbb{R}}\right) / \Lambda^{\vee}\right)$. Then the decision CLWE problem, DCLWE $_{q, \Upsilon}$, is on input a collection of independent samples from $\Pi_{q, s, \psi}$ for a random choice of $(s, \psi) \leftarrow U\left(\Lambda_{q}^{\vee}\right) \times \Upsilon$ or from $U_{\Lambda}$, to decide which is the case (with non-negligible advantage).

Recall the following security reductions for CLWE, from 21):
Theorem 2. Let $\mathcal{A}$ be a cyclic division algebra over a number field $L$ with center $K$ and natural, maximal order $\Lambda$ with $|\gamma|=1$. Let $\alpha=\alpha(n) \in(0,1)$ and $q=q(n) \geq 2$, unramified in $L$, be parameters such that $\alpha \cdot q \geq \omega\left(\sqrt{\log \left(n d^{2}\right)}\right)$. Then, there is a polynomial-time quantum reduction from $\mathcal{A}-S I V P_{\xi}$ to search $C L W E_{q, \Sigma_{\alpha}}$ for any $\sqrt{8 N d} \cdot \xi=(\omega(\sqrt{d n}) / \alpha)$.

Theorem 3. Let $\Lambda$ be the natural order of a cyclic algebra $\mathcal{A}=(L / K, \theta, \gamma), q \in$ $\operatorname{poly}(n)$, and assume that $\alpha \cdot q \geq \eta_{\varepsilon}\left(\Lambda^{\vee}\right)$ for a negligible $\varepsilon=\varepsilon(n)$. Then, there is a probabilistic reduction from search CLWE ${ }_{q, \Sigma_{\alpha}, G}$ for any pairwise different $G \subset \Lambda_{q}^{\vee}$ to decision $C L W E_{q}, \Upsilon_{\alpha}$ which runs in time polynomial in $n$.

These reductions combine to ground the security of decision CLWE on SIVP over ideal lattices in CDAs. Thus if we connect the security of NTRU to that of CLWE, we will have connected the security of NTRU to SIVP. However, we require a particular variant of CLWE to which to reduce NTRU. Here we recall the variant of RLWE used in 48]. Let $s \in R_{q}$ and $\psi$ be a distribution over $R_{q}$. Define $A_{s}^{\times}$as the distribution obtained by sampling ( $a$, as $+e$ ) with $(a, e) \leftarrow$ $U\left(R_{q}^{\times}\right) \times \psi$, where $R_{q}^{\times}$is the set of invertible elements of $R_{q}$. When $q=\Omega(n)$, the probability of a uniform element of $R_{q}$ being invertible is non-negligible, so RLWE is hard even when $A_{s, \psi}$ and $U\left(R_{q} \times R_{q}\right)$ are replaced by $A_{s, \psi}^{\times}$and $U\left(R_{q}^{\times} \times R_{q}\right)$ respectively. Denote this variant by RLWE $\times$.

It is known that $s$ can be chosen from the same distribution as $e$ without losing security (see (3). The authors of 48 call the variant of RLWE when the secret and error are both chosen from the error distribution RLWE ${ }_{\mathrm{HNF}}^{\times}$. To see this, let algorithm $\mathcal{A}$ be able to solve $\mathrm{RLWE}_{\mathrm{HNF}}^{\times}$. One can transform samples $\left(\left(a_{i}, b_{i}\right)\right)_{i}$ into samples $\left(\left(a_{1}^{-1} a_{i}, b_{i}-a_{1}^{-1} b_{1} a_{i}\right)\right)_{i}$, where inversion is performed in $R_{q}^{\times}$. This transformation maps $A_{s, \psi}^{\times}$to $A_{-e_{1}, \psi}^{\times}$, and $U\left(R_{q}^{\times} \times R_{q}\right)$ to itself. Note that $b_{i}-a_{1}^{-1} b_{1} a_{i}=a_{i} s+e_{i}-a_{1}^{-1}\left(a_{1} s+e_{1}\right) a_{i}=a_{i} s+e_{i}-a_{i} s-a_{1}^{-1} e_{1} a_{i}=$ $-a_{1}^{-1} a_{i} e_{1}+e_{i}$.

We can define CLWE ${ }^{\times}$analogously: let $s \in \Lambda_{q}$, $e \leftarrow \chi$, and $a \leftarrow U\left(\Lambda_{q}^{\times}\right)$. Output $(a, a s+e) \in \Lambda_{q}^{\times} \times \oplus_{i=0}^{d-1} u^{i} L_{\mathbb{R}}$, and call the distribution obtained $A_{q, s, \chi}^{\times}$. We can take $s$ from the same distribution as the error to obtain $\operatorname{CLWE}_{H N F}^{\times}$; to see the transformation as in the RLWE case, transform CLWE ${ }^{\times}$samples into $\operatorname{CLWE}_{H N F}^{\times}$samples via the transformation $\left(a_{i}, b_{i}\right) \mapsto\left(a_{i} a_{1}^{-1}, b_{i}-a_{i} a_{1}^{-1} b_{1}\right)$.

## 5 NTRU in CDAs

In the following, we follow the method outlined in [24 to implement NTRU in CDAs. After demonstrating that the basic form of NTRU adapts easily to our context, we will go on to discuss the tweaks, improvements, and modifications that have arisen in the literature, and how they can be brought into CDAs. For convenience, we refer to NTRU in a cyclic division algebra as CNTRU .

## NTRU Instances in CDAs

Definition 17. (CNTRU instances) Let $\mathcal{A}=(L / K, \theta, \gamma)$ be an algebra as constructed above, and $\Lambda$ the natural order. Let $q \in \mathbb{Z} \geq 2$. An instance of CNTRU is an element $h \in \Lambda_{q}$ such that $f \cdot h=g \bmod q \Lambda$ for non-zero pair $(f, g) \in \Lambda$.

We define the NTRU problem for CDAs, based off CNTRU instances:
Definition 18. (The CNTRU problem) Let $\Lambda$ and $q$ be as above, and $\epsilon>0$. Let $\mathcal{D}$ be a distribution over instances of CNTRU. The CNTRU problem is, given $h \leftarrow \mathcal{D}$, to find non-zero $(f, g)$ such that $f \cdot h=g \bmod q \Lambda$ and $\|f\|,\|g\| \leq \frac{\sqrt{q}}{\epsilon}$.

NTRU Lattices from CDAs We now consider the lattices generated by CNTRU instances. These lattices are a generalization of 16] and 15]'s lattices: take a private key $(f, g) \in \Lambda^{2}$ and public key $h=f^{-1} g \bmod q \Lambda$. Observe that the pair $(f, g)$ satisfies

$$
\begin{equation*}
f h-g=0 \bmod q \Lambda \tag{1}
\end{equation*}
$$

so in the same way as NTRU, the set $S=\left\{(f, g) \in \Lambda^{2}: f h-g=0 \bmod q \Lambda\right\} \subset \Lambda^{2}$ is a left $\Lambda$-module (i.e. $S$ is additively closed and closed under multiplication from $\Lambda$ on the left). We note that if we changed our convention and considered

$$
\left\{(f, g) \in \Lambda^{2}: h f-g=0 \bmod q \Lambda\right\}
$$

instead, we could write a generator matrix for this second (right) $\Lambda$-module as $\left(\begin{array}{rr}-h & 1 \\ q & 0\end{array}\right)$ where the columns generate the module over $\Lambda^{2}$. By fixing a basis $\left\{u^{i}\right\}_{i}$, we can then rewrite this matrix to obtain one with entries in $\mathcal{O}_{L},\binom{-H \mid I_{d}}{$\hline$q I_{d} \mid 0}$ where

$$
H=\left(\begin{array}{ccccc}
h_{0} & \gamma \theta\left(h_{d-1}\right) & \gamma \theta^{2}\left(h_{d-2}\right) & \ldots & \gamma \theta^{d-1}\left(h_{1}\right) \\
h_{1} & \theta\left(h_{0}\right) & \gamma \theta^{2}\left(h_{d-1}\right) & \ldots & \gamma \theta^{d-1}\left(h_{2}\right) \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
h_{d-1} & \theta\left(h_{d-2}\right) & \theta^{2}\left(h_{d-3}\right) & \ldots & \theta^{d-1}\left(h_{0}\right)
\end{array}\right)
$$

Note that in the module NTRU examples referenced above, the element $h$ defines a vector over a field, so appears in just one column of the corresponding matrix, whereas one sample of CNTRU for $[L: K]=d$ results in $h \bmod q$ defining an NTRU-style matrix with $d$ columns determined by $h$, as can be seen. This is (loosely) equivalent to $d$ samples of module NTRU.

To make the comparison explicit, recall that module forms of NTRU rely on lattices of the form

$$
\mathcal{L}_{\mathbf{h}, q}=\left\{(\mathbf{F}, \mathbf{g}) \in \mathcal{R}^{d \times(d+1)}: \mathbf{F h}-\mathbf{g} \equiv \mathbf{0} \bmod q\right\} .
$$

In this case, one can see that these $\mathcal{R}$-modules have a similar form to the CNTRU modules defined above as

$$
\mathcal{L}_{h, q}=\left\{(f, g)^{T} \in \Lambda^{2}: f h-g \equiv 0 \bmod q\right\}
$$

when ring multiplication is expanded in matrix-vector form using the regular representation of $\Lambda$ :

$$
\mathcal{L}_{h, q}=\left\{(\mathbf{f}, \mathbf{g})^{T} \in \mathcal{O}_{L}^{2 d \times 1}: \phi(f) \mathbf{h}-\mathbf{g} \equiv 0 \bmod q\right\}
$$

Thus we expect the hardness of NTRU problems in CDAs to lie between that of NTRU over rings and NTRU over modules. Moreover, because of the ring structure of $\Lambda$, one could use algorithms such as 11 to follow the analysis of 21] and gain (asymptotic) efficiency over standard forms of module NTRU. Finally, we note that the storage required for a CNTRU private key is much less than the module case (for multiple samples), because of the structure of $\phi(f)$ as compared with that of $F$, using the above notation. In particular, one only has to store the first column of $\phi(f)$, as opposed to the entire matrix.

NTRU-based PKE To develop encryption based on the CNTRU problem, we proceed as in 24. Take the following setup: let $\mathcal{A}=(L / K, \theta, \gamma)$ be a CDA, and $\Lambda \subset \mathcal{A}$ the natural order, assumed to be maximal. Let $K=\mathbb{Q}\left(\zeta_{2^{r}}\right),[K: \mathbb{Q}]=n$, and $[L: K]=d$. Then $\Lambda=\mathcal{O}_{L} \oplus u \mathcal{O}_{L} \oplus \ldots \oplus u^{d-1} \mathcal{O}_{L}$. Denote by $\mathcal{S}_{f}, \mathcal{S}_{g}, \mathcal{S}_{\phi}$, and $\mathcal{S}_{M}$ sets of elements of $\Lambda$. Select $p, q \in \mathbb{Z}$ such that $\operatorname{gcd}(p, q)=1$ and $p \ll q$.

Key creation: Select $f$ from $\mathcal{S}_{f}$, and $g$ from $\mathcal{S}_{g}$. Furthermore, ensure that $f$ has inverses in $\Lambda_{q}$ and in $\Lambda_{p}$. Set $(p k, s k):=(h,(f, g))$ where

$$
h:=f^{-1} \cdot g \bmod q \Lambda .
$$

Encryption: Select a message $M$ from $\mathcal{S}_{M}$ and $\phi$ from $\mathcal{S}_{\phi}$. Then use the public key, $h$, to form the element

$$
c:=p h \cdot \phi+M \bmod q \Lambda .
$$

Decryption: To decrypt $c$, compute $a:=f \cdot c \bmod q \Lambda$, then $f^{-1} \cdot a \bmod p \Lambda$.

Correctness Note that

$$
\begin{aligned}
a & =f \cdot c \bmod q=f \cdot(p h \cdot \phi+M) \bmod q=f p h \cdot \phi+f \cdot M \bmod q \\
& =p f \cdot\left(f^{-1} \cdot g\right) \cdot \phi+f \cdot M \bmod q=p g \phi+f \cdot M \bmod q
\end{aligned}
$$

since $f \cdot f^{-1} \equiv 1 \bmod q$. Then

$$
\begin{aligned}
f^{-1} \cdot a \bmod p & =f^{-1}(p g \cdot \phi)+f^{-1}(f \cdot M)=p\left(f^{-1} g \phi\right)+\left(f^{-1} \cdot f\right) \cdot M \bmod p \\
& =\left(f^{-1} \cdot f\right) \cdot M \bmod p=M \bmod p
\end{aligned}
$$

Remark: This is basically the same as NTRU, but we have to be careful about the order we multiply elements, because of noncommutativity.

Observe that when $d=1$, we are in the usual set up for NTRU. We could choose the sets $\mathcal{S}_{f}, \mathcal{S}_{g}$ etc. to be analogous to the ring case, if for example we wanted $f$ and $g$ to be ternary.

Note that the original NTRU scheme doesn't meet the IND-CPA security condition (though 46 gives partial reductions for search and decision NTRU problems). Below we will state an adaptation to the above scheme, and mirror the security guarantee of 48].

## 6 Results on $\boldsymbol{q}$-ary Lattices

In this section we prove a regularity lemma on $q$-ary lattices obtained from the natural order of our family of CDAs.

Uniformity of the NTRU Public Key Distribution We ultimately aim to demonstrate near-uniformity of the CNTRU public key distribution, focusing on the case $d=2$. Almost all of the argument below holds for arbitrary $d$, but one step restricts us to $d=2$; we leave the removal of this restriction as a topic of future research. We prove our result for completely split primes, but note that the proof can be adapted for any prime which is unramified in $L$.

Let $\Lambda$ be the natural order of a CDA as above, where $[K: \mathbb{Q}]=n$ and $[L: K]=d$. Let $q \in \mathbb{Z}$ be prime, such that $q$ is unramified in $\mathcal{O}_{L}$. Then:

Lemma 10. [43, Proposition 4] Suppose that $\mathcal{I}=\mathfrak{q}$ is a prime in $\mathcal{O}_{K}$, such that $\mathfrak{q} \mathcal{O}_{L}=\mathfrak{Q}_{1} \mathfrak{Q}_{2} \cdots \mathfrak{Q}_{g}$ in $L$, with $\gamma \neq 0 \bmod \mathfrak{q}$. Then the only proper two-sided ideal of $\Lambda$ containing $\mathcal{I}$ is $\mathcal{I} \Lambda=\oplus_{j=0}^{d-1} u^{j} \mathfrak{q} \mathcal{O}_{L}$.

Since in our case $\Lambda$ is a maximal order, ideals uniquely factorize into products of prime ideals and prime ideals are maximal. By the above lemma all unramified two-sided ideals of $\Lambda$ factor into a product of ideals of the form $\mathfrak{q} \Lambda$, where $\mathfrak{q}$ lies in $K$. Thus any two-sided unramified ideal can be expressed as $\mathcal{I}=\prod_{i \in S} \mathfrak{q}_{i} \Lambda$, for some indexing set $S$. In the following, we will consider the ideals lying above $q \Lambda$, where $q$ splits completely $L$ : these have the form $\mathcal{I}=\prod_{i \in S} \mathfrak{q}_{i} \Lambda$ where $q \mathcal{O}_{K}=$ $\prod_{i}^{n} \mathfrak{q}_{i}$ and $S \subset\{1, \ldots, n\}$. We now define the following module lattices:

Definition 19. Let $q \geq 2$ be a prime completely split in $\mathcal{O}_{L}$. Let $\mathcal{I}$ be an ideal of $\Lambda$ of the form $\mathcal{I}=\prod_{i \in S} \mathfrak{q}_{i} \Lambda$ containing $q \Lambda$, and $\mathcal{I}_{S}$ be an ideal of $\Lambda_{q}$ of the form $\mathcal{I}_{S}=\prod_{i \in S} \mathfrak{q}_{i} \Lambda / q \Lambda$ for some $S \subset\{1, \ldots, n\}$. Let $m \geq 2$ and $\boldsymbol{a}=\left(a_{1}, \ldots, a_{m}\right) \in \Lambda_{q}^{m}$.

$$
\boldsymbol{a}^{\perp}\left(\mathcal{I}_{S}\right):=\left\{\left(t_{1}, \ldots, t_{m}\right) \in \mathcal{I}^{m}: \sum_{i} t_{i} a_{i} \equiv 0 \bmod q\right\}, \text { and }
$$

$$
L\left(\boldsymbol{a}, \mathcal{I}_{S}\right):=\left\{\left(t_{1}, \ldots, t_{m}\right) \in\left(\Lambda^{\vee}\right)^{m}: t_{i} \equiv a_{i} s \bmod q \mathcal{I}^{\vee} \text { for some } s \in \Lambda^{\vee}, \forall i\right\}
$$

Lemma 11. $\boldsymbol{a}^{\perp}\left(\mathcal{I}_{S}\right)=q\left(L\left(\boldsymbol{a}, \mathcal{I}_{S}\right)\right)^{\vee}$, and $L\left(\boldsymbol{a}, \mathcal{I}_{S}\right)=q\left(\boldsymbol{a}^{\perp}\left(\mathcal{I}_{S}\right)\right)^{\vee}$.
Proof. To show $\boldsymbol{a}^{\perp}\left(\mathcal{I}_{S}\right) \subset q\left(L\left(\boldsymbol{a}, \mathcal{I}_{S}\right)\right)^{\vee}$, we show that any $\boldsymbol{t}=\left(t_{1}, \ldots, t_{m}\right) \in$ $\boldsymbol{a}^{\perp}\left(\mathcal{I}_{S}\right)$ has $\operatorname{Tr}(\boldsymbol{t} \cdot \boldsymbol{z}) \equiv 0 \bmod q$ for any $\left.\boldsymbol{z} \in L\left(\boldsymbol{a}, \mathcal{I}_{S}\right)\right)^{\vee}$. Write $z_{i}=a_{i} s+$ $q z_{i}^{\prime}$, for $s \in \Lambda^{\vee}$ and $z_{i}^{\prime} \in \mathcal{I}^{\vee}$. Then $\operatorname{Tr}(\boldsymbol{t} \cdot \boldsymbol{z})=\operatorname{Tr}\left(\sum_{i} t_{i} z_{i}\right)=\sum_{i} \operatorname{Tr}\left(t_{i} z_{i}\right)=$ $\sum_{i} \operatorname{Tr}\left(t_{i} a_{i} s\right)+\operatorname{Tr}\left(q \cdot t_{i} z_{i}^{\prime}\right)=\operatorname{Tr}\left(\sum_{i}\left(t_{i} a_{i}\right) s\right)+q \operatorname{Tr}\left(t_{i} z_{i}^{\prime}\right) \in q \mathbb{Z}$.

To show the reverse containment, let $\left.x \in L\left(\boldsymbol{a}, \mathcal{I}_{S}\right)\right)^{\vee}$. We show $\sum_{i} q x_{i} a_{i} \equiv$ $0 \bmod q$ and $q x_{i} \in \mathcal{I}$. Note $\left.q \cdot\left(\mathcal{I}^{\vee}\right)^{m} \in L\left(\boldsymbol{a}, \mathcal{I}_{S}\right)\right)^{\vee}$. Set $v_{i}$ to be an element of $\left.L\left(\boldsymbol{a}, \mathcal{I}_{S}\right)\right)^{\vee}$ with zeroes everywhere except for the $i$ th entry, which is $q s^{\prime}$ for $s^{\prime} \in \mathcal{I}^{\vee}$. Then $\operatorname{Tr}\left(x \cdot v_{i}\right)=\operatorname{Tr}\left(q \cdot x_{i} s^{\prime}\right) \in \mathbb{Z}$, so $q x_{i} \in \mathcal{I}$. Moreover, for all $\boldsymbol{t} \in L\left(\boldsymbol{a}, \mathcal{I}_{S}\right)$ ), we have $\operatorname{Tr}(\boldsymbol{x} \cdot \boldsymbol{t}) \in \mathbb{Z}$. Writing $t_{i}=a_{i} s+q t_{i}^{\prime}$ where $t_{i}^{\prime} \in \mathcal{I}^{\vee}$, we obtain $\operatorname{Tr}(\boldsymbol{x} \cdot \boldsymbol{t})=\sum_{i} \operatorname{Tr}\left(x_{i} a_{i} s+q x_{i} t_{i}^{\prime}\right)=\operatorname{Tr}\left(\left(\sum_{i} x_{i} a_{i}\right) s\right)+\sum_{i} \operatorname{Tr}\left(q x_{i} t_{i}^{\prime}\right) \in \mathbb{Z}$, and hence we have $\operatorname{Tr}\left(\left(\sum_{i} x_{i} a_{i}\right) s\right) \in \mathbb{Z}$. So $\sum_{i} x_{i} a_{i} \in \Lambda$, as required.

We now lower bound the shortest vector in $\left.L\left(\boldsymbol{a}, \mathcal{I}_{S}\right)\right)$, probabilistically. Recall the construction of our algebras: $K=\mathbb{Q}\left(\zeta_{2^{r}}\right)$ with $[K: \mathbb{Q}]=n, M=\mathbb{Q}\left(\zeta_{2^{r} \cdot \ell}\right)$ for a prime $\ell$ congruent to $1 \bmod 2^{r}$, and $L$ is intermediate of degree 2 over $K$.

Lemma 12. Let $S \subset\{1, \ldots, n\}, m \geq 2$, $d=2$, and $\epsilon>0$. Then $\left.\lambda_{1}^{\infty}\left(L\left(\boldsymbol{a}, \mathcal{I}_{S}\right)\right)\right) \geq$ $B:=q^{\beta} /(n \sqrt{\ell})$, where $\beta=\left(1-\frac{|S|}{n}\right)\left(\frac{3}{4}-\frac{1}{m}\right)-\epsilon$, except with probability at most $2^{(1+10 m) n} q^{-4 m n \epsilon}$, where $\boldsymbol{a} \leftarrow U\left(\Lambda_{q}^{\times}\right)^{m}$.

Proof. Set $P=\operatorname{Pr}_{\boldsymbol{a} \leftarrow U\left(\left(\Lambda_{q}^{\times}\right)\right)^{m}}\left[L\left(\boldsymbol{a}, \mathcal{I}_{S}\right)\right.$ contains $\left.\boldsymbol{t} \neq \mathbf{0}:\|\boldsymbol{t}\|_{\infty}<q^{\beta} / n d\right]$. To bound this, consider $P(\boldsymbol{t}, s):=\operatorname{Pr}_{\boldsymbol{a} \leftarrow U\left(\left(\Lambda_{q}^{\times}\right)^{m}\right)}\left[t_{i} \equiv a_{i} s \bmod q \mathcal{I}^{\vee}, \forall i\right]$. This, because $\boldsymbol{t} \in\left(\Lambda^{\vee}\right)^{m}$ lies in $L\left(\boldsymbol{a}, \mathcal{I}_{S}\right)$ iff $t_{i} \equiv a_{i} s \bmod q \mathcal{I}^{\vee}$ for some $s \in \Lambda^{\vee}$. Since the $a_{i}$ are sampled independently, we can rewrite this as $P(\boldsymbol{t}, s)=\prod_{i}^{m} P_{i}\left(t_{i}, s\right)$, where $P_{i}\left(t_{i}, s\right):=\operatorname{Pr}_{a_{i} \leftarrow U\left(\Lambda_{q}^{\times}\right)}\left[t_{i} \equiv a_{i} s \bmod q \mathcal{I}^{\vee}\right]$. So we obtain

$$
P \leq \sum_{\substack{\boldsymbol{t} \in\left(\mathcal{I}^{\vee}\right)^{m}: \\ 0<\left\|t_{i}\right\|_{\infty}<B \forall i}} \sum_{s \in \Lambda^{\vee} / q \mathcal{I}^{\vee}} \prod_{i}^{m} P_{i}\left(t_{i}, s\right)
$$

Now, since $\mathcal{I}=\prod_{i \in S} \mathfrak{q}_{i} \Lambda$, we have $\mathcal{I}^{-1}=\prod_{i \in S} \mathfrak{q}_{i}^{-1} \Lambda$, and $q \mathcal{I}^{\vee}=q \mathcal{I}^{-1} \Lambda^{\vee}=$ $\left(\prod_{i=1}^{n} \mathfrak{q}_{i} \Lambda\right)\left(\prod_{i \in S} \mathfrak{q}_{i}^{-1} \Lambda\right) \Lambda^{\vee}=\prod_{i \in S^{\prime}} \mathfrak{q}_{\mathfrak{i}} \Lambda^{\vee}$, where $S^{\prime}=\{1, \ldots, n\} \backslash S$. By the CRT $\mathcal{I}^{\vee} / q \mathcal{I}^{\vee} \cong \mathcal{I}^{\vee} / \mathfrak{q}_{i_{1}} \Lambda^{\vee} \times \ldots \times \mathcal{I}^{\vee} / \mathfrak{q}_{i_{\mid} S^{\prime} \mid} \Lambda^{\vee}$, for a subsequence $i_{j} \in S^{\prime}, j=1, \ldots,\left|S^{\prime}\right|$.

We claim that if $P_{i}\left(t_{i}, s\right) \neq 0$ there exists a subset $S^{\prime \prime} \subset S^{\prime}$ such that $t_{i}$ and $s \in \prod_{i \in S^{\prime \prime}} \mathfrak{q}_{\mathfrak{i}} \Lambda^{\vee}$ and $t_{i}, s \notin \mathfrak{q}_{j} \Lambda^{\vee}$ for any $j \in S^{\prime} \backslash S^{\prime \prime}$. If this weren't the case, there would exist $j \in S^{\prime}$ such that $s \equiv 0 \bmod \mathfrak{q}_{j} \Lambda^{\vee}$ and $t \not \equiv 0 \bmod \mathfrak{q}_{j} \Lambda^{\vee}$, or vice versa. But in either scenario $P_{i}\left(t_{i}, s\right)=0$, because $a_{i} \in \Lambda_{q}^{\times}$. So such a $S^{\prime \prime}$ exists.

If $j \in S^{\prime \prime}, t_{i} \equiv a_{i} s \equiv 0 \bmod \mathfrak{q}_{j} \Lambda^{\vee}$ for all $a_{i} \in \Lambda_{q}^{\times}$. Alternatively, if $j \in S^{\prime} \backslash S^{\prime \prime}$, $t_{i} \equiv a_{i} s \not \equiv 0 \bmod \mathfrak{q}_{j} \Lambda^{\vee}$, so there is a unique such $a_{i} \in \Lambda_{q}^{\times}$satisfying the equation. Finally, for $j \in S$, there is no constraint on the $a_{i}$. So for a fixed set size $\left|S^{\prime \prime}\right|=d^{\prime}$, the number of possible $a_{i} \in \Lambda_{q}^{\times}$satisfying $t_{i} \equiv a_{i} s \bmod q \mathcal{I}^{\vee}$ is

$$
\left(\prod_{i=0}^{d-1}\left(q^{d}-q^{i}\right)\right)^{n-\left(\left|S^{\prime}\right|-\left|S^{\prime \prime}\right|\right)}=\left(\prod_{i=0}^{d-1}\left(q^{d}-q^{i}\right)\right)^{n+d^{\prime}-\left|S^{\prime}\right|}
$$

and so
$P_{i}\left(t_{i}, s\right)=\left(\prod_{i=0}^{d-1}\left(q^{d}-q^{i}\right)\right)^{n+d^{\prime}-\left|S^{\prime}\right|} /\left(\prod_{i=0}^{d-1}\left(q^{d}-q^{i}\right)\right)^{n}=\left(\prod_{i=0}^{d-1}\left(q^{d}-q^{i}\right)\right)^{d^{\prime}-\left|S^{\prime}\right|}$,
since $\Lambda / \mathfrak{q}_{i} \Lambda \cong M_{d}\left(\mathbb{F}_{q}\right)$, so $\Lambda_{q} \cong \prod_{i=1}^{n} M_{d}\left(\mathbb{F}_{q}\right)$ and $\left|\Lambda_{q}^{\times}\right|=\prod_{i=1}^{n}\left|G l_{d}\left(\mathbb{F}_{q}\right)\right|$.
We can now rewrite $P$ as follows, where $\mathfrak{h}=\prod_{i \in S^{\prime \prime}} \mathfrak{q}_{i} \Lambda^{\vee}$ :

$$
P \leq \sum_{0 \leq d^{\prime} \leq\left|S^{\prime}\right|} \sum_{\substack{S^{\prime \prime} \subset S^{\prime}}} \sum_{\boldsymbol{t} \in\left(\mathcal{I}^{\vee}\right)^{m}: t_{i} \in \mathfrak{h}} \sum_{s \in \Lambda^{\vee} / q \mathcal{I}^{\vee} \cap \mathfrak{h}} \prod_{i}^{m}\left(\prod_{i=0}^{d-1}\left(q^{d}-q^{i}\right)\right)^{d^{\prime \prime}\left|=d^{\prime}-\left|S^{\prime}\right|\right.}
$$

The rest of the analysis divides into two cases, depending on the size of $d^{\prime}$. In the first case, we consider $d^{\prime} \geq \beta n$. Define $N\left(B, d^{\prime}\right):=\#\left\{t \in \mathcal{I}^{\vee}:\|t\|_{\infty}<B\right.$ and $t \in$
$\mathfrak{h}\}$. Observe that $\|t\|_{\infty}=\max _{\alpha, i, j}\left|\alpha\left((\phi(t))_{i, j}\right)\right| \geq \lambda_{1}^{\infty}(\mathfrak{h}) \geq N_{L / \mathbb{Q}}(\overline{\mathfrak{h}})^{1 / n d}$, because $t \in \mathfrak{h}$, where $\overline{\mathfrak{h}}=\mathfrak{h} \cap L$. Observe that $\overline{\mathfrak{h}}=\prod_{i \in S^{\prime \prime}} \mathfrak{q}_{i} \Lambda^{\vee} \cap L=\prod_{i \in S^{\prime \prime}} \mathfrak{q}_{i} \mathcal{O}_{L}^{\vee}$, so

$$
\begin{aligned}
N_{L / \mathbb{Q}}(\overline{\mathfrak{h}})^{1 / n d} & =N_{L / \mathbb{Q}}\left(\prod_{i \in S^{\prime \prime}} \mathfrak{q}_{i} \mathcal{O}_{L}^{\vee}\right)^{1 / n d}=N_{L / \mathbb{Q}}\left(\prod_{i \in S^{\prime \prime}} \mathfrak{q}_{i} \mathcal{O}_{L}\right)^{1 / n d} N_{L / \mathbb{Q}}\left(\mathcal{O}_{L}^{\vee}\right)^{1 / n d} \\
& \geq \frac{q^{\frac{d d^{\prime}}{n d}}}{n \sqrt{\ell}}=\frac{q^{\frac{d^{\prime}}{n}}}{n \sqrt{\ell}} \geq \frac{q^{\beta}}{n \sqrt{\ell}}=B
\end{aligned}
$$

where we used $N_{L / \mathbb{Q}}\left(\mathcal{O}_{L}^{\vee}\right)=\operatorname{disc}(L)^{-1}$, and the bound $\operatorname{disc}(L) \leq\left(n^{2} \ell\right)^{n}$ (this bound holds for $d=2$ ). Thus $N\left(B, d^{\prime}\right)=0$ if $d^{\prime} \geq \beta n$.

The second case is $d^{\prime}<\beta n$. Set $\mathfrak{B}(l, \boldsymbol{c})=\left\{\boldsymbol{x} \in H^{d}:\|\boldsymbol{x}-\boldsymbol{c}\|_{\infty}<l\right\}$. One can interpret $N\left(B, d^{\prime}\right)$ as the number of points of $\sigma_{\mathcal{A}}(\mathfrak{h})$ in $\mathfrak{B}(B, \mathbf{0})$. Set $\lambda:=$ $\lambda_{1}^{\infty}(\mathfrak{h}) / 2$. So $\mathfrak{B}\left(\lambda, \boldsymbol{v}_{2}\right) \cap \mathfrak{B}\left(\lambda, \boldsymbol{v}_{2}\right)=\emptyset$ for any distinct $\boldsymbol{v}_{1}, \boldsymbol{v}_{2} \in \mathfrak{h}$. Moreover, if $\boldsymbol{v} \in \mathfrak{B}(B, \mathbf{0})$, it holds that $\mathfrak{B}(\lambda, \boldsymbol{v}) \subseteq \mathfrak{B}(B+\lambda, \mathbf{0})$. We can then say that

$$
\begin{aligned}
N\left(B, d^{\prime}\right) & \leq \frac{\operatorname{Vol}(\mathfrak{B}(B+\lambda, \mathbf{0}))}{\operatorname{Vol}(\mathfrak{B}(B, \lambda, \mathbf{0}))}=\frac{(2(\lambda+B))^{n d^{2}}}{2 \lambda^{n d^{2}}}=\left(\frac{B}{\lambda}+1\right)^{n d^{2}} \\
& \leq\left(\left(\frac{q^{\beta}}{n \sqrt{s}}\right) /\left(\frac{\lambda_{1}^{\infty}(\mathfrak{h})}{2}\right)+1\right)^{n d^{2}} \leq\left(2 q^{\beta-\frac{d^{\prime}}{n}}+1\right)^{n d^{2}} \leq 2^{2 n d^{2}} q^{n d^{2} \beta-d^{\prime} d^{2}}
\end{aligned}
$$

As we have $\mathfrak{h} / q \mathcal{I}^{\vee}=\prod_{i \in S^{\prime \prime}} \mathfrak{q}_{i} \Lambda^{\vee} / \prod_{i \in S^{\prime}} \mathfrak{q}_{i} \Lambda^{\vee} \cong \prod_{i \in S^{\prime \prime}} \mathfrak{q}_{i} \Lambda / \prod_{i \in S^{\prime}} \mathfrak{q}_{i} \Lambda$
$\cong \Lambda / \prod_{i \in S^{\prime} \backslash S^{\prime \prime}} \mathfrak{q}_{i} \Lambda$, then $\left|\mathfrak{h} / q \mathcal{I}^{\vee}\right|=\left|\Lambda / \prod_{i \in S^{\prime} \backslash S^{\prime \prime}} \mathfrak{q}_{i} \Lambda\right|=\prod_{i=1}^{\left|S^{\prime} \backslash S^{\prime \prime}\right|}\left|M_{d}\left(\mathbb{F}_{q}\right)\right|=$ $q^{d^{2}\left(\left|S^{\prime}\right|-d^{\prime}\right)}$. Then

$$
\left.\begin{array}{rl}
P & \leq \sum_{0 \leq d^{\prime} \leq \beta n} \sum_{S^{\prime \prime} \subset S^{\prime}} \sum_{t \in\left(\mathcal{I}^{\vee}\right)^{m}: t_{i} \in \mathfrak{h}} \sum_{s \in \Lambda^{\vee} / q \mathcal{I}^{\vee} \cap \mathfrak{h}} \prod_{i}^{m}\left(\prod_{i=0}^{d-1}\left(q^{d}-q^{i}\right)\right)^{d^{\prime}-\left|S^{\prime}\right|} \\
\left|S^{\prime \prime}\right|=d^{\prime} \\
0<\left\|t_{i}\right\|_{\infty}<B \forall i
\end{array}\right] \begin{aligned}
& \max _{d^{\prime}<\beta n} \frac{q^{d^{2}\left(\left|S^{\prime}\right|-d^{\prime}\right)} N\left(B, d^{\prime}\right)^{m} 2^{\left|S^{\prime}\right|}}{\left(\prod_{i=0}^{d-1}\left(q^{d}-q^{i}\right)\right)^{m\left(|S|-d^{\prime}\right)} \leq 2^{n\left(1+d m+2 d^{2} m\right)} q^{-d^{2} n m \epsilon}} .
\end{aligned}
$$

for $\epsilon=\left(1-\frac{|S|}{n}\right)\left(\frac{d+1}{2 d}-\frac{1}{m}\right)-\beta$, using $\left|G l_{d}\left(\mathbb{F}_{q}\right)\right|>q^{\frac{d(d+1)}{2}} / 2^{d}$.
In the above proof we used $\operatorname{disc}(L) \leq(n \sqrt{\ell})^{2 n}$, where $\ell$ is the prime used to construct $L$. This only holds for our construction of $L$ when $d=2$. The above result can be proven for more values of $d$, but because of the restriction in place on a theorem below, we specialise to $d=2$. We now prove a regularity result.
Lemma 13. Let $q$ be completely split in $L, d=2, m \geq 2, \delta \in(0,1 / 2), \epsilon>0$, $S \subset\{1, \ldots, n\}, \boldsymbol{c} \in \Lambda^{m}$, and $\boldsymbol{t} \leftarrow D_{\Lambda^{m}, \sigma, \boldsymbol{c}}$ for $\sigma \geq \frac{n \sqrt{\ell}}{\sqrt{\pi}} \sqrt{\ln (8 m n(1+1 / \delta))} q^{-\beta}$, where $\epsilon=\left(1-\frac{|S|}{n}\right)\left(\frac{3}{4}-\frac{1}{m}\right)-\beta$. For all but a fraction less than $2^{n(1+10 m)} q^{-4 n m \epsilon}$ of $\boldsymbol{a} \in\left(\Lambda_{q}^{\times}\right)^{m}$,

$$
\Delta\left(\boldsymbol{t} \bmod \boldsymbol{a}^{\perp}\left(\mathcal{I}_{S}\right), U\left(\Lambda^{m} / \boldsymbol{a}^{\perp}\left(\mathcal{I}_{S}\right)\right)\right) \leq 2 \delta
$$

Proof. A direct combination of Lemmas 2, 4, 11, and 12.

## 7 An NTRU Key Generation Algorithm

In [48] and [49, the authors published work improving the hardness guarantees of NTRU. They tweak the original version of NTRU, adding an error term that allows them to demonstrate IND-CPA security, assuming the hardness of a variant of RLWE. Here we adapt their work to our setting, following [57].

The Revised CNTRU Scheme Recall $D_{\sigma}$ samples over $L_{\mathbb{R}}^{2}$ to enable us to sample elements of $\Lambda \otimes_{\mathbb{Q}} \mathbb{R}$, and $p \in \Lambda_{q}^{\times}$. We will sample the elements $s, e$ from the same distribution, $\chi=\left\lfloor D_{\xi q}\right\rceil_{\Lambda^{\vee}}$, where $\lfloor\cdot\rceil_{\Lambda^{\vee}}$ is the CRR discretisation, $\xi=\alpha\left(\frac{2 n k}{\log (4 n k)}\right)^{\frac{1}{4}}, \alpha q \geq \omega(\sqrt{\log 4 n})$, and $k=O(1)$.

KeyGen: Sample $f^{\prime} \leftarrow D_{\Lambda, \sigma}$ and let $f=p \cdot f^{\prime}+1$; if $f \bmod q \notin \Lambda_{q}^{\times}$, resample. Sample $g \leftarrow D_{\Lambda, \sigma}$; if $g \bmod q \notin \Lambda_{q}^{\times}$, resample.
Return secret key $s k=(f, g)$ and public key $p k=h=f^{-1} p g \in \Lambda_{q}^{\times}$.
Encryption: Given $m \in \Lambda_{p}^{\vee}$, sample $s, e \leftarrow \chi$ and return $c=h s+p e+m \in \Lambda_{q}^{\vee}$. Decryption: Given ciphertext $c$ and secret key $f$, compute $c^{\prime}=f \cdot c \in \Lambda_{q}^{\vee}$ and return $c^{\prime} \bmod p$.
Correctness: $c^{\prime}=f c=f(h s+p e+m)=f h s+f p e+f m=p g s+f p e+f m$. If the coefficients of $p g s+f p e+f m$ are small enough, reduction modulo $q$ leaves the coefficients unchanged, and $c^{\prime} \bmod p=m \bmod p$.

Recall that in an order of a CDA, if $p$ is a central element, reduction by $p$ works as usual; if $p \notin \mathcal{Z}(\Lambda)$, then we understand $(p)=\Lambda p \Lambda$.

We want to prove that if there is an IND-CPA attack on CNTRU, then a variant of CLWE can be broken. The following holds for the algebras used in CLWE, namely when $K=\mathbb{Q}\left(\zeta_{2^{r}}\right), n=[K: \mathbb{Q}]$ and $L$ is a finite cyclic extension of $K$ of degree 2 . We now show there is a high probability of selecting an appropriate value $f$ for the public key.

Lemma 14. [21, Lemma 17] For a fixed d, the proportion of invertible elements of $M_{d}\left(\mathbb{F}_{q}\right)$ is at least $\left(1-\frac{1}{q}\right)^{d}$.

Lemma 15. Let $d=2,0<\epsilon<\frac{1}{2}, r \geq 2 n \sqrt[4]{l} \sqrt{\frac{\ln 8 n(1+1 / \epsilon)}{\pi}} \cdot q^{\frac{1}{n}}, p \in \Lambda_{q}^{\times}, D_{\Lambda, r} a$ discrete Gaussian sampling $\Lambda$ and $q \in \mathbb{Z}$ a prime that splits completely in $K$, i.e. $q \mathcal{O}_{K}=\prod_{i=1}^{[K: \mathbb{Q}]} \mathfrak{p}_{i}$. Then $\operatorname{Pr}_{f^{\prime} \leftarrow D_{r}}\left[\left(p f^{\prime}+1 \bmod q \Lambda\right) \notin \Lambda_{q}^{\times}\right] \leq n\left(\frac{2}{q}-\frac{1}{q^{2}}+2 \epsilon\right)$.

Proof. We bound $\operatorname{Pr}_{f^{\prime} \leftarrow D_{r}}\left[\left(p f^{\prime}+1 \bmod \mathfrak{p}_{i} \Lambda\right) \notin \Lambda / \mathfrak{p}_{i} \Lambda^{\times}\right]$. Since $r$ is sufficiently large, $p f^{\prime}+1 \bmod \mathfrak{p}_{i} \Lambda$ is statistically close to the uniform distribution. Thus the probability that $p f^{\prime}+1$ is not invertible in $\Lambda / \mathfrak{p}_{i} \Lambda$ is 1 minus the proportion of invertible elements in $\Lambda / \mathfrak{p}_{i} \Lambda \cong M_{d}\left(\mathbb{F}_{q}\right)$ plus $2 \epsilon$. Note $M_{d}\left(\mathbb{F}_{q}\right)$ has size $\left|M_{d}\left(\mathbb{F}_{q}\right)\right|=$ $q^{d^{2}}$ and the set of invertible elements in $R_{i}$ has size $\left|G L_{d}(q)\right|=\prod_{i=0}^{d-1}\left(q^{d}-q^{i}\right)$. By Lemma 14 this proportion is at least $\left(1-\frac{1}{q}\right)^{d}$, so with $d=2$ we lower bound the probability with $1-\left(1-\frac{1}{q}\right)^{2}$. The CRT and a union bound implies the result.

Regarding $r$, since when $d=2$ and $K$ is a cyclotomic field with power of 2 conductor, the number of roots of unity in $\Lambda$ is equal to $[\mathcal{A}: \mathbb{Q}]$ and hence since $\mathfrak{p}_{i} \Lambda$ is a $\Lambda$-ideal, $\lambda_{n d^{2}}\left(\mathfrak{p}_{i} \Lambda\right)=\lambda_{1}\left(\mathfrak{p}_{i} \Lambda\right)$. We then apply Lemma 3 and compute $\eta_{\epsilon}\left(\mathfrak{p}_{i} \Lambda\right) \leq \sqrt{\ln \left(2 n d^{2}(1+1 / \epsilon)\right) / \pi} \cdot \lambda_{n d^{2}}\left(\mathfrak{p}_{i} \Lambda\right)=\sqrt{\ln \left(2 n d^{2}(1+1 / \epsilon)\right) / \pi} \cdot \lambda_{1}\left(\mathfrak{p}_{i} \Lambda\right) \leq$ $\sqrt{\ln \left(2 n d^{2}(1+1 / \epsilon)\right) / \pi} \cdot 2 n \sqrt[4]{l} q^{1 / n}=\sqrt{\ln (8 n(1+1 / \epsilon)) / \pi} \cdot 2 n \sqrt[4]{l} q^{1 / n}$.

If $q \geq n+1$, then $\left(1-\frac{1}{q}\right)^{n d} \geq\left(\left(1-\frac{1}{n+1}\right)^{n}\right)^{d} \geq e^{-d}$ and the proportion of invertible elements in $\Lambda_{q}$ is non-negligible. We now show that with high likelihood the elements $f$ and $g$ used to construct the public key will not be too large.

Lemma 16. Let $n \geq 8$ be a power of 2 such that $x^{n}+1$ splits completely modulo $q \geq 8 n$. Let $\mathcal{A}=(L / K, \theta, \gamma)$ with $K=\mathbb{Q}\left(\zeta_{n}\right),[L: K]=2, \delta>0$, and $\sigma \geq$ $2 n \sqrt[4]{l} \sqrt{\frac{2 \ln (24 n)}{\pi}} \cdot q^{1 / n}$. The secret key polynomials $f, g$ returned by the cyclicNTRU algorithm satisfy, with probability $\geq 1-2^{4-4 n}$,

$$
\|f\| \leq \sqrt{2}\left(1+\sigma\|p\|_{\infty} \sqrt{2 n}\right) \text { and }\|g\| \leq 2 \sigma \sqrt{n}
$$

Proof. When $d=2, \lambda_{n d^{2}}(\Lambda)=\lambda_{1}(\Lambda) \leq d \sqrt{n} \cdot(\operatorname{disc}(\Lambda))^{\frac{1}{2 n d^{2}}} \leq 2 n \sqrt[4]{l}$. If we set $\delta=\frac{1}{3 n-1}$, then Lemma 3 implies $\eta_{\delta}(\Lambda) \leq \sqrt{\frac{2 \ln (24 n)}{\pi}} \cdot 2 n \sqrt[4]{l}$. We can then use Lemma 6 to obtain $\operatorname{Pr}_{x \leftarrow D_{A, \sigma}}(\|x\| \geq d \sqrt{n} \sigma) \leq \frac{3 n}{3 n-2} 2^{-n d^{2}}$. Then

$$
\begin{aligned}
\operatorname{Pr}_{g \leftarrow D_{\Lambda, \sigma}}\left(\|g\| \geq d \sqrt{n} \sigma \mid g \in \Lambda_{q}^{\times}\right) & =\frac{\operatorname{Pr}_{g \leftarrow D_{\Lambda, \sigma}}\left(\|g\| \geq d \sqrt{n} \sigma \text { and } g \in \Lambda_{q}^{\times}\right)}{\operatorname{Pr}_{g \leftarrow D_{\Lambda, \sigma}}\left(g \in \Lambda_{q}^{\times}\right)} \\
& \leq \frac{\operatorname{Pr}_{g \leftarrow D_{\Lambda, \sigma}}(\|g\| \geq d \sqrt{n} \sigma)}{\operatorname{Pr}_{g \leftarrow D_{\Lambda, \sigma}}\left(g \in \Lambda_{q}^{\times}\right)} \\
& \leq \frac{3 n}{3 n-2} \cdot 2^{-4 n} \cdot\left(1 / 1-n\left(\frac{2}{q}-\frac{1}{q^{2}}+2 \epsilon\right)\right) \\
& \leq 2^{-4 n} \cdot 16 \leq 2^{4-4 n} .
\end{aligned}
$$

This applies to both $f^{\prime}$ and $g$, so we have $\left\|f^{\prime}\right\|,\|g\| \leq 2 \sqrt{n} \sigma$ with probability at least $1-2^{4-4 n}$. Finally, observe $\|f\|=\left\|p f^{\prime}+1\right\| \leq\left\|p f^{\prime}\right\|+\|1\| \leq\|p\|_{\infty}\left\|f^{\prime}\right\|+$ $\sqrt{2} \leq\|p\|_{\infty} \sigma 2 \sqrt{n}+\sqrt{2}=\sqrt{2}\left(1+\sigma\|p\|_{\infty} \sqrt{2 n}\right)$ with probability $\geq 1-2^{4-4 n}$.

We now show near-uniformity of the required distribution, to ensure our NTRU public keys are statistically close to the uniform distribution over $\Lambda_{q}^{\times}$.

Theorem 4. Let $\epsilon>0$, $q$ be a completely split prime, $p \in \mathcal{Z}\left(\Lambda_{q}^{\times}\right)$, and $\sigma \geq$ $4 n^{3 / 2} \sqrt[4]{\ell} \sqrt{2 \ln (32 n q)} q^{\frac{1}{2}+2 \epsilon}$. Let $y_{i} \in \Lambda_{q}$ and $z_{i}=-y_{i} p^{-1} \bmod q$ for $i=1,2$, and $D_{\sigma, z_{i}}^{\times}$denote $D_{\Lambda, \sigma}$ restricted by rejection to $\Lambda_{q}^{\times}+z_{i}$. Then when $d=2$,

$$
\Delta\left(\frac{y_{1}+p D_{\sigma, z_{1}}^{\times}}{y_{2}+p D_{\sigma, z_{2}}^{\times}} \bmod q, U\left(\Lambda_{q}^{\times}\right)\right) \leq 2^{22 n} q^{-8 n \epsilon}
$$

Proof. Let $P_{a}:=P r_{f_{i} \leftarrow D_{\widetilde{\alpha}, z_{i}}^{\times}, i=1,2}\left[\left(y_{1}+p f_{1}\right) \cdot\left(y_{2}+p f_{2}\right)^{-1}=a\right]$, where $a \in \Lambda_{q}^{\times}$. We aim to show that $\left|P_{a}-\frac{1}{\left|\Lambda_{q}^{\times}\right|}\right|<\epsilon^{\prime}$, for some small $\epsilon^{\prime}>0$, except for an exponentially small fraction of the $a \in \Lambda_{q}^{\times}$.

Let $\boldsymbol{a}=\left(a_{1}, a_{2}\right) \leftarrow U\left(\left(\Lambda_{q}^{\times}\right)^{2}\right)$. When $z_{i}=-p^{-1} y_{i} \bmod q,\left(y_{1}+p f_{1}\right) \cdot\left(y_{2}+\right.$ $\left.p f_{2}\right)^{-1}=-a_{1}^{-1} a_{2} \bmod q$ is equivalent to $a_{1} f_{1}+a_{2} f_{2}=p^{-1}\left(-a_{1} y_{1}-a_{2} y_{2}\right) \bmod q$, and so to $a_{1} f_{1}+a_{2} f_{2}=a_{1} z_{1}+a_{2} z_{2} \bmod q$. Since $-a_{1}^{-1} a_{2} \in \Lambda_{q}^{\times}$is uniform,

$$
P_{-a_{1}^{-1} a 2}=P_{\boldsymbol{a}}:=P r_{f_{i} \leftarrow D_{\sigma, z_{i}}, i=1,2}\left[a_{1} f_{1}+a_{2} f_{2}=a_{1} z_{1}+a_{2} z_{2} \bmod q\right],
$$

if $\boldsymbol{a} \in\left(\Lambda_{q}^{\times}\right)^{2}$. One can see that the set of solutions to $a_{1} f_{1}+a_{2} f_{2}=a_{1} z_{1}+$ $a_{2} z_{2} \bmod q$ in $\Lambda$, taken from $D_{\sigma, z_{i}}^{\times}, i=1,2$, is $\boldsymbol{z}+\boldsymbol{a}^{\perp \times}$, where $\boldsymbol{a}^{\perp \times}=\boldsymbol{a}^{\perp} \cap$ $\left(\Lambda_{q}^{\times} \cap q \Lambda\right)^{2}$, and $\boldsymbol{a}^{\perp}=\boldsymbol{a}^{\perp}\left(\Lambda_{q}\right)$. We can then write

$$
P_{\boldsymbol{a}}=\frac{D_{\Lambda^{2}, \sigma}\left(\boldsymbol{z}+\boldsymbol{a}^{\perp \times}\right)}{D_{\Lambda, \sigma}\left(z_{1}+\Lambda_{q}^{\times}+q \Lambda\right) \cdot D_{\Lambda, \sigma}\left(z_{2}+\Lambda_{q}^{\times}+q \Lambda\right)} .
$$

Now, let $\boldsymbol{t} \in \boldsymbol{a}^{\perp}$. Then $t_{1} a_{1}+t_{2}+a_{2} \equiv 0 \bmod q$ implies that $t_{2}=-t_{1} \frac{a_{1}}{a_{2}}$ and the $t_{i}$ lie in a shared ideal of $\Lambda_{q}$. Denote this ideal by $\mathcal{I}_{S}$. Then

$$
\boldsymbol{a}^{\perp \times}=\boldsymbol{a}^{\perp} \backslash \cup_{S \subset\{1, \ldots, n\}} \boldsymbol{a}^{\perp}\left(\mathcal{I}_{S}\right) \text { and } \Lambda_{q}^{\times}+q \Lambda=\Lambda \backslash \cup_{S \subset\{1, \ldots, n\} \backslash \emptyset}\left(\mathcal{I}_{S}+q \Lambda\right) .
$$

Applying an inclusion-exclusion argument, we get two expressions to analyse:

$$
\begin{align*}
& D_{\Lambda^{2}, \sigma}\left(\boldsymbol{z}+\boldsymbol{a}^{\perp \times}\right)=\sum_{S \subset\{1, \ldots, n\}}(-1)^{|S|} D_{\Lambda^{2}, \sigma}\left(\boldsymbol{z}+\boldsymbol{a}^{\perp}\left(\mathcal{I}_{S}\right)\right) \text {, and }  \tag{2}\\
& D_{\Lambda, \sigma}\left(z_{i}+\Lambda_{q}^{\times}+q \Lambda\right)=\sum_{S \subset\{1, \ldots, n\}}(-1)^{|S|} D_{\Lambda, \sigma}\left(z_{i}+\mathcal{I}_{S}+q \Lambda\right) . \tag{3}
\end{align*}
$$

We deal with (2) first, with two cases. If $|S| \leq \epsilon n$, use Lemma 13 with $m=2$ and $\delta=q^{-n d^{2}-\lfloor\epsilon n\rfloor d^{2}}$. Note that $q \Lambda^{2} \subset \boldsymbol{a}^{\perp}\left(\mathcal{I}_{S}\right) \subset \Lambda^{2}$, so $\left|\Lambda^{2} / \boldsymbol{a}^{\perp}\left(\mathcal{I}_{S}\right)\right|=q^{d^{2}(n-|S|)}$. Then for all except a fraction less than $2^{n\left(1+4 d^{2}+2 d\right)} q^{-2 d^{2} n \epsilon}$ of $\boldsymbol{a} \in\left(\Lambda_{q}^{\times}\right)^{2}$,

$$
\left|D_{\Lambda^{2}, \sigma}\left(\boldsymbol{z}+\boldsymbol{a}^{\perp}\left(\mathcal{I}_{S}\right)\right)-\frac{q^{d^{2}(n-|S|)}}{q^{2 n d^{2}}}\right|=\left|D_{\Lambda^{2}, \sigma}\left(\boldsymbol{z}+\boldsymbol{a}^{\perp}\left(\mathcal{I}_{S}\right)\right)-q^{-n d^{2}-d^{2}|S|}\right| \leq 2 \delta .
$$

In the second case, when $|S|>\epsilon n$, one can choose a subset $S^{\prime \prime \prime} \subset S^{\prime}$ such that $\left|S^{\prime \prime}\right|=\lfloor\epsilon n\rfloor$. Then $\boldsymbol{a}^{\perp}\left(\mathcal{I}_{S}\right) \subset \boldsymbol{a}^{\perp}\left(\mathcal{I}_{S^{\prime}}\right)$, so $D_{\Lambda^{2}, \sigma}\left(\boldsymbol{z}+\boldsymbol{a}^{\perp}\left(\mathcal{I}_{S}\right)\right) \leq D_{\Lambda^{2}, \sigma}(\boldsymbol{z}+$
$\left.\boldsymbol{a}^{\perp}\left(\mathcal{I}_{S^{\prime}}\right)\right)$, so $D_{\Lambda^{2}, \sigma}\left(\boldsymbol{z}+\boldsymbol{a}^{\perp}\left(\mathcal{I}_{S}\right)\right) \leq 2 \delta+q^{-n d^{2}-d^{2}\lfloor\epsilon n\rfloor}$. We can now say that

$$
\begin{aligned}
& \left|D_{\Lambda^{2}, \sigma}\left(\boldsymbol{z}+\boldsymbol{a}^{\perp \times}\right)-2^{n(d-1)} \frac{\left|\Lambda_{q}^{\times}\right|}{\left|\Lambda_{q}\right|^{2}}\right| \\
& \leq\left|\sum_{S \subset\{1, \ldots, n\}}(-1)^{|S|} D_{\Lambda^{2}, \sigma}\left(\boldsymbol{z}+\boldsymbol{a}^{\perp}\left(\mathcal{I}_{S}\right)\right)-2^{n(d-1)}\left(\frac{\left(q^{d^{2}}-1\right)^{n}}{2^{n(d-1)} q^{2 n d^{2}}}\right)\right| \\
& \leq\left|\sum_{S \subset\{1, \ldots, n\}}(-1)^{|S|} D_{\Lambda^{2}, \sigma}\left(\boldsymbol{z}+\boldsymbol{a}^{\perp}\left(\mathcal{I}_{S}\right)\right)-\frac{\left(q^{d^{2}}-1\right)^{n}}{q^{2 n d^{2}}}\right| \\
& \leq\left|\sum_{S \subset\{1, \ldots, n\}}(-1)^{|S|} D_{\Lambda^{2}, \sigma}\left(\boldsymbol{z}+\boldsymbol{a}^{\perp}\left(\mathcal{I}_{S}\right)\right)-\sum_{k=0}^{n}(-1)^{k}\binom{n}{k} q^{d^{2}(-n-k)}\right| \\
& \leq\left|\sum_{S \subset\{1, \ldots, n\}}(-1)^{|S|} D_{\Lambda^{2}, \sigma}\left(\boldsymbol{z}+\boldsymbol{a}^{\perp}\left(\mathcal{I}_{S}\right)\right)-\sum_{S \subset\{1, \ldots, n\}}^{n}(-1)^{|S|} q^{-d^{2}(n+|S|)}\right| \\
& \leq\left|\sum_{S \subset\{1, \ldots, n\}}(-1)^{|S|}\left(D_{\Lambda^{2}, \sigma}\left(\boldsymbol{z}+\boldsymbol{a}^{\perp}\left(\mathcal{I}_{S}\right)\right)-q^{-d^{2}(n+|S|)}\right)\right| \\
& \leq 2^{n}\left(2 \delta+2 q^{-d^{2}(n+\lfloor\epsilon n\rfloor)}\right) \leq 2^{n+1}\left(\delta+q^{-d^{2}(n+\lfloor\epsilon n\rfloor)}\right),
\end{aligned}
$$

except for a fraction of $\boldsymbol{a} \in\left(\Lambda_{q}^{\times}\right)^{2}$ less than $2^{n\left(2+2 d+4 d^{2}\right)} q^{-2 d^{2} n \epsilon}$. Writing

$$
D_{\Lambda^{2}, \sigma}\left(\boldsymbol{z}+\boldsymbol{a}^{\perp \times}\right)=\left(1+\delta_{0}\right) 2^{n(d-1)} \frac{\left|\Lambda_{q}^{\times}\right|}{\left|\Lambda_{q}\right|^{2}}
$$

we find that $\left|\delta_{0}\right| \leq \frac{\left|\Lambda_{q}\right|^{2}}{\left|\Lambda_{q}^{\times}\right|} 2^{-n(d-1)} 2^{n+1}\left(\delta+q^{-d^{2}(n+\lfloor\epsilon n\rfloor)}\right)$ $\leq 2^{n d} q^{n d^{2}} 2^{-n(d-1)} 2^{n+1}\left(\delta+q^{-d^{2}(n+\lfloor\epsilon n\rfloor)}\right)=2^{2 n+2} q^{-d^{2}\lfloor\epsilon n\rfloor}$.

Moving on to (3), begin by observing that

$$
\operatorname{det}\left(\mathcal{I}_{S}+q \Lambda\right)=N_{\mathcal{A} / \mathbb{Q}}(\mathcal{I}) \sqrt{\operatorname{disc}(\Lambda)}=q^{|S|} \sqrt{\operatorname{disc}(\Lambda)}
$$

Moreover, $\lambda_{n d}\left(\mathcal{I}_{S}+q \Lambda\right)=\lambda_{1}\left(\mathcal{I}_{S}+q \Lambda\right) \leq d \sqrt{n} \cdot \operatorname{det}\left(\mathcal{I}_{S}+q \Lambda\right)^{1 / n d^{2}}=d \sqrt{n}$. $q^{|S| / n d^{2}} \operatorname{disc}(\Lambda)^{1 / 2 n d^{2}}$. When $d=2$ and $n$ is a power of two, we in fact have $\lambda_{n d^{2}}\left(\mathcal{I}_{S}+q \Lambda\right) \leq d \sqrt{n} \cdot q^{|S| / n d^{2}} \operatorname{disc}(\Lambda)^{1 / 2 n d^{2}}$. Since $\operatorname{disc}(\Lambda / \mathbb{Z}) \leq(n \sqrt{\ell})^{4 n}$, we obtain $\lambda_{n d^{2}}\left(\mathcal{I}_{S}+q \Lambda\right) \leq d \sqrt{n} q^{|S| / n d^{2}} \sqrt{n} \sqrt[4]{\ell}=n d \sqrt[4]{\ell} q^{|S| / n d^{2}}$. Then Lemma 3 implies that $\eta_{\delta}\left(\mathcal{I}_{S}+q \Lambda\right) \leq \sqrt{\ln \left(2 n d^{2}(1+1 / \delta)\right) / \pi} \lambda_{n d^{2}}\left(\mathcal{I}_{S}+q \Lambda\right)$, so we find $\eta_{\delta}\left(\mathcal{I}_{S}+q \Lambda\right) \leq \sqrt{\ln \left(2 n d^{2}(1+1 / \delta)\right) / \pi} n d \sqrt[4]{\ell} q^{|S| / n d^{2}}$. Since $\sigma$ is larger than this quantity for $|S| \leq n / 2$ and $\delta=q^{-n d^{2} / 2}$, we can apply Lemma 4 to obtain $\left|D_{\Lambda, \sigma}\left(z_{i}+\mathcal{I}_{S}+q \Lambda\right)-\frac{1}{|\Lambda / \mathcal{I}|}\right|=\left|D_{\Lambda, \sigma}\left(z_{i}+\mathcal{I}_{S}+q \Lambda\right)-\frac{1}{q^{d^{2}|S|}}\right| \leq 2 \delta$. If $|S|>n / 2$, we can pick a subset $S^{\prime} \subset S$ such that $\left|S^{\prime}\right| \leq n / 2$, and then $D_{\Lambda, \sigma}\left(z_{i}+\mathcal{I}_{S}+q \Lambda\right) \leq$ $D_{\Lambda, \sigma}\left(z_{i}+\mathcal{I}_{S^{\prime}}+q \Lambda\right) \leq 2 \delta+q^{-n d^{2} / 2}$. We now justify a claim, before proceeding with the rest of the proof:

Claim. For $d \geq 2$ and $q \geq 5$, we have $\prod_{i=1}^{d}\left(q^{i}-1\right) \geq\left(q^{\frac{d(d+1)}{2}}-1\right) / 2^{\frac{d-1}{2}}$.

To see this, induct on $d$. When $d=2$, the claim simplifies to the statement $(q-1)\left(q^{2}-1\right)>\left(q^{3}-1\right) / \sqrt{2}$, which is true iff the polynomial $(\sqrt{2}-1) q^{3}-$ $\sqrt{2} q^{2}-\sqrt{2} q+(1+\sqrt{2})>0$, which is true when $q \geq 5$. Suppose the claim is true for $d=k-1 \geq 2$, and consider $\prod_{i=1}^{k}\left(q^{i}-1\right)$. By induction, $\prod_{i=1}^{k-1}\left(q^{i}-1\right) \geq$ $\left(q^{\frac{k(k-1)}{2}}-1\right) / 2^{\frac{k-2}{2}}$, and we can write

$$
\prod_{i=1}^{k}\left(q^{i}-1\right) \geq\left(q^{\frac{k(k-1)}{2}}-1\right)\left(q^{k}-1\right) / 2^{\frac{k-2}{2}}=\left(q^{\frac{k(k+1)}{2}}-q^{\frac{k(k-1)}{2}}-q^{k}+1\right) / 2^{\frac{k-2}{2}}
$$

Then the claim is true if

$$
\left(q^{\frac{k(k+1)}{2}}-q^{\frac{k(k-1)}{2}}-q^{k}+1\right) / 2^{\frac{k-2}{2}}>\left(q^{\frac{k(k+1)}{2}}-1\right) / 2^{\frac{k-1}{2}}
$$

i.e $(\sqrt{2}-1) q^{\frac{k(k+1)}{2}}-\sqrt{2} q^{\frac{k(k-1)}{2}}-\sqrt{2} q^{k}+\sqrt{2}+1>0$, which holds if $q \geq 5, k \geq 2$.

The claim implies that $2^{\frac{n(d-1)}{2}}\left|\Lambda_{q}^{\times}\right| /\left(q^{d^{2}}-1\right)^{n}>1$, for appropriate $d$ and $q$, which we will use below. Resuming the proof, we have

$$
\begin{aligned}
& \left|D_{\Lambda, \sigma}\left(z_{i}+\Lambda_{q}^{\times}+q \Lambda\right)-2^{\frac{n(d-1)}{2}} \frac{\left|\Lambda_{q}^{\times}\right|}{\left|\Lambda_{q}\right|}\right| \\
& \leq\left|\sum_{S \subset\{1, \ldots, n\}}(-1)^{|S|} D_{\Lambda, \sigma}\left(z_{i}+\mathcal{I}_{S}+q \Lambda\right)-\frac{\left(q^{d^{2}}-1\right)^{n}}{q^{n d^{2}}}\right| \\
& =\left|\sum_{S \subset\{1, \ldots, n\}}(-1)^{|S|} D_{\Lambda, \sigma}\left(z_{i}+\mathcal{I}_{S}+q \Lambda\right)-\sum_{k=0}^{n}(-1)^{k}\binom{n}{k} q^{-d^{2} k}\right| \\
& =\left|\sum_{S \subset\{1, \ldots, n\}}(-1)^{|S|} D_{\Lambda, \sigma}\left(z_{i}+\mathcal{I}_{S}+q \Lambda\right)-\sum_{S \subset\{1, \ldots, n\}}(-1)^{|S|} q^{-d^{2}|S|}\right| \\
& =\left|\sum_{S \subset\{1, \ldots, n\}}(-1)^{|S|}\left(D_{\Lambda, \sigma}\left(z_{i}+\mathcal{I}_{S}+q \Lambda\right)-q^{-d^{2}|S|}\right)\right| \\
& \leq 2^{n}\left(2 \delta+2 q^{-n d^{2} / 2}\right)=2^{n+1}\left(\delta+q^{-n d^{2} / 2}\right) ;
\end{aligned}
$$

writing $D_{\Lambda, \sigma}\left(z_{i}+\Lambda_{q}^{\times}+q \Lambda\right)=\left(1+\delta_{i}\right) 2^{\frac{n(d-1)}{2}} \frac{\left|\Lambda_{q}^{\times}\right|}{\left|\Lambda_{q}\right|}$, for $\epsilon<\frac{1}{2}$ we get the required bounds on the $\delta_{i}$ since $\left|\delta_{i}\right| \leq 2^{\frac{-n(d-1)}{2}} \frac{\left|\Lambda_{q}\right|}{\left|\Lambda_{q}^{\times}\right|} 2^{n+1}\left(\delta+q^{-n d^{2} / 2}\right) \leq 2^{\frac{n(d+3)}{2}+2} q^{-n d^{2} / 2}$.

Finally, we obtain that since $P_{a}=\frac{D_{\Lambda^{2}, \sigma}\left(z+a^{\perp \times}\right)}{D_{\Lambda, \sigma}\left(z_{1}+\Lambda_{q}^{\times}+q \Lambda\right) \cdot D_{\Lambda, \sigma}\left(z_{2}+\Lambda_{q}^{\times}+q \Lambda\right)}$,

$$
\begin{aligned}
\left|P_{\boldsymbol{a}}-\frac{1}{\left|\Lambda_{q}^{\times}\right|}\right| & =\left|\frac{D_{\Lambda^{2}, \sigma}\left(\boldsymbol{z}+\boldsymbol{a}^{\perp \times}\right)}{D_{\Lambda, \sigma}\left(z_{1}+\Lambda_{q}^{\times}+q \Lambda\right) \cdot D_{\Lambda, \sigma}\left(z_{2}+\Lambda_{q}^{\times}+q \Lambda\right)}-\frac{1}{\left|\Lambda_{q}^{\times}\right|}\right| \\
& =\left|\frac{\left(1+\delta_{0}\right) 2^{n(d-1)} \frac{\left|\Lambda_{q}^{\times}\right|}{\left|\Lambda_{q}\right|^{2}}}{\left(1+\delta_{1}\right) 2^{\frac{n(d-1)}{2}} \frac{\left|\Lambda_{q}^{\times}\right|}{\left|\Lambda_{q}\right|}\left(1+\delta_{2}\right) 2^{\frac{n(d-1)}{2}} \frac{\left|\Lambda_{q}^{\times}\right|}{\left|\Lambda_{q}\right|}}-\frac{1}{\left|\Lambda_{q}^{\times}\right|}\right| \\
& =\left|\frac{\left(1+\delta_{0}\right)}{\left(1+\delta_{1}\right)\left(1+\delta_{2}\right)\left|\Lambda_{q}^{\times}\right|}-\frac{1}{\left|\Lambda_{q}^{\times}\right|}\right|
\end{aligned}
$$

and since the $\delta_{i}$ tend to 0 , we obtain the result.

## 8 A Provably Secure NTRU-based Scheme

In this section we provide a proof of IND-CPA security, subject to the hardness of LWE in CDAs, for the revised CNTRU scheme. Recall the definition of INDCPA security:
Definition 20. 31 Let $\Pi=$ (Gen, Enc, Dec) be a PKE scheme, and $\mathcal{A}$ be an adversary. Say $\bar{\Pi}$ is indistinguishable under chosen-plaintext attack if a ppt. adversary in the following experiment $\operatorname{PubK}_{\mathcal{A}, \Pi}(n)$ has negligible advantage:

1. Gen is run to obtain keys $(p k, s k)$.
2. Adversary $\mathcal{A}$ is given $p k$, and outputs a pair of equal-length messages $m_{0}, m_{1}$ in the message space.
3. A uniform bit $b \in\{0,1\}$ is chosen, and then a ciphertext $c \leftarrow \operatorname{Enc}_{p k}\left(m_{b}\right)$ is computed and given to $\mathcal{A}$. We call $c$ the challenge ciphertext.
4. $\mathcal{A}$ outputs a bit $b^{\prime}$. The output of the experiment is 1 if $b^{\prime}=b$, and 0 otherwise. If $b^{\prime}=b$ we say that $\mathcal{A}$ succeeds.

That is, $\operatorname{Pr}\left[\operatorname{PubK}_{\mathcal{A}, \Pi}(n)=1\right] \leq \frac{1}{2}+\operatorname{neg}(n)$.

Security Analysis We first obtain a bound on the infinity norm of a discretised Gaussian sample under the canonical embedding with the following lemma:
Lemma 17. Assume that $\xi=\alpha\left(\frac{n d k}{\log \left(n d^{2} k\right)}\right)^{\frac{1}{4}}, \chi=\left\lfloor D_{\xi q}\right\rceil_{\Lambda^{\vee}}, \alpha q \geq \omega\left(\sqrt{\log n d^{2}}\right)$ and $k=O(1)$. Set $\delta=\omega\left(\sqrt{n d \log n d^{2}} \cdot \alpha^{2} q^{2}\right)$ and $B$ the decoding basis of $\Lambda^{\vee}$. Then for any $\boldsymbol{t} \in H^{d}, \operatorname{Pr}_{x \leftarrow \chi}\left(|\langle\boldsymbol{t}, \boldsymbol{x}\rangle|>\delta\|\boldsymbol{t}\|^{2}\right) \leq\left(n d^{2}\right)^{-\omega\left(\sqrt{n d \log n d^{2}}\right)\|\boldsymbol{t}\|^{2}}$.
Proof. A Gaussian random variable $\boldsymbol{x} \leftarrow D_{q \xi}$ of mean $\mathbf{0}$ and standard deviation $\frac{q \xi}{\sqrt{2 \pi}}$ has a noncentral subgaussian discretisation $\lfloor\boldsymbol{x}\rceil$ with noncentrality 0 and deviation $\left(\frac{q^{2} \xi^{2}}{2 \pi}+\frac{1}{2} s_{1}(B)^{2}\right)^{\frac{1}{2}}$ by Lemma 8 . The definition of subgaussian gives

$$
E\left(e^{\langle\boldsymbol{t},\lfloor x\rceil\rangle}\right) \leq e^{\frac{1}{2}\left(\frac{q^{2} \xi^{2}}{2 \pi}+\frac{1}{2} s_{1}(B)^{2}\right)\|\boldsymbol{t}\|^{2}}
$$

for any $\boldsymbol{t} \in H^{d}$. A Chernoff bound then implies

$$
\begin{aligned}
& \operatorname{Pr}\left(|\langle\boldsymbol{t},\lfloor x\rceil\rangle|>\delta\|\boldsymbol{t}\|^{2}\right)=\operatorname{Pr}\left(e^{|\langle\boldsymbol{t},\lfloor x\rceil\rangle|}>e^{\delta\|\boldsymbol{t}\|^{2}}\right) \\
& \leq 2 e^{\frac{1}{2}\left(\frac{q^{2} \xi^{2}}{2 \pi}+\frac{1}{2} s_{1}(B)^{2}\right)\|\boldsymbol{t}\|^{2}-\delta\|\boldsymbol{t}\|^{2}} . \\
& s_{1}(B) \leq 1, \text { so } \frac{1}{2}\left(\frac{q^{2} \xi^{2}}{2 \pi}+\frac{1}{2} s_{1}(B)^{2}\right)\|\boldsymbol{t}\|^{2}=\Omega\left(\alpha^{2} q^{2} \sqrt{n d} \log \left(n d^{2}\right)^{-\frac{1}{2}} \cdot\|\boldsymbol{t}\|^{2}\right) . \text { Thus } \\
& \operatorname{Pr}\left(|\langle\boldsymbol{t},\lfloor\boldsymbol{x}\rceil\rangle|>\delta\|\boldsymbol{t}\|^{2}\right) \leq\left(n d^{2}\right)^{-\omega\left(\sqrt{n d \log n d^{2}}\right)\|\boldsymbol{t}\|^{2}} .
\end{aligned}
$$

The above lemma gives an estimate for $\|\boldsymbol{x}\|_{\infty}$ with $\boldsymbol{x} \leftarrow \chi=\left\lfloor D_{q \cdot \xi}\right\rceil$ :

$$
\begin{equation*}
P r_{e \leftarrow\lceil\chi\rfloor}\left(\|e\|_{\infty}>\delta\right) \leq\left(n d^{2}\right)^{-\delta} \tag{4}
\end{equation*}
$$

where $\delta=\omega\left(\sqrt{n d \log n d^{2}} \alpha^{2} q^{2}\right)$ and $\alpha q \geq \omega\left(\sqrt{\log n d^{2}}\right)$. In the following, we make our assumption that $\ell \leq C n$ for some constant $C \geq 2$; in this case, when $C_{1}$ and $C_{2}$ are bounds such that $\|\cdot\|^{c} \leq C_{1}\|\cdot\|$ and $\|\cdot\| \leq C_{2}\|\cdot\|^{c}$, we have $C_{1}=\sqrt{2} s_{1}(\vec{p})<2 \sqrt{2} C n$, so $C_{1}=O(n)$, and $C_{2}=\sqrt{2} s_{1}(\vec{d})<1$.
Lemma 18. Let $n \geq 8$ be a power of 2, $q \geq 8 n$ split completely in $L, \ell \leq C n$, $\sigma \geq 2 n \sqrt[4]{l} \sqrt{\frac{2 \ln (24 n)}{\pi}} q^{1 / n}$. The decryption algorithm outputs $m$ with probability $1-(4 n)^{-\omega(\sqrt{2 n \log 4 n})}$ over $s, e, f, g$ if $\omega\left(2 \sqrt{2} n^{2} \sqrt{\log 4 n} \alpha^{2} q^{2}\right) \sigma\|p\|_{\infty}^{2} \leq q / 2$.
Proof. Notice that $f \cdot h \cdot s=p \cdot g \cdot s \bmod q \Lambda^{\vee}$, we have $f c=p g s+p f e+f m \bmod$ $q \Lambda^{\vee} \in \Lambda^{\vee}$. If $\|p g s+p f e+f m\|_{\infty}^{c}<\frac{q}{2}$, then we have $f c$ has the representation of the form $p g s+p f e+f m$ in $\Lambda_{q}^{\vee}$. Hence, we have $m=\left(f c \bmod q \Lambda^{\vee}\right) \bmod p \Lambda^{\vee}$. It thus suffices to upper bound the probability that $\|p g s+p f e+f m\|_{\infty}^{c} \geq \frac{q}{2}$.

Note that $\|f c\|_{\infty}^{c} \leq\|f c\|^{c} \leq C_{1}\|f c\|=C_{1}\|p g s+p f e+f m\| \leq C_{1}(\|p g s\|+$ $\|p f e\|+\|f m\|)$. By the choice of $\sigma$ and Lemma 16, with probability larger than $1-2^{4-n d^{2}},\|f\| \leq \sqrt{d}\left(1+\sigma\|p\|_{\infty} \sqrt{n d}\right)$ and $\|g\| \leq \sqrt{n} d \sigma$. Combining with (4),

$$
\begin{aligned}
\|p f e\| & +\|p g s\| \leq \sqrt{d}\left(1+\sigma\|p\|_{\infty} \sqrt{n d}\right)\|p\|_{\infty}\|e\|_{\infty}+\sqrt{n} d \sigma\|p\|_{\infty}\|s\|_{\infty} \\
& \leq 2 \sigma \sqrt{n} d\|p\|_{\infty}^{2}\|e\|_{\infty}+\sqrt{n} d \sigma\|p\|_{\infty}\|s\|_{\infty} \leq \omega\left(n d^{3 / 2} \sqrt{\log n d^{2}} \alpha^{2} q^{2}\right) \sigma\|p\|_{\infty}^{2}
\end{aligned}
$$

 the $p \sigma(\vec{d})_{i}$, write $m=\sum_{i=1}^{n d^{2}} \varepsilon_{i} p \sigma(\vec{d})_{i}$ with $\varepsilon_{i} \in\left(-\frac{1}{2}, \frac{1}{2}\right]$. We have

$$
\|m\|=\left\|\sum_{i=1}^{n d^{2}} \varepsilon_{i} p \sigma(\vec{d})_{i}\right\| \leq\|p\|_{\infty}\left\|\sum_{i=1}^{n d^{2}} \varepsilon_{i} \sigma(\vec{d})_{i}\right\| \leq\|p\|_{\infty} \frac{\sqrt{n} d}{2} C_{2}
$$

so $\|f m\| \leq\|f\|\|m\| \leq \sqrt{d}\left(1+\sigma\|p\|_{\infty} \sqrt{n d}\right) \cdot\|p\|_{\infty} \frac{\sqrt{n} d}{2} C_{2} \leq 2 \sigma \sqrt{n} d\|p\|_{\infty}$. $\|p\|_{\infty} \frac{\sqrt{n} d}{2} C_{2} \leq n d^{2} \sigma\|p\|_{\infty}^{2} C_{2}$ with probability $\geq 1-2^{4-n}$. All together, we have

$$
\begin{aligned}
\|f c\|_{\infty}^{c} & \leq C_{1}\left(\omega\left(n d^{3 / 2} \sqrt{\log n d^{2}} \alpha^{2} q^{2}\right) \sigma\|p\|_{\infty}^{2}+n d^{2} \sigma\|p\|_{\infty}^{2} C_{2}\right) \\
& \leq \omega\left(n^{2} d^{3 / 2} \sqrt{\log n d^{2}} \cdot \alpha^{2} q^{2}\right) \sigma\|p\|_{\infty}^{2}
\end{aligned}
$$

with probability $1-\left(n d^{2}\right)^{-\omega\left(\sqrt{n d \log n d^{2}}\right)}$, since $C_{2} \leq 1$ and $C_{1}=O(n)$.
We now attempt a proof of IND-CPA security. Recall the CLWE variant we will use: let $s, e \leftarrow \chi$, and $a \leftarrow U\left(\Lambda_{q}^{\times}\right)$. Here $\chi$ is the CRR discretisation of the usual CLWE distribution to $\Lambda_{q}^{\vee} ; 21$ gave a reduction from CLWE to this variant. Output $(a, a s+e) \in \Lambda_{q}^{\times} \times \Lambda_{q}^{\vee}$, and call this distribution $A_{q, s, \chi}^{\times}$. Define the usual search and decision problems over this distribution to obtain CLWE ${ }_{H N F}^{\times}$.

Lemma 19. Let $n \geq 8$ be a power of 2, $d=2$, $\ell \leq C n$, and $q \geq 8 n$ a prime such that $x^{n}+1$ splits completely modulo $q$. Let $\delta>0, p \in \mathcal{Z}\left(\Lambda_{q}^{\times}\right)$and $\sigma \geq$ $2 n^{3 / 2} \sqrt[4]{\ell} \sqrt{\ln (32 n q)} q^{\frac{1}{2}+2 \epsilon}$ satisfy the conditions of Lemma 18 and Theorem 4. If there exists an IND-CPA attack algorithm $\mathcal{A}$ against CNTRU, running in time $T$ with advantage $\delta$, then there exists an algorithm to solve decision-CLWE ${ }_{\mathrm{HNF}}^{\times}$ that runs in time $T^{\prime}=T+O(\operatorname{poly}(n))$ with success probability $\delta^{\prime}=\delta-q^{-\Omega(n)}$.

Note that if $p \in \mathbb{Z}_{q}^{\times}$, the algorithm runs in time $T^{\prime}=T+O(n)$.
Proof. The proof runs similarly to [48, Lemma 13], [57, Lemma 16]. We use the attack algorithm against CNTRU to construct an algorithm $\mathcal{B}$ with nonnegligible advantage against $\mathrm{CLWE}_{H N F}^{\times}$. Write $\mathcal{O}$ for an oracle that samples from one of $U\left(\Lambda_{q}^{\times} \times \Lambda_{q}^{\vee}\right)$ and $A_{s, \chi}^{\times}$for some previously chosen $s \leftarrow \chi \cdot \mathcal{B}$ begins by obtaining a sample $\left(h^{\prime}, c^{\prime}\right) \in \Lambda_{q}^{\times} \times \Lambda_{q}^{\vee}$ via $\mathcal{O}$. The idea is that $\mathcal{B}$ uses $\mathcal{A}$ with public key $h=p \cdot h^{\prime} \in \Lambda_{q}$ to guess the bit $b$ in the IND-CPA experiment. As part of the IND-CPA experiment, $\mathcal{A}$ outputs messages $m_{0}, m_{1} \in \Lambda_{p}^{\vee}$. $\mathcal{B}$ then samples $b \leftarrow U(\{0,1\})$, computes ciphertext $c=p \cdot c^{\prime}+m_{b}$, and sends $c$ to $\mathcal{A}$. Finally, $\mathcal{A}$ submits a value $b^{\prime}$ for $b$, and if $b^{\prime}=b, \mathcal{B}$ outputs 1 . Else, $\mathcal{B}$ outputs 0 .

Since $h^{\prime}$ is uniformly random in $\Lambda_{q}^{\times}$and $p$ is invertible $\bmod q$, so is $h$, and so the public key given to $\mathcal{A}$ is of statistical distance at most $q^{-\Omega(n)}$ from the correct distribution for the attack algorithm, by Theorem 4. Additionally, since $c^{\prime}=h \cdot s+e$ with $s, e \leftarrow \chi, c$ has the desired distribution for the IND-CPA attack algorithm. In conclusion, if $\mathcal{O}$ outputs samples from $A_{s, \chi}^{\times}$, then $\mathcal{A}$, and hence $\mathcal{B}$, returns 1 with probability $\geq 1 / 2+\delta-q^{-\Omega(n)}$. If $\mathcal{O}$ outputs uniform samples from $U\left(\Lambda_{q}^{\times} \times \Lambda_{q}^{\vee}\right)$, then $c$ is uniformly random in $\Lambda_{q}^{\vee}$ since $p \in \Lambda_{q}^{\times}$, and is independent of $b$. Thus $\mathcal{B}$ outputs 1 with probability $1 / 2$, as desired.

If $K=\mathbb{Q}\left(\zeta_{2^{r}}\right), 2^{r-1}=n \geq 8, L=\mathbb{Q}\left(\zeta_{2^{r}}, \sqrt{\ell}\right)$ for prime $\ell: \ell \equiv 1 \bmod 2^{r}$, $\ell \leq C n$ for some $C \geq 2, q \geq 8 n$ a prime $q$ split completely in $L, \alpha \in(0,1)$ : $\alpha q \geq \omega(\sqrt{\log 4 n}), \xi=\alpha\left(\frac{2 n k}{\log (4 n k)}\right)^{\frac{1}{4}}$ with $k=O(1), \epsilon \in\left(0, \frac{1}{2}\right), p \in \Lambda_{q}^{\times}, \sigma \geq$ $2 n^{3 / 2} \sqrt[4]{\ell} \sqrt{\ln (32 n q)} q^{\frac{1}{2}+2 \epsilon}$ and $\omega\left(2 \sqrt{2} n^{2} \sqrt{\log 4 n} \alpha^{2} q^{2}\right) \sigma\|p\|_{\infty}^{2} \leq q / 2$, the security reduction to CLWE from ideal lattice problems holds, and CNTRU connects with SIVP (note that the CLWE reduction is valid for a restricted secret space).

## 9 Conclusion

In this work we have defined a general form of NTRU, and shown that for certain parameters the NTRU instances obtained are indistinguishable from samples
chosen uniformly at random. We have given the cryptographic application of a public-key encryption scheme, and shown that an IND-CPA attack on the PKE scheme implies an efficient attack on decision CLWE. Along the way we have proved new results on $q$-ary lattices obtained from natural orders of CDAs.

Future work includes selecting parameters for the signature scheme and the KEM and implementing these schemes. Further cryptanalysis is required to better understand the security of CNTRU. It would also be desirable to see if one could lift the constraint ' $d=2$ ', and obtain results for higher degrees. As explained in the introduction, the methods of this work are constrained to degreetwo extensions of power-of-two cyclotomic fields, and we do not currently know how to remove this restriction.

## A Proofs

Proof of Proposition 5. We have

$$
\begin{aligned}
& \|x\|_{p}^{p}=\sum_{\alpha \in \operatorname{Emb}(K)} \sum_{1 \leq i, j<d}\left|\alpha\left((\phi(x))_{i, j}\right)\right|^{p} \geq d^{2} \sum_{\alpha \in \operatorname{Emb}(K)}\left(\prod_{i, j}\left|\alpha\left((\phi(x))_{i, j}\right)\right|^{p}\right)^{1 / d^{2}} \\
& \geq d^{2}[K: \mathbb{Q}]\left(\prod_{\alpha \in \operatorname{Emb}(K)}\left(\prod_{0 \leq i<d}\left|\alpha\left(N_{L / K}\left(x_{i}\right)\right)\right|^{p}\right)^{1 / d^{2}}\right)^{1 /[K: \mathbb{Q}]} \\
& =[\mathcal{A}: \mathbb{Q}]\left(\prod_{0 \leq i<d}\left|N_{L / \mathbb{Q}}\left(x_{i}\right)\right|\right)^{p /[\mathcal{A}: \mathbb{Q}]} \quad, \text { and if } x \in \mathcal{I} \text {, } \\
& \left.\|x\|_{p}^{p} \geq[\mathcal{A}: \mathbb{Q}]\left(\prod_{0 \leq i<d}\left|N_{L / \mathbb{Q}}\left(x_{i}\right)\right|^{p /[\mathcal{A}: \mathbb{Q}]}\right)^{(\mathcal{A}: \mathbb{Q}]} N_{L / \mathbb{Q}}^{\prod_{0 \leq i<d}} x_{i}\right)\left.\right|^{p /[\mathcal{A}: \mathbb{Q}]}
\end{aligned}
$$

By assumption, the coefficients $x_{i}$ lie in the ideal $\mathfrak{J} \mathcal{O}_{L}$. Thus $x_{i} \in \overline{\mathcal{I}}:=\mathcal{I} \cap$ $\mathcal{O}_{L}$ for $i=0, \ldots, d-1$, and so $\prod_{0 \leq i<d} x_{i} \in \overline{\mathcal{I}}^{d}$, and hence $\|x\|_{p}^{p} \geq[\mathcal{A}: \mathbb{Q}]$. $\left|N_{L / \mathbb{Q}}(\overline{\mathcal{I}})\right|^{d p /[\mathcal{A}: \mathbb{Q}]}$. Finally, to see $\lambda_{1}^{\infty}(\mathcal{I}) \geq\left(N_{L / \mathbb{Q}}(\overline{\mathcal{I}})\right)^{1 / n d}$,
$\|x\|_{\infty}=\sup _{i, j, \alpha}\left|\alpha\left(\phi(x)_{i, j}\right)\right| \geq \prod_{i, j, \alpha}\left|\alpha\left((\phi(x))_{i, j}\right)\right|^{1 / n d^{2}}=N_{L / \mathbb{Q}}\left(\prod_{0 \leq i<d} x_{i}\right)^{1 / n d^{2}}$.

## B Choosing Parameters and Number Fields

In this section, we give a brief overview of some parameters choices for NTRU, focusing on $n$ and $q$, before giving possible parameters for CDAs. We note that many suggested parameters (including ours) are not chosen according to security proofs, but rather take into account considerations such as speed and efficiency. We note the analysis of 12 , and 32 for LWE, and welcome similar analysis for provably secure NTRU variants and CNTRU.

Parameters for NTRU in Previous Works NTRU 24 uses convolution rings $\mathbb{Z}[x] /\left(x^{N}-1\right)$ with $N$ prime, which are not ring of integers of algebraic number fields. This is the same as in [23], 28]; since CDAs are constructed from fields, the parameters used here do not adapt straightforwardly to our setting. This situation is mirrored in the NTRU finalist in NIST's post-quantum standardisation process, 13 . The authors use the rings $\mathbb{Q}(x) /(x-1) \Phi_{n}(x)$ with prime $n$, which are not fields. In this case, the polynomials ' $\Phi_{n}(x)$ ' are cyclotomic, hence $x^{n}-1=(x-1) \Phi_{n}(x)$; and $(x-1) \Phi_{n}(x)$ is plainly not irreducible.

However, the authors of 48, 49 replace $x^{n}-1$ by $x^{n}+1$, for power-of-two $n$. These are the $2 n$th cyclotomic polynomials, which are amenable to generalisation by CDAs. Since $n$ is a power of two, natural choices are $n=512$ or $n=1024$. They also recommend $p=3$ or $p=2$. As for $q$, if $\alpha q>n^{0.75}$, the decryption algorithm recovers $m$ with probability $1-n^{\omega(1)}$. For the security proof to hold, one needs $q \equiv 1 \bmod 2 n$. So in the context of CDAs, one could choose $n=256$, $q=7681$, or $n=512, q=12289$, if working with the same framework as 49].

Falcon 19 uses $n=512$ for NIST Level I, and $n=1024$ for NIST Level V, where $n$ is the degree of the cyclotomic ring. They use $q=12289$. ModFalcon 16 uses a rank two module over a power of two cyclotomic of degree 512, and also sets $q=12289$. In contrast, ModNTRU 15 uses a rank three module over a power of two cyclotomic of degree 512, but uses $q=2^{19}$, instead of prime $q$.

Parameters for NTRU in CDAs We follow the module NTRU instances in using power of two cyclotomics. Although there has been some concern raised over the large number of subfields and automorphisms attached to these objects 42, there has not yet been an efficient attack against the NTRU problem exploiting these features (for non-'overstretched' parameters). We recommend using algebras of dimension approximately 1000 over $\mathbb{Q}$. Following the construction detailed above: $\mathcal{A}=\left(L / \mathbb{Q}\left(\zeta_{n}\right), \theta, \zeta_{n}\right)$ with $K \subset L \subset M=\mathbb{Q}\left(\zeta_{\ell n}\right)$ for $\ell \equiv 1 \bmod n, \ell \not \equiv 1 \bmod p n$ for any prime $p \mid n$. Take $q$ to be a prime completely split in $L$, not too large to avoid attacks exploiting 'overstretched' parameters. Example parameters might be $n=1024, d=2, \ell=12289$, and $q=13313$.

As for choosing the sets $\mathcal{S}_{f}$ and so on, one can take these to be binary or ternary with set weights for efficiency, as some other NTRU schemes do, if desired. We leave the precise analysis of choices of such sets as future work.

## C Sketched Cryptographic Functionality

KEM Here we outline an CNTRU-based KEM. We follow the structure of the KEM in 13 closely. Denote the CNTRU key generation, encryption, and decryption algorithms by KeyGen, Encrypt, and Decrypt respectively.

$$
\begin{array}{|l|}
\hline \text { KeyGen }_{K E M} \\
\left.\hline \text { 1. }\left(p k^{\prime}, s k^{\prime}\right)=(h,(f, g, h)) \leftarrow \text { KeyGen(seed }\right) \\
\text { 2. } s \leftarrow_{\delta}\{0,1\}^{n d^{2}} \\
\text { 3. return }(p k, s k)=\left(p k^{\prime},\left(s k^{\prime}, s\right)\right)=(h,(f, g, h, s)) \\
\hline
\end{array}
$$

Below, $H_{1}(\cdot)$ and $H_{2}(\cdot)$ are hash functions. Correctness is straightforward.

| Encapsulate $(h)$ | Decapsulate $((f, g, h, s), c)$ |
| :--- | :--- |
| 1. $(r, m) \leftarrow \mathcal{L}_{r} \times \mathcal{L}_{m}$ | 1. $(r, m) \leftarrow \operatorname{Decrypt}(s k, c)$ |
| 2. $c \leftarrow \operatorname{Encrypt}(h,(r, m))$ | 2. $k_{1} \leftarrow H_{1}(r, m), k_{2} \leftarrow H_{2}(s, c)$ |
| 3. $k_{1} \leftarrow H_{1}(r, m)$ | 3. if $(r, m) \neq \perp$ return $k_{1}$ |
| 4. return $\left(c, k_{1}\right)$ | 4. else return $k_{2}$ |

Signatures We now give a signature scheme for CNTRU, based on pqNTRUSign [22]. Below are the key generation, signing, and verification algorithms. As usual, we fix coprime integers $p$ and $q$ with $q \gg p$. In [22, ternary polynomials are used, though we note this is not essential for the correctness of the scheme. Let $\mathcal{T}$ denote elements of $\Lambda$ with ternary coefficients, i.e. $\mathcal{T}=\{f=$ $\oplus_{i=0}^{d-1} u^{i} f_{i} \in \Lambda: f_{i}$ is ternary $\}$. Moreover, let $\mathcal{R}=\left\{h=\oplus_{i=0}^{d-1} u^{i} h_{i}:\left\|h_{i}\right\|_{\infty} \leq\right.$ $q / 2, i=0, \ldots, d-1\}$ and $\mathcal{S}=\left\{g=\oplus_{i=0}^{d-1} g_{i} \in \Lambda:\left\|g_{i}\right\|_{\infty} \leq p / 2, i=0, \ldots, d-1\right\}$.

$$
\begin{array}{|l|}
\hline \text { KeyGen }_{\text {Sign }} \\
\hline \text { 1. } F \leftarrow \mathcal{T} \text { and set } f=p F \text {. } \\
\text { 2. If } f \notin \Lambda_{q}^{\times} \text {, resample } F \text {. } \\
\text { 3. } g \leftarrow \mathcal{S} \text {. } \\
\text { 4. If } g \notin \Lambda_{q}^{\times} \text {, resample } g \text {. } \\
\text { 5. } h:=f^{-1} g \bmod q \text {. } \\
\text { 6. }(p k, s k)=(h,(f, g)) . \\
\hline
\end{array}
$$

Like pqNTRUSign, we require a function $H$ which takes a public key $h$ and a message $\mu$ to be signed, and outputs a pair of elements with bounded norm, that is $H: \mathcal{R} \times\{0,1\}^{*} \rightarrow \mathcal{S} \times \mathcal{S}$. The values $B_{s}$ and $B_{t}$ are bounds that can be changed to vary the security level and efficiency of the protocol.

$$
\begin{aligned}
& \hline \operatorname{Sign}(\mu): \operatorname{input}(p k, s k, \mu)=(h,(f, g), \mu) \\
& \hline \text { 1. }\left(s_{p}, t_{p}\right)=H(h, \mu) . \\
& \text { 2. } r \leftarrow \Lambda:\|r\|_{\infty} \leq\left\lfloor\frac{q}{2 p}+\frac{1}{2}\right\rfloor, i=0, \ldots, d-1 . \\
& \text { 3. }\left(s_{0}, t_{0}\right):=\left(s_{p}+p r, s_{0} h \bmod q\right) . \\
& \text { 4. } a:=\left(t_{p}-t_{0}\right) g^{-1} \bmod p . \\
& \text { 5. If }\|a f\|_{\infty}>B_{s} \text { or }\|a g\|_{\infty}>B_{t} \text { or }\|s\|_{\infty}>\frac{q}{2}-B_{s} \text { or }\|t\|_{\infty}>\frac{q}{2}-B_{t} \text {, restart. } \\
& \text { 6. }(s, t):=\left(s_{0}, t_{0}\right)+(a f, a g) .
\end{aligned}
$$

$$
\text { 7. Output } \sigma=(s, t, \mu)
$$

The signing algorithm is nearly identical to that of pqNTRUSign. We do, however, have to be careful about how we multiply $a$ and $f, g$. For correctness to hold, we use the pair $(a f, a g)$ in our algorithm, whereas in 22 one can use $(f a, g a)$ or $(a f, a g)$. This is because the NTRU lattice is an $\mathcal{O}_{L}$-bimodule in the commutative case, whereas CNTRU lattices are only left $\Lambda$-modules.

$$
\begin{array}{|l|}
\hline \text { Verify }(\sigma): \text { input }(h, \sigma)=(h,(s, t, \mu)) \\
\hline \text { 1. }\left(s_{p}, t_{p}\right) \leftarrow H(h, \mu) . \\
\text { 2. Check }\left(s_{p}, t_{p}\right) \equiv(s, t) \bmod p . \\
\text { 3. Check } t \equiv s h \bmod q \text {. } \\
\text { 4. Check }\|s\|_{\infty} \leq \frac{q}{2}-B_{s} \text { and }\|t\|_{\infty} \leq \frac{q}{2}-B_{t} . \\
\text { 5. If all checks succeed, output Valid. } \\
\hline
\end{array}
$$

It is straightforward to show correctness for this scheme, for well chosen $B_{s}, B_{t}$. We do not analyse the above schemes in detail; we include them to demonstrate that such functionality is obtainable from NTRU in noncommutative rings.
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