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#### Abstract

An hard homogeneous space (HHS) is a finite group acting on a set with the group action being hard to invert and the set lacking any algebraic structure. As such HHS could potentially replace finite groups where the discrete logarithm is hard for building cryptographic primitives and protocols in a post-quantum world. Threshold HHS-based primitives typically require parties to compute the group action of a secret-shared input on a public set element. On one hand this could be done through generic MPC techniques, although they incur in prohibitive costs due to the high complexity of circuits evaluating group actions known to date. On the other hand round-robin protocols only require black box usage of the HHS. However these are highly sequential procedures, taking as many rounds as parties involved. The high round complexity appears to be inherent due the lack of homomorphic properties in HHS, yet no lower bounds were known so far. In this work we formally show that round-robin protocols are optimal. In other words, any at least passively secure distributed computation of a group action making black-box use of an HHS must take a number of rounds greater or equal to the threshold parameter. We furthermore study fair protocols in which all users receive the output in the same round (unlike plain round-robin), and prove communication and computation lower bounds of $\Omega\left(n \log _{2} n\right)$ for $n$ parties. Our results are proven in Shoup's Generic Action Model (GAM), and hold regardless of the underlying computational assumptions.
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## 1 Introduction

It is known from the '80s that Shor's algorithms [Sho94] on a powerful enough quantum computer solves in polynomial time the hidden subgroup problem for abelian groups of which Factoring and Discrete Logarithm (DL) are particular instances. This poses a menace to existing public-key cryptography and has motivated the exploration and study of post-quantum cryptographic problems.

One potential candidate are hard homogeneous spaces (HHS), where a finite group $\mathbb{G}$ acts on a set $\mathcal{E}$ through an action $\star: \mathbb{G} \times \mathcal{E} \rightarrow \mathcal{E}$ which is hard to invert. These resemble prime order groups where the group action corresponds to the exponentiation. However, unlike groups, in HHS the set $\mathcal{E}$ lacks a group structure, making it immune to Schor's algorithms. So far the only known practical and versatile instantiations come from the Commutative Supersingular Diffie-Hellman (CSIDH) key-exchange, based on isogenies between supersingular elliptic curves. Remarkably, recent attacks [CD23, MMP ${ }^{+}$23, Rob23] directed at SIDH, a different family of isogeny-based key exchange, did not affect the security of CSIDH.

Over the last years CSIDH has been used to build a variety of primitives. Examples include cryptosystems [Sto12, MOT20, FP21], signatures DG19, BKV19, EKP20, ABCP23a] and identification schemes [BCP21] as well as more advanced primitives such as ID-based signatures [SD21], adaptor signatures [TMM21, oblivious transfer (LGD21), linkable ring signatures (BKP20), group signatures [BDK ${ }^{+} 22$ ] and importantly threshold schemes DM20, CS20, BDPV21, CM22, ABCP23a, ABCP23b, ABCP23c.

HHS-based threshold schemes in particular have gained a lot of attention as post-quantum alternatives to replace currently deployed solutions. Typically protocols based on group action involve the evaluation of $s \star E$ for a secret shared $s \in \mathbb{G}$ and a public set element $E$. However, as opposed to the DL group setting, parties with shares $s_{i}$ cannot simply compute $s_{i} \star E$ locally and aggregate them to get $s \star E$ in a single round due to the lack of group structure in $\mathcal{E}$. Because of such a limitation, only two orthogonal approaches are know to date.

One is through generic multi-party computation (MPC) techniques. These require to express the group action as an explicit arithmetic circuit and then compute it gate-by-gate, theoretically achieving constant round complexity in the number of parties. The downside though is that either round or communication complexity highly depends on the multiplicative depth of the circuit, for instance when using protocol based respectively on linear secret sharing schemes or garbled circuits. Unfortunately, currently known circuits for CSIDH (Algorithm 2 in $\left[\mathrm{CLM}^{+} 18\right]$ ) are not MPC-friendly, as they involve extensive looping over secret shared values. Hence the MPC approach does not appear to be practical yet.

On the other hand there are round-robin protocols. These require users to sequentially apply (a function of) their secret share on a given set element. An example to compute $s=s_{1}+\ldots+s_{4}$ acting on $E_{0}$ among 4 parties is given in Figure 1. The main advantage of such procedures is that they only make blackbox usage of the HHS, avoiding the overheads of generic MPC. However, they require as many rounds as users involved in the computation, which in a $t$ out
of $n$ secret sharing would amount to $t$ rounds. This solution then appears hard to scale.

$$
E_{0} \underbrace{s_{1}}_{P_{1}} E_{1} \underbrace{s_{2}}_{P_{2}} E_{21} \underbrace{\stackrel{s_{3}}{\longrightarrow}}_{P_{3}} E_{321} \underbrace{s_{4}}_{P_{4}} E_{4321}=s \star E_{0}
$$

Fig. 1. Round-robin protocol for four parties. Here $E_{i_{1} i_{2} \ldots i_{t}}=\left(s_{i_{1}}+s_{i_{2}}+\cdots+s_{i_{t}}\right) \star E_{0}$

Given the current unsatisfactory state of the art, we ask whether best of both worlds constructions exist. In other words:

Is it possible to securely compute the group action of a $t$ out of $n$ secret shared group element through black-box usage of the HHS with less than $t$ rounds of communication?

### 1.1 Our Contributions

We answer the above question in the negative proving the following lower bounds:
Round Lower Bound. We show that any protocol which, given a $t$ out of $n$ secret shared $s$, attempts to compute $f(s) \star E_{0}$ making only black-box usage of the group action either:

- Requires $t$ or more rounds of communication ${ }^{3}$
- Is insecure against $t-1$ passively corrupted users, which can recover $f(s)$.

The notion of black-box group action is formalized through Shoup's Generic Action Model (GAM) recently proposed in $\mathrm{DHK}^{+} 23$. Here set elements are represented by random labels, and actions are computed through oracle calls to $\mathcal{O}_{\text {act }}$. We prove this by describing for any $k$ round protocol an explicit PPT adversary which, provided a transcript and the secret inputs of $k$ users, recovers $f(s)$. Our result cannot therefore be circumvented by

- Using external hardness assumptions. Our adversary is PPT, not only polynomially bounded in the number of queries to $\mathcal{O}_{\text {act }}$, and it could be used by any reduction to efficiently break the underlying assumption.
- Using element's representation, because this is already allowed in the GAM.

The only way we see to avoid our lower bound is through explicit usage of a circuit for the group action. In this case generic MPC techniques can be applied to improve asymptotic round complexity, however incurring in the overheads discussed previously.

[^0]Round-optimal Fair Protocols Lower Bounds. Although we prove round-robin protocols to be optimal in the GAM, in concrete applications they present some vulnerabilities. The most notable one is that only the last user receives the result. That party may then refuse to share it with the others or an adversary could cause him to crash, forcing the protocol to restart ${ }^{4}$. For this reason variants have been proposed DM20 in which all parties get the output in the same round (we call such protocols fair).

A trivial solution would be to run $n$ parallel round robin protocols (see Figure 2 for an example with $n=4$ ), but this would require $O\left(n^{2}\right)$ communication and computation.

$$
\begin{aligned}
& E_{0} \xrightarrow{s_{1}} E_{1} \xrightarrow{s_{2}} E_{21} \xrightarrow{s_{3}} E_{321} \xrightarrow{s_{4}} E_{4321}=s \star E_{0} \\
& E_{0} \xrightarrow{s_{2}} E_{2} \xrightarrow{s_{3}} E_{32} \xrightarrow{s_{4}} E_{432} \xrightarrow{s_{1}} E_{1432}=s \star E_{0} \\
& E_{0} \xrightarrow[s_{4}]{s_{3}} E_{3} \xrightarrow[s_{1}]{s_{4}} E_{43} \xrightarrow[s_{2}]{s_{1}} E_{143} \xrightarrow[s_{3}]{s_{2}} E_{2143}=s \star E_{0} \\
& E_{0} \xrightarrow{s_{4}} E_{4} \xrightarrow{s_{1}} E_{14} \xrightarrow{s_{2}} E_{214} \xrightarrow{s_{3}} E_{3214}=s \star E_{0}
\end{aligned}
$$

Fig. 2. Fair Round-robin protocol for four parties. Naive approach.

A better one, the binary splitting strategy DM20, allows computing only $n\left(1+\log _{2} n\right)$ group actions and communicating $n\left(1+\log _{2} n\right)-2$ set elements, at least when the number of parties is a power of two. An example for $n=4$ is shown in Figure 3.


Fig. 3. Fair round-robin protocol for four parties. Optimal strategy.

We show that in the GAM this strategy is optimal for $n$ a power of two, assuming the protocol does not allow $n-1$ honest-but-curious parties to recover $f(s)$. More precisely, we prove that any $n$ rounds protoco ${ }^{5}$ in the GAM computing $s \star E_{0}$ among $n$ parties, with $s$ being a function of user's private input, satisfying

- No set of $n-1$ can recover $s$

[^1]- All users obtain the output in the last round
involves at least $n\left(1+\log _{2} n\right)$ action evaluations and the communication of at least $n\left(1+\log _{2} n\right)-2$ set elements. As for the previous result, this lower bound holds in spite of the computational assumptions and the usage of element's representation.


### 1.2 Our Techniques

Our results are both based on the fact that in the GAM every computed set element is either randomly sampled or returned by the oracle call $\mathcal{O}_{\text {act }}(a, D)$ with $a \in \mathbb{G}$ and a previously computed $D \in \mathcal{E}$. This allows us to construct a graph among set elements $\left\{^{6}\right.$ where there is an edge from $D$ to $E$ if $D$ was computed before $E$ and $E=\mathcal{O}_{\text {act }}(a, D)$. In particular if there exists a path from $D$ to $E$ then, knowing the group elements used in all queries associated to the edges of this path, one can compute $a \in \mathbb{G}$ such that $a \star D=E$ by taking their sum.

Round-Robin Lower Bound. Our proof consists of two steps. First, we show that a path from $E_{0}$ to $f(s) \star E_{0}$ exists with high probability. Second, we prove that among all paths from $E_{0}$ to $f(s) \star E_{0}$ there exists w.h.p. one involving for each round queries performed by at most one user. Because the protocol has $k$ rounds, this path can involve queries of at most $k$ users. Our result then follows because these $k$ users can then jointly compute $f(s)$ as described above.

The first step, which we call Sequentiality Lemma ${ }^{7}$, is proved observing that the output is either connected to $E_{0}$ or to a randomly sampled element $E^{\prime}$. In the first case, we get the thesis. In the second case, all parties can jointly compute $a \in \mathbb{G}$ such that $a \star E^{\prime}=E_{\text {out }}$ as observed. However $E_{\text {out }}=f(s) \star E_{0}$ implies that $E^{\prime}=(-a+f(s)) \star E_{0}$, meaning that parties successfully inverted the group action for a random element $E^{\prime}$, which is supposed to be hard. Hence this case only happens with negligible probability.

The main idea in the second step instead is that the order in which parties are executed within a round does not affect the protocol. A path containing queries of at most one user for each round can then be constructed by induction. Given $F$ a set element computed by $P_{i}$ at round $r$, we can assume $P_{i}$ was executed before any other user (so its queries occurs before any other user's ones in the same round). In this way, given a path from $E_{0}$ to $F$, all the queries in the path at round $r$ can only come from $P_{i}$. The remaining queries at previous rounds can then be handled through the inductive hypothesis.

Optimality of Fair Round-Robin. Regarding fair protocols, we exploit the fact that all parties eventually return the output $E_{\text {out }_{i}}$. A first approach to bound computation would be to find a path from $E_{0}$ to each $E_{\text {out }_{i}}$, and count the total

[^2]number of queries involved. If we only had one path this would work: Since we assume the protocol to have $n$ rounds and that no subset of $n-1$ users can recover $f(s)$, all users must contribute to this path by performing at least a query as discussed above. As a consequence each path contains $\Omega(n)$ queries. The issue however is that when many paths are considered, they may potentially share a large fraction of associated queries.

We address through the following critical abstraction: To each path connect$\operatorname{ing} E_{0}$ with $E_{\text {out }_{i}}$ we associate the sequence $\pi_{i}(1), \ldots, \pi_{i}(n)$ of users performing queries in this path. Up to carefully choosing the paths, $\pi_{i}(r)$ is then the index of the only user performing queries at round $r$ which contributes to the chosen path from $E_{0}$ to $E_{\text {out }_{i}}$. Our key observation is then that ${ }^{8}$ two paths can share the same queries at round $r$ only if $\pi_{i}$ and $\pi_{j}$ share the same prefix of length $r$. In other words, shared queries only occurs if for the first $r$ rounds the two paths involve the same users in the same order.

With this crucial result we can then link the total number of queries to properties of the prefix tree of $\pi_{1}, \ldots, \pi_{n}$. We then shift our focus to the study of this graph. Because $\pi_{1}, \ldots, \pi_{n}$ can be proved to be permutations, their prefix tree must satisfy what we call the tall sub-tree (TS) property. Namely a tree is tall if all leaves have the same distance from the root and its height is greater than the number of leaves. A tree where all its sub-trees are tall is TS. We eventually translate our communication and computation lower bounds into bounds for TS trees and prove them with elementary graph-theoretic techniques.

Interestingly, the connection between TS trees and optimal fair protocols turned out to be more than a mere proof artifact: in the Appendix, Section B, we informally show how from any optimal TS tree one can derive optimal fair protocols to reconstruct an additive secret sharing over commutative group actions (such as CSIDH).

### 1.3 Related Work

The study of idealized models of computation dates back to the formalization of Shoup's Sho97 and Maurer's Mau05 Generic Group Models, where in the former group elements are labeled with random strings while in the latter no label is ever provided. In these frameworks many primitives were shown to be impossible including VDFs RSS20, efficient accumulators SGS20, signature schemes DHH ${ }^{+}$21, CFGG22, vector commitments CFGG22 and NIZKs Giu23. All these results are limited to Maurer's GGM either because the primitive is known to exists in Shoup's GGM, or because negative results in Shoup's GGM are typically harder, such as the IBE impossibility (PRV12, Zha22]. Moreover all these negative results are proved providing an unbounded adversary restricted to perform at most polynomially many GGM queries. This means that using non group theoretic assumptions could be enough to bypass them. We remark that our results instead do not suffer from such a limitation.

[^3]Regarding group actions, a Shoup-like model was proposed in $\mathrm{DHK}^{+} 23$ capturing the concrete case of CSIDH, in which quadratic twists are efficiently computable, through an external oracle. Our result is based on their model, but we will not use for simplicity their twisting oracle. Instead we capture twists by allowing non-commutative and non-free actions as proposed in BGZ23. We discuss this further in the Appendix, Section A.

Conversely a Maurer-like model for group actions was proposed in BGZ23] and used to prove lower bounds on identification schemes. These apply to signature and zero-knowledge proofs obtained via the Fiat-Shamir transform. We stress that like any negative result in Maurer-like models, their bounds on interactive identification schemes only hold if set elements representation is never used. We again remark that this is not the case in our results.

## 2 Preliminaries

### 2.1 Notation

$\lambda$ is the security parameter and a function of $\lambda$ is negligible if it approaches zero faster than the inverse of any polynomial. For a Turing machine $\mathcal{A}, y \leftarrow \mathcal{A}(x)$ means $y$ was deterministically computed on input $x$, whereas $y \leftarrow{ }^{\$} \mathcal{A}(x)$ means $y$ was computed probabilistically. These must not be confused with " $\rightarrow$ " and $" \rightarrow$ ", two relations we define in Sections 3.1 and $3.3 x \sim \mathcal{X}$ is a random variable with support $\mathcal{X} . \mathrm{H}(x)$ is the Shannon's entropy of $x$ and $\mathrm{I}(x ; y)$ is the mutual information between $x$ and $y$, defined as $\mathrm{H}(x)-\mathrm{H}(x \mid y) . x \leftarrow^{\$} \mathcal{X}$ means $x$ is uniformly sampled from $\mathcal{X}$. For a finite group, denoted by $(\mathbb{G},+)$, we always use additive notation and denote by 0 the identity element. We will not implicitly assume groups to be commutative or prime order.

### 2.2 Hard Homogeneous Space

Here we recall the notion of possibly non-commutative group actions.
Definition 1. An action of a finite group $(\mathbb{G},+)$ on a set $\mathcal{E}$ is given by a map $\star: \mathbb{G} \times \mathcal{E} \rightarrow \mathcal{E}$ satisfying the following properties:

1. Identity: $0 \star E=E$ for all $E \in \mathcal{E}$.
2. Associativity: $(h+g) \star E=h \star(g \star E)$ for every $h, g \in \mathbb{G}$ and $E \in \mathcal{E}$.

The action is transitive if for all $E_{1}, E_{2} \in \mathcal{E}$ there exists $g \in \mathbb{G}$ such that $E_{2}=$ $g \star E_{1}$. If $g$ is unique the action is called free.

For a group action to be effectively computable we further assume that deciding membership in $\mathbb{G}, \mathcal{E}$ and equality between elements in $\mathbb{G}$ and $\mathcal{E}$ is efficient. Moreover sampling uniformly from both sets, computing the operations and inverses in $\mathbb{G}$, and the group action $\star$ is also efficient.

Typically, the set $\mathcal{E}$ equipped with an effective group action $\star$ is called Homogeneous Space if $\star$ is transitive and free. However we will extend this notion to
actions that are not necessarily free. This, in line with the approach of BGZ23], allows for instance encoding quadratic twists for CSIDH as the action of specific group elements, as discussed in the Appendix, Section A.

For a $\operatorname{PPT} \mathcal{A}$ adversary we define the advantage for the vectorization and parallelization problems as

$$
\begin{aligned}
& \left.\operatorname{Adv}^{\mathrm{Vec}(\mathcal{A})=\operatorname{Pr}\left[g=g^{\prime}\right.} \begin{array}{l}
g \leftarrow^{\mathbb{\$}} \mathbb{G}, E \leftarrow^{\$} \mathcal{E}, E^{\prime}=g \star E \\
g^{\prime} \leftarrow \mathcal{A}\left(E, E^{\prime}\right)
\end{array}\right] \\
& \operatorname{Adv}^{\operatorname{Par}(\mathcal{A})=\operatorname{Pr}\left[\begin{array}{l|l}
E_{t}=(g+h) \star E & \begin{array}{l}
g, h \leftarrow^{\mathbb{\$}} \mathbb{G}, E \leftarrow^{\mathbb{}} \mathcal{E} \\
E_{g} \leftarrow g \star E, E_{h} \leftarrow h \star E \\
E_{t} \leftarrow \mathcal{A}\left(E, E_{g}, E_{h}\right)
\end{array}
\end{array}\right] .}
\end{aligned}
$$

Definition 2. An homogeneous space is called hard if the vectorization and parallelization problems are hard. That is, if for any PPT adversary $\mathcal{A}$ there exists negligible functions $\varepsilon_{\mathrm{vec}}, \varepsilon_{\mathrm{par}}$ such that

$$
\operatorname{Adv}^{\operatorname{Vec}}(\mathcal{A}) \leq \varepsilon_{\mathrm{vec}}(\lambda), \quad \operatorname{Adv}^{\operatorname{Par}}(\mathcal{A}) \leq \varepsilon_{\mathrm{par}}(\lambda)
$$

### 2.3 Shoup's Generic Action Model

In order to capture generic usage of the group action, we use an adaptation of Shoup's Generic Group Model [Sho97]. In this setting the group action $\star$ : $\mathbb{G} \times \mathcal{E} \rightarrow \mathcal{E}$ is modeled through an oracle $\mathcal{O}_{\text {act }}$. Initially a random injective labeling function $\sigma: \mathcal{E} \rightarrow\{0,1\}^{\mu}$ is sampled and users receive $E_{0}=\sigma\left(E_{0}^{\prime}\right)$ the encoding of an element in $\mathcal{E}$. Action queries are then replied to with

$$
\mathcal{O}_{\mathrm{act}}(a, E)= \begin{cases}\sigma\left(a \star E^{\prime}\right) & \text { If } E=\sigma\left(E^{\prime}\right) \\ \perp & \text { If } E \notin \operatorname{Im} \sigma\end{cases}
$$

We do not provide an oracle to test membership in $\sigma(\mathcal{E})$ as this can be checked querying $\mathcal{O}_{\text {act }}(0, E)$, which returns $E$ if $E \in \sigma(\mathcal{E})$ and $\perp$ if $E \notin \sigma(\mathcal{E})$. We further remark that if $\mu=\log _{2}|\mathcal{E}|+O(\log \lambda)$ the model allows sampling random elements of unknown "discrete logarithm" in base $E_{0}$. Conversely if $\mu=\log _{2}|\mathcal{E}|+\Omega(\lambda)$ sampling random elements is computationally hard.

In relation to previously proposed models $\mathrm{DHK}^{+} 23, \mathrm{BGZ} 23$ for generic group actions, ours allows parties to have an explicit representation for set elements as done in (DHK ${ }^{+}$23] and as opposed to BGZ23. However, as in BGZ23] we allow non-free and non-commutative group actions in order to encode external operations such as quadratic twists as particular action evaluations. In this sense we do not need a separate oracle to capture twists as done in DHK ${ }^{+} 23$.

## 3 Technical Lemmas

### 3.1 Sequentiality Lemma

In this section we present our starting point, the Sequentiality Lemma, stating that any procedure computing $s \star E_{0}$ can obtain the right result only through
sequential applications of the group action to $E_{0}$. A full proof of this Lemma can be found in the Appendix, Section C.1.

First let us introduce some notation. Given $\mathcal{A}$ a PPT algorithm with oracle access to $\mathcal{O}_{\text {act }}$ initially receiving $E_{0}$ and performing $q$ queries, we denote these with $E_{k} \leftarrow \mathcal{O}_{\text {act }}\left(a_{k}, D_{k}\right)$ for $k \in\{1, \ldots, q\}$. Next we introduce a relation $\rightarrow$ among indices $\{0, \ldots, q\}$.

$$
k_{1} \rightarrow k_{2} \quad \Leftrightarrow \quad k_{1}<k_{2}, \quad E_{k_{1}}=D_{k_{2}} .
$$

Intuitively this means that the $k_{1}$-th set element was used to compute the $k_{2}$-th. Note this relation is not yet a (strict) partial order as it is not transitive, but its transitive closure is. This is explicitly defined as

$$
i \rightarrow^{+} j \quad \Leftrightarrow \quad \exists k_{1}, \ldots, k_{m}: \quad k_{1} \rightarrow k_{2} \rightarrow \ldots \rightarrow k_{m}, \quad k_{1}=i, \quad k_{m}=j
$$

The lemma then ensures that if an algorithm computes $s \star E_{0}$ for a known $s$ in the GAM, with high probability $s \star E_{0}$ is the output of some query, say the $k$-th (meaning $s \star E_{0}=E_{k}$ ), and $0 \rightarrow^{+} k$.

Lemma 1. For any $\mathcal{A}$ PPT algorithm with oracle access to $\mathcal{O}_{\text {act }}$ making at most $q$ queries and any $s \in \mathbb{G}$, such that $\left(s, E_{\text {out }}\right) \leftarrow \mathcal{A}\left(E_{0}\right)$ then
$\operatorname{Pr}\left[E_{\text {out }}=s \star E_{0}, \nexists k\left(E_{\text {out }}=E_{k}, 0 \rightarrow^{+} k\right)\right] \leq \varepsilon_{\text {vec }}(2 q)+\frac{1}{|\mathcal{E}|-(q+1)}:=\varepsilon_{\text {seq }}(q)$
where $\varepsilon_{\text {vec }}(q)$ is the advantage of breaking the vectorization problem in $q$ queries, see Definition 2.

### 3.2 Interactive Protocols

The main limitation of the Sequentiality Lemma is that it only applies to a single machine. Here we introduce notation for interactive protocols in the GAM in order to extend in the next section this result to the interactive case.

An interactive protocol is defined by $n$ PPT machines $P_{1}, \ldots, P_{n}$ with access to point-to-point (i.e. non-broadcast ${ }^{9}$ ) communication channels. We assume them to be synchronous and simultaneous i.e. such that messages from all parties are atomically sent at the beginning of each round and delivered at the end. To formally describe this model we initially call $\operatorname{trs}_{0}=\perp$ and inductively define for initial inputs $x_{1}, \ldots, x_{n}$ the messages sent and transcript at round $r$ as

$$
M_{r, i} \leftarrow^{\$} P_{i}\left(x_{i}, \operatorname{trs}_{r-1}\right), \quad \operatorname{trs}_{r}=\left(\operatorname{trs}_{r-1}, M_{r, 1}, \ldots, M_{r, n}\right)
$$

where $M_{r, i}=\left(M_{r, i}^{(1)}, \ldots, M_{r, i}^{(n)}\right)$ is the tuple of messages sent by $P_{i}$, and in particular $M_{r, i}^{(j)}$ is the message $P_{i}$ sends to $P_{j}$. To ensure parties only use message

[^4]delivered to them, we assume $P_{j}$ can only read entries of the form $M_{r, i}^{(j)}$ in trs for any $r$ and $i$.

Regarding the interaction with the GAM we denote $E_{r, i, j} \leftarrow \mathcal{O}_{\text {act }}\left(a_{r, i, j}, D_{r, i, j}\right)$ the $j$-th query made by $P_{i}$ to $\mathcal{O}_{\text {act }}$ during the $r$-th round. As done in Section 3.1 we then define a relation $\rightarrow$ among the indices $(r, i, j)$ and $\left(r^{\prime}, i^{\prime}, j^{\prime}\right)$ which indicates that the result from the former was used as input in the latter. Formally

$$
(r, i, j) \rightarrow\left(r^{\prime}, i^{\prime}, j^{\prime}\right) \quad \Leftrightarrow \quad\left(r<r^{\prime} \vee\left(r=r^{\prime}, i=i^{\prime}, j<j^{\prime}\right)\right) \wedge E_{r, i, j}=D_{r^{\prime}, i^{\prime}, j^{\prime}}
$$

This condition on the indices says that one query precedes another one only if it was performed on a previous round, or if both were asked in the same round by the same party $P_{i}$ one before the other. Like $\rightarrow$, the relation $\rightarrow$ is not yet a (strict) partial order. However its transitive closure $\rightarrow$ is. This is explicitly defined as $(r, i, j) \rightarrow{ }^{+}\left(r^{\prime}, i^{\prime}, j^{\prime}\right) \Leftrightarrow$

$$
\begin{aligned}
\Leftrightarrow & \exists\left(r_{1}, i_{1}, j_{1}\right), \ldots,\left(r_{t}, i_{t}, j_{t}\right): \\
& \left(r_{1}, i_{1}, j_{1}\right) \rightarrow \ldots \rightarrow\left(r_{t}, i_{t}, j_{t}\right), \quad\left(r_{1}, i_{1}, j_{1}\right)=(r, i, j), \quad\left(r_{t}, i_{t}, j_{t}\right)=\left(r^{\prime}, i^{\prime}, j^{\prime}\right)
\end{aligned}
$$

Finally, to further include $E_{0}$ in this relation, which might be technically never queried, we could either assume that parties initially query $E_{0} \leftarrow \mathcal{O}_{\text {act }}\left(0, E_{0}\right)$, or more simply say that

$$
0 \rightarrow(r, i, j) \quad \Leftrightarrow \quad D_{r, i, j}=E_{0} .
$$

We conclude this section with two elementary properties of $\rightarrow$. The proofs appears for completeness in the Appendix, Section C.2.
Lemma 2. Let $\left(r_{1}, i_{1}, j_{1}\right) \rightarrow \ldots \rightarrow\left(r_{t}, i_{t}, j_{t}\right)$. Then

$$
E_{r_{t}, i_{t}, j_{t}}=\left(a_{r_{t}, i_{t}, j_{t}}+\ldots+a_{r_{1}, i_{1}, j_{1}}\right) \star D_{r_{1}, i_{1}, j_{1}}
$$

Lemma 3. Let $0 \rightarrow\left(r_{1}, i_{1}, j_{1}\right) \rightarrow \ldots \rightarrow\left(r_{t}, i_{t}, j_{t}\right)$. Then

$$
\left|\left\{i_{1}, \ldots, i_{t}\right\}\right| \leq\left|\left\{r_{1}, \ldots, r_{t}\right\}\right| .
$$

### 3.3 Interactive Sequentiality Lemma

In this section we state the Interactive Sequentiality Lemma, which extends Lemma 1. This applies to a set of parties $P_{1}, \ldots, P_{n}$ each holding an input $s_{i} \in\{0,1\}^{\text {poly }(\lambda)}$ and wishing to compute $f\left(s_{1}, \ldots, s_{n}\right) \star E_{0}$ for a given function $f$. Informally it states that the result must, up to negligible probability, come from the sequential application of $\mathcal{O}_{\text {act }}$ to $E_{0}$ and that such sequence of queries involves at most one player for each round.
Lemma 4. Let $P_{1}, \ldots, P_{n}$ be a $k$ round protocol in the $G A M$ and $f$ a function such that given inputs $s_{1}, \ldots, s_{n} \sim\{0,1\}^{\text {poly }(\lambda)}$ there exists $P_{i}$ which at round $k$ returns $E_{\text {out }}=f\left(s_{1}, \ldots, s_{n}\right) \star E_{0}$. Then

$$
\operatorname{Pr}\left[\exists\left(r^{\prime}, i^{\prime}, j^{\prime}\right): \quad E_{\text {out }}=E_{r^{\prime}, i^{\prime}, j^{\prime}}, \quad 0 \rightarrow \rightarrow^{+}\left(r^{\prime}, i^{\prime}, j^{\prime}\right)\right] \geq 1-(k+1) \cdot \varepsilon_{\text {seq }}(q)
$$

where $q$ is an upper bound on the total number of queries performed.
A full proof of this lemma appears in the Appendix, Section C. 3 .

## 4 Round Lower Bound

We now present our first result for distributed computation over black box HHS. We assume that parties $P_{1}, \ldots, P_{n}$ initially receive a secret input $s_{i} \in\{0,1\}^{\text {poly }(\lambda)}$ and a public function $f$ and execute a protocol compute $f\left(s_{1}, \ldots, s_{n}\right) \star E_{0}$ in Shoup's GAM. In this setting then we will prove that if such computation only requires $k$ rounds, then a subset of $k$ users can passively collude, and recover $f\left(s_{1}, \ldots, s_{n}\right)$.

Evaluating the group action of a $t$ out of $n$ secret shared group element $s \in \mathbb{G}$ is then a specific case of interest, as it affects threshold signatures and cryptosystems. This is captured by our result setting $f$ as the reconstruction function. More concretely, for $n$ out of $n$ additive secret sharing, $f\left(s_{1}, \ldots, s_{n}\right)$ is simply the sum of all shares. Similarly, for $t$ out of $n$ Shamir secret sharing $f$ is

$$
f\left(s_{1}, \ldots, s_{n}\right)=\sum_{i \in R} \lambda_{i, R} s_{i}
$$

with $R$ being a reconstruction set of size $t$ and $\lambda_{i, R} \in \mathbb{Z}$ the Lagrange coefficients. In all these cases, since any set with less than $t$ users is not entitled to recover $s$, our result implies that passive security cannot be achieved with less than $t$ rounds. Finally, this will further imply the optimality of round-robin protocols in such cases.

Theorem 1. Let $P_{1}, \ldots, P_{n}$ be a $k$-round protocol in the $G A M$ and $f$ a function such that on input $s_{1}, \ldots, s_{n} \sim\{0,1\}^{\text {poly }(\lambda)}$ there exists $P_{i}$ returning at round $k$ the element $E_{\text {out }}=f\left(s_{1}, \ldots, s_{n}\right) \star E_{0}$.

Then up to probability $(k+1) \varepsilon_{\text {seq }}$ there exists $S \subseteq\{1, \ldots, n\}$ and a PPT machine $\mathcal{A}$ such that, calling $\rho_{i}$ the random coins of $P_{i}$

1. $|S| \leq k$
2. $s^{\prime} \leftarrow \mathcal{A}\left(\right.$ trs, $\left.\left\{s_{i}, \rho_{i}\right\}_{i \in S}\right)$ with $s^{\prime} \star E_{0}=E_{\text {out }}$.

Proof. We begin by applying the Interactive Sequentiality Lemma 4, stating that up to probability $(k+1) \varepsilon_{\text {seq }}$ there exists $(r, i, j)$ such that $E_{\text {out }}=E_{r, i, j}$ and $0 \rightarrow \mapsto^{+}(r, i, j)$. Next let $\left(r_{1}, i_{1}, j_{1}\right), \ldots\left(r_{t}, i_{t}, j_{t}\right)=(r, i, j)$ be a chain for the above relation, i.e.

$$
0 \rightarrow\left(r_{1}, i_{1}, j_{1}\right) \rightarrow \ldots \rightarrow\left(r_{t}, i_{t}, j_{t}\right) .
$$

We define $S=\left\{i_{1}, \ldots, i_{t}\right\}$ the set of users involved in the chain ${ }^{11}$. To upper bound the size of $S$ we use Lemma 3 , because the protocol has $k$ round, $|S| \leq$ $\left|\left\{r_{1}, \ldots, r_{t}\right\}\right| \leq k$. Next we provide an explicit description of $\mathcal{A}$ computing $s^{\prime}$ from $\left\{s_{i}, \rho_{i}\right\}_{i \in S}$ and trs. Initially $\mathcal{A}$ executes $P_{i}$ with $i \in S$ for all rounds. In this way it performs all queries $\left(r_{1}, i_{1}, j_{1}\right), \ldots,\left(r_{t}, i_{t}, j_{t}\right)$ and in particular knows the group elements used in those queries. The sum $s^{\prime}$ of all these group elements then is such that $s^{\prime} \star E_{0}=E_{\text {out }}$. A formal description is provided in Figure 4 .

[^5]```
\(\mathcal{A}^{\mathcal{O}^{\text {act }}}\left(\right.\) trs, \(\left.\left\{s_{i}, \rho_{i}\right\}_{i \in S}\right)\)
    Compute \(\operatorname{trs}_{0}\), trs \(_{1} \ldots\), trs \(_{r}\) from trs
    // Execute all users in \(S\). Note that at round \(r^{\prime}\) users get \(\operatorname{trs}_{r^{\prime}-1}\)
    For all \(i^{\prime} \in S\) and \(r \in\{1, \ldots, k\}\) :
        Run \(P_{i^{\prime}}^{\mathcal{O}_{\text {act }}}\left(s_{i^{\prime}}, \operatorname{trs}_{r^{\prime}-1} ; \rho_{i^{\prime}}\right)\)
        // Compute \(s^{\prime}\) from the users' queries
        Find \(\left(r_{1}, i_{1}, j_{1}\right), \ldots\left(r_{t}, i_{t}, j_{t}\right)\) such that \(0 \rightarrow\left(r_{1}, i_{1}, j_{1}\right) \rightarrow \ldots \rightarrow\left(r_{t}, i_{t}, j_{t}\right)\)
        Retrieve queried group elements \(a_{r_{1}, i_{1}, j_{1}}, \ldots, a_{r_{t}, i_{t}, j_{t}}\)
        Return \(s^{\prime} \leftarrow a_{r_{t}, i_{t}, j_{t}}+\ldots+a_{r_{1}, i_{1}, j_{1}}\)
```

Fig. 4. Adversary $\mathcal{A}$ computing $s^{\prime}$ such that $s^{\prime} \star E_{0}=E_{\text {out }}$

Since the query $\left(r_{\alpha}, i_{\alpha}, j_{\alpha}\right)$ for $\alpha \in\{1, \ldots, t\}$ is performed by $P_{i_{\alpha}}$ at round $r_{\alpha}$, then $\mathcal{A}$ also performs this query as by construction $i_{\alpha} \in S$ and $\mathcal{A}$ runs $P_{i_{\alpha}}^{\mathcal{O}_{\alpha+1}}\left(s_{i_{\alpha}}, \operatorname{trs}_{r_{\alpha}-1} ; \rho_{i_{\alpha}}\right)$ in line 4 Finally, by Lemma 2

$$
s^{\prime} \star E_{0}=\left(a_{r_{t}, i_{t}, j_{t}}+\ldots+a_{r_{1}, i_{1}, j_{1}}\right) \star E_{0}=E_{r_{t}, i_{t}, j_{t}}=E_{\text {out }} .
$$

This completes the proof.

## 5 Fair Protocols Lower Bounds

### 5.1 Fair Protocols

As proven in the previous section, round-robin protocols achieve the best round complexity in the GAM. These however do not achieve fairness even against weak adversaries. Indeed, since only the last user gets the result, it can simply halt instead of communicating it to others. Remarkably, in order to carry out this attack, an adversary only needs to be able to

- corrupt only 1 user.
- deviate from the protocol only through crashes.

Moreover, it does not even have to be rushing, i.e. able to receive for each round honest users' messages before computing and sending its own.

In this section we will study protocols that address this issue, and eventually provide communication and computation lower bounds for them in the GAM. More specifically we focus on protocols among $n$ users to compute a function of all parties' private inputs acting on a given set elements such that:

1. it prevents $n-1$ honest-but-curious users from reconstructing the secret,
2. in honest executions, all parties obtain their output in the last round,
3. it requires exactly $n$ rounds of communication (i.e. it is round optimal according to Theorem 1].

We immediately observe that these simple restrictions, the second one being necessary for fairness in general, imply fairness against the weak class of attacks described above. The idea is that if an adversary obtains the output before the $n$-th round, and then crashes the corrupted party, then using Theorem 1 , one could find a subset of $n-1$ or less users who are able to recover the secret group element. Conversely, if it crashes at round $n$, as we assumed it not to be rushing, it can only halt after sending its own messages. Hence all parties eventually get their output as well.

Noticeably, the above argument does not imply that fair protocols have to be round-optimal. Even more so, as our lower bounds will only apply to roundoptimal protocols, this leaves open the possibility that fair solutions with suboptimal round complexity but better communication and computational costs exist. Since our techniques do not seem to easily generalize in such case, we leave this as an interesting open question.

Finally, it may appear as uninteresting in practice to only study security against such a weak class of attacks. We remark that, as we will prove lower bounds for these protocols, our results applies to stronger models of corruption as well.

### 5.2 Refined Interactive Sequentiality Lemma

In order to provide our second lower bound we will need an improved version of the Interactive Sequentiality Lemma, Section 3.3. First let us recall its statement. Given $n$ parties with inputs $s_{1}, \ldots, s_{n}$ jointly computing $E_{\text {out }}=$ $f\left(s_{1}, \ldots, s_{n}\right) \star E_{0}$, Lemma 4 states that up to negligible probability, $E_{\text {out }}=E_{r, i, j}$ and $0 \rightarrow \rightarrow^{+}(r, i, j)$. Let $\left(r_{1}, i_{1}, j_{1}\right), \ldots,\left(r_{t}, i_{t}, j_{t}\right)$ be a chain of queries for $0 \rightarrow \rightarrow^{+}$ $(r, i, j)$, i.e. such that

$$
0 \rightarrow\left(r_{1}, i_{1}, j_{1}\right) \rightarrow\left(r_{2}, i_{2}, j_{2}\right) \rightarrow \ldots \rightarrow\left(r_{t}, i_{t}, j_{t}\right)=(r, i, j) .
$$

In our improved lemma we will show that this chain can be chosen so that the first query occurring at round $r_{\alpha}$ is minimal among all queries performed in the same round $r_{\alpha}$ with respect to the relation $\rightarrow^{+}$. This means that the set elements used to perform this minimal query was not computed in the same round by $P_{i_{\alpha}}$. This property will prove useful when studying communication lower bounds, as it roughly implies that the set element used in minimal queries highly depends on messages previously received. More formally we give the following definition:

Definition 3. Given $P_{1}, \ldots, P_{n}$ PPT defining a $k$ rounds protocol, and a sequence of queries $\left(r_{1}, i_{1}, j_{1}\right), \ldots,\left(r_{t}, i_{t}, j_{t}\right)$ such that

$$
0 \rightarrow\left(r_{1}, i_{1}, j_{1}\right) \rightarrow \ldots \rightarrow\left(r_{t}, i_{t}, j_{t}\right)
$$

we call this a refined chain if for all $r \in\left\{r_{1}, \ldots, r_{t}\right\}$ there exists an index $\alpha$ such that $\left(r_{\alpha}, i_{\alpha}, j_{\alpha}\right)$ is minimal among all queries of the form $\left(r_{\alpha}, \cdot, \cdot\right)$ with respect $t o \rightarrow{ }^{+}$.

Lemma 5. Let $P_{1}, \ldots, P_{n}$ be a $k$ round protocol in the $G A M$ and $f$ a function such that on inputs $s_{1}, \ldots, s_{n} \sim\{0,1\}^{\text {poly }(\lambda)}$, there exists $P_{i}$ which at round $k$ returns $E_{\text {out }}=f\left(s_{1}, \ldots, s_{n}\right) \star E_{0}$. Up to probability $(k+1) \varepsilon_{\text {seq }}$ then $E_{\text {out }}=E_{r, i, j}$ and there exists a refined chain such that $0 \rightarrow^{+}(r, i, j)$.
The proof appears in the Appendix, Section C.4

### 5.3 Tall Sub-tree Property

Our technique to study fair protocols will be to associate a tree with special properties to the protocol, and translate bounds for the tree size to communication and computation lower bounds. In this section we therefore introduce the tall sub-tree (TS for short) property for tree graphs, and lower bound their size.

Informally a tree is tall if all leaves have the same distance from the root, and its height is higher than the number of leaves. A tree then satisfies the TS property if all its (non-trivial) sub-trees are tall. To be more formal we introduce some notation. Given $T=(V, E)$ a tree, height $(T)$ is its height (the longest path's length) and leaves $(T)$ its number of leaves. $T_{v}$ for $v \in V$ is the sub-tree rooted in $v$.

Definition 4. A tree $T=(V, E)$ is tall if all leaves have the same distance from the root and either $|V|=1$ or height $(T) \geq$ leaves $(T)$. $T$ satisfies the tall sub-tree (TS) property if $T_{v}$ is tall for all $v \in V$.


Fig. 5. Examples of non-TS (left), tall but non-TS (center) and TS (right) trees.

Proposition 1. Let $T=(V, E)$ be a TS tree with height $(T)=m$ and leaves $(T)=$ n. Then

$$
|E| \geq m+n \log _{2} n
$$

We quickly observe that because in any tree $|V|=|E|+1$, the Proposition above could be restated as $|V| \geq m+1+n \log _{2} n$. Next we prove a bound for the number of nodes of distance at least two from the root.
Proposition 2. Let $T=(E, V)$ a $T S$ tree with height $(T)=m$ and leaves $(T)=$ $n$. Furtherfore let $V_{\geq 2}$ the set of nodes with distance at least two from the root. Then

$$
\left|V_{\geq 2}\right| \geq m+n \log _{2} n-2
$$

Proofs for Proposition 1 and 2 appears in the Appendix, section C. 5 .

### 5.4 Main Result

We are finally ready to state and prove our second lower bound for fair protocols with optimal round complexity. Regarding our notation, we remind that $\mu$ denotes the GAM label size, i.e. the number of bits used to represent set elements, and that trs denotes the tuple of messages exchanged throughout the protocol's execution. In order to give meaningful lower bound on the communication complexity we define for the tuple of messages $M_{r}^{(i)}$ received by $P_{i}$ at round $r$

$$
\ell\left(M_{r}^{(i)}\right):=\mathrm{H}\left(M_{r}^{(i)} \mid \operatorname{trs}_{r-1}\right) \quad \ell_{\mathrm{tot}}=\sum_{r=1}^{k} \sum_{i=1}^{n} \ell_{\mathrm{tot}}\left(M_{r}^{(i)}\right)
$$

Roughly $\ell(\cdot)$ represent the amount of information contained in $M_{r}^{(i)}$ given all previous messages, and lower bound the information $P_{i}$ receives conditioned only to messages it previously saw. Hence $\ell_{\text {tot }}$ lower bounds the total information sent throughout the protocol.

Theorem 2. Let $P_{1}, \ldots, P_{n}$ be an n-round protocol in the $G A M$ and $f$ a function such that on input $s_{1}, \ldots, s_{n} \sim\{0,1\}^{\text {poly }(\lambda)}$, every $P_{i}$ returns at last round the element $E_{\text {out }_{i}}=f\left(s_{1}, \ldots, s_{n}\right) \star E_{0}$. If there exists no set $S \subseteq\{1, \ldots, n\}$ and adversary $\mathcal{A}$ satisfying the conditions of Theorem 1 then up to probability $(n+1) \varepsilon_{\text {seq }}$, calling $q$ the total number of $\mathcal{O}_{\text {act }}$ queries

$$
q \geq n(1+\log n), \quad \ell_{\mathrm{tot}} \geq(n(1+\log n)-2) \cdot\left(\mu-\frac{q}{2^{\mu-1}-q}\right)
$$

As for Theorem 1, this result readily generalizes to protocol reconstructing the action of a $t$ out of $n$ secret shared value, which requires exactly $t$ rounds and at least a subset of $t$ users get the output. In such case the protocol must involve at least $t\left(1+\log _{2} t\right)$ queries and no less than $\approx t\left(1+\log _{2}\right) \mu$ bits of communication.

Proof. The proof consists of four steps:

1. Observing that any chain for $0 \rightarrow \rightarrow^{+}$out $_{i}$ contains at least a query from each user. In particular we can associate to each chain a permutation $\pi_{i}$ assigning to round $r$ the (only) user whose round $r$ queries appears in the chain.
2. Given $\pi_{1}, \ldots, \pi_{n}$ permutations we build their prefix tree and show it is a TS tree, see Section 5.3. In particular it contains at least $n\left(1+\log _{1} n\right)$ nodes, excluding the root.
3. Using Lemma 5, we find refined chains for $0 \rightarrow \rightarrow^{+}$out ${ }_{i}$ so that the prefix tree of the associated permutations $\pi_{1}, \ldots, \pi_{n}$ satisfies a certain minimality condition. Then we build an injective function $f$ from the nodes (root excluded) to the set of query indexes. By Proposition 1 this yields $q \geq n(1+\log n)$.
4. Proving each $M_{r}^{(i)}$ must have enough information about set element which figures as input in queries in $\operatorname{Im} f$ performed by $P_{i}$ at round $r+1$. The bound on $\ell_{\text {tot }}$ is then a consequence of Proposition 2

Regarding the first step, we begin with the following claim, stating that each chain for $0 \rightarrow{ }^{+}$out $_{i}$ must contain queries from all users and cannot skip any round.

Claim 1 For all $\left(r_{1}, i_{1}, j_{1}\right), \ldots,\left(r_{t}, i_{t}, j_{t}\right)$ such that

$$
0 \rightarrow\left(r_{1}, i_{1}, j_{1}\right) \rightarrow \ldots \rightarrow\left(r_{t}, i_{t}, j_{t}\right)=\text { out }_{i}
$$

then $\left\{i_{1}, \ldots, i_{t}\right\}=\{1, \ldots, n\}=\left\{r_{1}, \ldots, r_{t}\right\}$.
Using this, for all chains $\left(r_{1}, i_{1}, j_{1}\right), \ldots,\left(r_{t}, i_{t}, j_{t}\right)$ for $0 \rightarrow^{+}$out $_{i}$ we define a function $\pi_{i}$ associating to each round $r_{\alpha}$ the user $i_{\alpha}$ who performed at least one query in the chain at that round

$$
\pi_{i}:\{1, \ldots, n\} \rightarrow\{1, \ldots, n\} \quad: \quad \pi_{i}\left(r_{\alpha}\right)=i_{\alpha} \quad \forall \alpha \in\{1, \ldots, t\}
$$

This is a function because $\rightarrow$ implies there is at most one user performing queries for each round and, by Claim 1, $\pi_{i}$ is defined for all $r$. In fact this is a permutation as stated in the next claim, which completes the first step.

Claim 2 For all $\left(r_{1}, i_{1}, j_{1}\right), \ldots,\left(r_{t}, i_{t}, j_{t}\right)$ chain for $0 \rightarrow \rightarrow^{+}$out $_{i}, \pi_{i}$ is a bijection and $\pi_{i}(n)=i$.

Regarding the second step, assuming $0 \rightarrow \rightarrow^{+}$out ${ }_{i}$ for all $i$, we can define $\pi_{1}, \ldots, \pi_{n}$ for any choice of chains realizing these relations. We then construct their prefix tree. This is done by defining for each $r \in\{0, \ldots, n\}$ an equivalence relation where $\pi_{i}$ is equivalent to $\pi_{j}$ if the two functions agree on the first $r$ evaluations. Note that for $r=0$ all permutations are equivalent and, due to Claim 2 , for $r=n$ no two distinct permutations are. Then the equivalence classes are

$$
\left[\pi_{i}\right]_{r}=\left\{\pi_{j}: \pi_{j}(1)=\pi_{i}(1), \ldots, \pi_{i}(r)=\pi_{j}(r)\right\}
$$

For the sake of clarity we notice that $\left[\pi_{i}\right]_{0}=\left\{\pi_{1}, \ldots, \pi_{n}\right\}$ and, by Claim 2 , $\left[\pi_{i}\right]_{n}=\left\{\pi_{i}\right\}$. With this notation their prefix tree $T=(V, E)$ is defined as

$$
\begin{aligned}
v_{i, r} & :=\left(\left[\pi_{i}\right]_{r}, r\right) \\
V & =\left\{v_{i, r}: i \in\{1, \ldots, n\}, r \in\{0, \ldots, n\}\right\} \\
E & =\left\{\left(v_{i, r}, v_{i, r+1}\right): i \in\{1, \ldots, n\}, r \in\{1, \ldots, n-1\}\right\} .
\end{aligned}
$$

i.e. the class $\left[\pi_{i}\right]_{r+1}$ is connected to the class $\left[\pi_{i}\right]_{r}$ it refines. We conclude the second step with the next claim.

Claim 3 If $0 \rightarrow{ }^{+}$out $_{i}$ for all $i \in\{1, \ldots, n\}$, then for all chains realizing them and associated permutations $\pi_{1}, \ldots, \pi_{n}$, their prefix tree $T$ is a $T S$ tree with $\operatorname{height}(T)=n$ and leaves $(T)=n$.

For the third step we use Lemma5. Since each $P_{i}$ returns $E_{\text {out }_{i}}=f\left(s_{1}, \ldots, s_{n}\right) \star E_{0}$, up to probability $(n+1) \varepsilon_{\text {seq }}$, for all $i$ there exists a refined chain for $0 \rightarrow{ }^{+}$out $_{i}$, see

Definition 3. Conditioning on this event, we can chose $n$ refined chains with associated permutations $\pi_{1}, \ldots, \pi_{n}$ so that, calling $V_{t}=\left\{v_{i, r}: i \in\{1, \ldots, t\}, r \in\right.$ $\{0, \ldots, n\}\}$, the tuple

$$
\left(\left|V_{1}\right|,\left|V_{2}\right|, \ldots,\left|V_{n}\right|\right)
$$

is minimal w.r.t. the lexicographic order. This means that for any other choice of refined chains, the associated permutations $\pi_{1}^{\prime}, \ldots, \pi_{n}^{\prime}$ defines a prefix tree $T^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ so that either $\left|V_{t}\right|=\left|V_{t}^{\prime}\right|$ for all $t$ or there exists a $t$ such that

$$
\left|V_{1}\right|=\left|V_{1}^{\prime}\right| \wedge \ldots \wedge\left|V_{t}\right|=\left|V_{t}^{\prime}\right| \wedge\left|V_{t+1}\right|<\left|V_{t+1}^{\prime}\right| .
$$

Using this we will construct an injective function $f$ from the tree nodes (excluding the root) to the set of query indices. Each node $v=\left(\left[\pi_{i}\right]_{r}, r\right)$ for some $\pi_{i}$ will be mapped to a query that is:

- in the chain for $0 \rightarrow{ }^{+}$out $_{i}$ used to construct $\pi$,
- minimal among round $r$ queries, with respect to $\rightarrow \rightarrow^{+}$.

Claim 4 There exists refined chains for $0 \rightarrow^{+}$out $_{i}$ so that, calling $T=(V, E)$ the resulting prefix tree and $V^{*}$ the set of nodes excluding the root, there exists $f: V^{*} \rightarrow \mathbb{N}^{3}$ such that

1. For each $v \in V$ there exist $r, i, j$ so that $v=v_{i, r}$ and $f(v)=\left(r, \pi_{i}(r), j\right)$ is a query in the chain used to construct $\pi_{i}$. Moreover $f(v)$ is minimal w.r.t. $\rightarrow^{+}$ among all queries of the form $(r, \cdot, \cdot)$.
2. $f$ is injective.
3. Calling $a_{r, i, j}, D_{r, i, j}$ the input of $\mathcal{O}_{\text {act }}$ in the $(r, i, j)$-th query, then

$$
D_{f(u)}=D_{f(v)} \quad \Rightarrow \quad \exists w:(w, u),(w, v) \in E
$$

The first two properties combined implies that the set of queries contains at least $\left|V^{*}\right|=|E| \geq n\left(1+\log _{2} n\right)$ elements, where the last bound follows from Claim 3 and Proposition 1 .

Finally we go through the last step. In order to bound communication we first bound the number of minimal queries using different set elements as input performed by $P_{i}$ at round $r$. Next we will prove $M_{r-1}^{(i)}$ has to contain enough information about these elements. Toward this goal we define $U_{r, i}$ as the set of nodes to which $f$ associate a query performed by $P_{i}$ at round $r$, and $\Delta_{r, i}$ the collection of set elements used in those queries.

$$
U_{r, i}:=\{v \in V: \exists j: f(v)=(r, i, j)\} \quad \Delta_{r, i}:=\left\{D_{f(v)}: v \in U_{r, i}\right\}
$$

First we give a bound on the size of $\Delta_{r, i}$.
Claim $5 \sum_{r=1}^{n-1} \sum_{i=1}^{n}\left|\Delta_{r+1, i}\right| \geq n\left(1+\log _{2} n\right)-2$.
Then, we relate the size of $\Delta_{r+1, i}$ with the entropy in $M_{r}^{(i)}$

Claim 6 With the previous notation,

$$
\mathrm{H}\left(M_{r}^{(i)} \mid \operatorname{trs}_{r-1}\right) \geq\left|\Delta_{r+1, i}\right| \cdot\left(\mu-\frac{q}{2^{\mu-1}-q}\right)
$$

This eventually concludes the proof of Theorem 2 because

$$
\begin{aligned}
\ell_{\mathrm{tot}} & =\sum_{r=1}^{n-1} \sum_{i=1}^{n} \ell\left(M_{r}^{(i)}\right) \\
& \geq \sum_{r=1}^{n-1} \sum_{i=1}^{n}\left|\Delta_{r+1, i}\right| \cdot\left(\mu-\frac{q}{2^{\mu-1}-q}\right) \\
& \geq\left(n\left(1+n \log _{2} n\right)-2\right) \cdot\left(\mu-\frac{q}{2^{\mu-1}-q}\right)
\end{aligned}
$$

Proof of Claim 1. Assume by contradiction that there exists a chain for $0 \rightarrow \rightarrow^{+}$ out $_{i}$ such that $S:=\left\{i_{1}, \ldots, i_{t}\right\} \subsetneq\{1, \ldots, n\}$. Then, as shown in the proof of Theorem 11, the adversary $\mathcal{A}$ described in Figure 4 on input trs and $\left(s_{i}, \rho_{i}\right)_{i \in S}$, with $\rho_{i}$ being the random coins of $P_{i}$, recovers $s^{\prime}$ such that $s^{\prime} \star E_{0}=E_{\text {out }_{i}}$. This contradicts the assumption that such a pair $(S, \mathcal{A})$ does not exist.

Next, using Lemma 3 and the fact that the protocol has $n$ rounds,

$$
n=\left|\left\{i_{1}, \ldots, i_{t}\right\}\right| \leq\left|\left\{r_{1}, \ldots, r_{t}\right\}\right|=n \quad \Rightarrow \quad\left\{r_{1}, \ldots, r_{t}\right\}=\{1, \ldots, n\}
$$

Proof of Claim 2. We begin showing that $\pi_{i}$ is a total function from $\{1, \ldots, n\}$. Let $\alpha<\beta$ be two indexes such that $r_{\alpha}=r_{\beta}$. Because $\left(r_{\alpha}, i_{\alpha}, j_{\alpha}\right) \rightarrow^{+}\left(r_{\beta}, i_{\beta}, j_{\beta}\right)$, by the definition of $\rightarrow^{+}, r_{\alpha}=r_{\beta}$ implies $i_{\alpha}=i_{\beta}$. Hence $\pi_{i}$ associate the same value to $r_{\alpha}$ and $r_{\beta}$. Moreover, by Claim 1 for each $r \in\{1, \ldots, n\}$ there exists an $\alpha$ such that $r=r_{\alpha}$. As a consequence $\pi_{i}$ is well defined function with domain $\{1, \ldots, n\}$.

Next we observe that $\operatorname{Im} \pi_{i}=\left\{i_{1}, \ldots, i_{t}\right\}=\{1, \ldots, n\}$ where we used again Claim 1, implying that $\pi_{i}:\{1, \ldots, n\} \rightarrow\{1, \ldots, n\}$ is a surjective function between finite sets of the same size, and therefore also a bijection.

Finally, since the query out ${ }_{i}$ is performed by $P_{i}$, it has the form $\left(r_{t}, i, j_{t}\right)$. If $r_{t}<n$ then we would find a chain with $\left\{r_{1}, \ldots, r_{t}\right\}$ of size strictly smaller than $n$, contradicting Claim 11. Therefore $r_{t}=n$ and $\pi_{i}(n)=\pi_{i}\left(r_{t}\right)=i$.

Proof of Claim 3. $T$ is a tree because each node $v_{i, r}$ is connected to the root by the path

$$
\left(\left(v_{i, 0}, v_{i, 1}\right), \ldots,\left(v_{i, r-1}, v_{i, r}\right)\right)
$$

with $v_{i, 0}=\left(\left\{\pi_{1}, \ldots, \pi_{n}\right\}, 0\right)$ being equal for all $i$, and each node has in-degree 1 because

$$
\begin{array}{ll} 
& \left(v_{j, r-1}, v_{i, r}\right),\left(v_{k, r-1}, v_{i, r}\right) \in E \quad: \quad\left\{\begin{array}{l}
v_{i, r}=\left(\left[\pi_{i}\right]_{r}, r\right) \\
v_{j, r-1}=\left(\left[\pi_{j}\right]_{r-1}, r-1\right) \\
v_{k, r-1}=\left(\left[\pi_{k}\right]_{r-1}, r-1\right)
\end{array}\right. \\
\Rightarrow & \pi_{j}(x)=\pi_{i}(x)=\pi_{k}(x) \quad \forall x \in\{1, \ldots, r-1\} \\
\Rightarrow \quad & {\left[\pi_{j}\right]_{r-1}=\left[\pi_{k}\right]_{r-1} \quad \Rightarrow \quad v_{j, r-1}=v_{k, r-1} .}
\end{array}
$$

By construction the leaves of $T$ are $v_{i, n}$ with $i$ ranging from 1 to $n$, and these are all distinct. Indeed for $i \neq j$ we have $\pi_{i}(n)=i \neq j=\pi_{j}(n)$ implying $v_{i, n} \neq v_{j, n}$. Thus leaves $(T)=n$. Moreover each leaf has distance $n$ from the root, so height $(T)=n$.

Next we show that the sub-tree of $v_{i, r}=\left(\left[\pi_{i}\right]_{r}, r\right)$ is a tall tree. By previous observations its height is $n-r$. If $r=n$ the node is a leaf and it is trivially tall. Conversely let $v_{j_{1}}, \ldots, v_{j_{n}}$ be all the leaves of this sub-tree, so that $v_{j_{\alpha}}=$ ( $\left.\left[\pi_{j_{\alpha}}\right]_{n}, n\right)$. Then for all $\alpha$ we have that $v_{i, r}=v_{j_{\alpha}, r}$ because from both nodes there exists a path to $v_{j_{\alpha}, n}$, and there exists no path connecting the two nodes. As a consequence

$$
\left[\pi_{i}\right]_{r}=\left[\pi_{j_{1}}\right]_{r}=\ldots=\left[\pi_{j_{m}}\right]_{r}
$$

Hence $\pi_{j_{1}}, \ldots, \pi_{j_{m}}$ have the same values when evaluated on the indexes from 1 to $r$. Moreover, since these are all permutations, their value on $n$ (as we assumed $n>r$ ) must differ from their value on previous points. Thus

$$
\begin{array}{ll} 
& \left\{\pi_{j_{1}}(n), \ldots, \pi_{j_{m}}(n)\right\} \cap\left\{\pi_{i}(1), \ldots, \pi_{i}(r)\right\}=\varnothing \\
\Rightarrow \quad & \left\{j_{1}, \ldots, j_{m}\right\} \cap\left\{\pi_{i}(1), \ldots, \pi_{i}(r)\right\}=\varnothing
\end{array}
$$

where the implication uses Claim 2 Since $j_{1}, \ldots, j_{m}$ are all distinct by construction, $\pi_{i}(1), \ldots, \pi_{i}(r)$ are all distinct as $\pi_{i}$ is a bijection, and all these indexes lies in the range $\{1, \ldots, n\}$ we conclude
$\left|\left\{j_{1}, \ldots, j_{m}\right\}\right|+\left|\left\{\pi_{i}(1), \ldots, \pi_{i}(r)\right\}\right| \leq n \quad \Rightarrow \quad m+r \leq n \quad \Rightarrow \quad m \leq n-r$.
The sub-tree of $v_{i, r}$ is therefore tall, concluding the claim's proof.
Proof of Claim 4. We recall $V_{t}=\left\{v_{i, r}: i \in\{1, \ldots, t\}, r \in\{0, \ldots, n\}\right\}$ and further define $V_{t}^{*}=V_{t} \backslash\left\{v_{1,0}\right\}$, i.e. the set of vertices in $V_{t}$ without the root. To prove the claim we proceed by induction on $t$ showing the existence of a function $f: V_{t}^{*} \rightarrow \mathbb{N}^{3}$ satisfying the required properties.

If $t=1$, we set $f\left(v_{1, r}\right)=\left(r, \pi_{1}(r), j\right)$ to be the query in the refined chain, see Definition 3, minimal w.r.t. $\rightarrow^{+}$among queries performed at round $r$. Then $f$ is injective over $V_{1}^{*}$ and satisfies the first condition by construction. Regarding the third property if $D_{f\left(v_{1, r}\right)}=D_{f\left(v_{1, r^{\prime}}\right)}$ with $r<r^{\prime}$ then we could create a shorter chain skipping round $r$, thus violating Claim 1. Hence $r=r^{\prime}$, and in particular $v_{1, r}, v_{1, r^{\prime}}$ are the same, meaning that $v \mapsto D_{f(v)}$ is injective over $V_{1}^{*}$ and thus satisfies the third property.

Assuming the statement to be true for $t-1$, i.e. that we have $f: V_{t-1}^{*} \rightarrow \mathbb{N}^{3}$ satisfying the three properties, we show $f$ can be extended to $V_{t}^{*}$. To so, let $j_{r}$ be such that $\left(r, \pi_{t}(r), j_{r}\right)$ is the minimal query at round $r$ of the chain for $0 \rightarrow \rightarrow^{+}$out $_{t}$. We then define for all $v_{i, r} \in V_{t}^{*} \backslash V_{t-1}^{*}$ the function to be $f\left(v_{i, r}\right)=\left(r, \pi_{t}(r), j_{r}\right)$. The first property is thus satisfied by construction.

Next we show $f$ is injective. If $f\left(v_{i, r}\right)=f\left(v_{i^{\prime}, r^{\prime}}\right)$ then $r=r^{\prime}$ from the first property ${ }^{12}$. By inductive hypothesis $f$ is injective over $V_{t-1}^{*}$. Without loss of

[^6]generality we can then assume $v_{i^{\prime}, r^{\prime}} \in V_{t}^{*} \backslash V_{t-1}^{*}$, in which case $t=i^{\prime}$. In order to prove $v_{i, r}=v_{t, r}$ we proceed by contradiction assuming the two nodes to be different.

This implies that $v_{i, r} \in V_{t-1}^{*}$. With loss of generality we can further assume because of the first property that $f\left(v_{i, r}\right)=\left(r, \pi_{i}(r), j^{*}\right)$ is a minimal query at round $r$ for $0 \rightarrow \rightarrow^{+}$out $_{i}$. This implies that there exist refined chains for the relations

$$
0 \rightarrow^{+}\left(r, \pi_{t}(r), j_{r}\right) \rightarrow^{+} \text {out }_{t} \quad 0 \rightarrow \rightarrow^{+}\left(r, \pi_{i}(r), j^{*}\right) \rightarrow^{+} \text {out }_{i} .
$$

Since $\left(r, \pi_{t}(r), j_{r}\right)=\left(r, \pi_{i}(r), j^{*}\right)$ we can combine the first half of the second chain with the second half of the first one to obtain a new refined chain for $0 \rightarrow{ }^{+}$out $_{t}$. Let $\widehat{\pi}_{t}$ be the associated permutations. By construction $\widehat{\pi}_{t}(x)=\pi_{i}(x)$ for all $x \in\{1, \ldots, t\}$, and in particular $\left[\widehat{\pi}_{t}\right]_{r}=\left[\pi_{i}\right]_{r}$. Hence, calling $\widehat{T}=(\widehat{V}, \widehat{E})$ the prefix tree for $\pi_{1}, \ldots, \widehat{\pi}_{t}, \ldots, \pi_{n}$, we will show it violates our minimality condition on $T$. Indeed
$-\left|V_{t-1}^{*}\right|=\left|\widehat{V}_{t-1}^{*}\right|$, because the first $t-1$ permutations used to build $T, \widehat{T}$ are the same.
$-\left|V_{t}^{*}\right| \geq\left|V_{t-1}^{*}\right|+(n-r+1)$, because $v_{t, r} \in V_{t-1}^{*} \backslash V_{t}^{*}$ and in particular, $v_{t, r^{\prime}} \notin V_{t-1}^{*}$ for $r^{\prime}>r$, or else $v_{t, r^{\prime}}=v_{i, r^{\prime}}$ for some $i<t$ which implies $v_{t, r}=v_{i, r} \in V_{t-1}^{*}$. Hence

$$
\left\{v_{i, r}, \ldots, v_{i, n}\right\} \subseteq V_{t}^{*} \backslash V_{t-1}^{*} \quad \Rightarrow \quad\left|V_{t}^{*} \backslash V_{t-1}^{*}\right| \geq(n-r+1)
$$

$-\left|\widehat{V}_{t}^{*}\right| \leq\left|\widehat{V}_{t-1}^{*}\right|+(n-r)$, because $\left[\widehat{\pi}_{t}\right]_{r}=\left[\pi_{i}\right]_{r}$ implies $\left[\widehat{\pi}_{t}\right]_{r^{\prime}}=\left[\pi_{i}\right]_{r^{\prime}}$ for all $r^{\prime} \leq r$. Hence, again for all $r^{\prime} \leq r, \widehat{v}_{t, r^{\prime}}=\widehat{v}_{i, r^{\prime}} \in \widehat{V}_{t-1}^{*}$ and in particular

$$
\widehat{V}_{t}^{*} \backslash \widehat{V}_{t-1}^{*} \subseteq\left\{\widehat{v}_{t, r+1}, \ldots, \widehat{v}_{t, n}\right\} \quad \Rightarrow \quad\left|\widehat{V}_{t}^{*} \backslash \widehat{V}_{t-1}^{*}\right| \leq n-t
$$

Combining the three relations we conclude that our minimality assumption on $T$ is violated because

$$
\left|\widehat{V}_{t}^{*}\right| \leq\left|\widehat{V}_{t-1}^{*}\right|+(n-r)<\left|V_{t-1}^{*}\right|+(n-r+1) \leq\left|V_{t}^{*}\right|
$$

This means that the assumption $v_{i, r} \neq v_{t, r}$ leads to a contradiction, implying that $v_{i, r}=v_{t, r}$ and that $f$ is injective.

To conclude we need to prove the third property holds for $f$. Let $D_{f\left(v_{i, r}\right)}=$ $D_{f\left(v_{i^{\prime}, r^{\prime}}\right)}$. We study two cases:

1. $r \neq r^{\prime}$. Then without loss of generality $r<r^{\prime}$ and by the first property $v_{i, r}$, $v_{i^{\prime}, r^{\prime}}$ are such that $f\left(v_{i, r}\right)=\left(r, \pi_{i}(r), j\right)$ and $f\left(v_{i^{\prime}, r^{\prime}}\right)=\left(r^{\prime}, \pi_{i^{\prime}}\left(r^{\prime}\right), j^{\prime}\right)$ are minimal queries in their respective rounds with respect to $\rightarrow^{+}$. Among the queries appearing in the chain for $0 \rightarrow^{+}$out ${ }_{i}$ let $\left(r^{\prime \prime}, i^{\prime \prime}, j^{\prime \prime}\right)$ be the predecessor of $\left(r, \pi_{i}(r), j\right)$, i.e. such that

$$
0 \rightarrow \mapsto^{+}\left(r^{\prime \prime}, i^{\prime \prime}, j^{\prime \prime}\right) \rightarrow\left(r, \pi_{i}(r), j\right) \rightarrow \rightarrow^{+} \text {out }_{i} .
$$

Note that since $\left(r, \pi_{i}(r), j\right)$ is minimal among the queries at round $r$, we must have $r^{\prime \prime}<r$. Then if we call $E_{r^{\prime \prime}, i^{\prime \prime}, j^{\prime \prime}}$ the output of $\mathcal{O}_{\text {act }}$ for query $\left(r^{\prime \prime}, i^{\prime \prime}, j^{\prime \prime}\right)$,
by the definition of $\rightarrow$ we have $E_{r^{\prime \prime}, i^{\prime \prime}, j^{\prime \prime}}=D_{\left(r, \pi_{r}(i), j\right)}$. Therefore, again by the definition of $\rightarrow{ }^{+}$

$$
\begin{aligned}
E_{r^{\prime \prime}, i^{\prime \prime}, j^{\prime \prime}}=D_{\left(r^{\prime}, \pi_{r^{\prime}}\left(i^{\prime}\right), j^{\prime}\right)}, & \wedge r^{\prime \prime}<r^{\prime} \quad \Rightarrow \\
& \Rightarrow 0 \rightarrow \mapsto^{+}\left(r^{\prime \prime}, i^{\prime \prime}, j^{\prime \prime}\right) \rightarrow\left(r^{\prime}, i^{\prime}, j^{\prime}\right) \rightarrow \rightarrow^{+} \text {out }_{i^{\prime}}
\end{aligned}
$$

Since $r^{\prime \prime}<r<r^{\prime}$ the resulting chain would not include any query from round $r$, contradicting Claim 1. Therefore $r \neq r^{\prime}$ is impossible.
2. $r=r^{\prime}$. By the inductive hypothesis if both vertices lie in $V_{t-1}^{*}$ the property holds, so without loss of generality assume $v_{i^{\prime}, r} \in V_{t}^{*} \backslash V_{t-1}^{*}$ and $f\left(v_{i, r}\right)=$ $\left(r, \pi_{i}(r), j_{r}\right)$, i.e. that the image of $v_{i, r}$ is a query on the chain for $0 \rightarrow^{+}$out $_{i}$. We will denote $p_{i}$ the predecessor of $f\left(v_{i, r}\right)$ on the refined chains for $0 \rightarrow \rightarrow^{+}$ out $_{i}$. This means we have

$$
0 \rightarrow \rightarrow^{+} p_{i} \rightarrow f\left(v_{i, r}\right) \rightarrow^{+} \text {out }_{i}
$$

Then by how $\rightarrow$ was defined $E_{p_{i}}=D_{f\left(v_{i, r}\right)}=D_{f\left(v_{t, r}\right)}$ and by minimality of $f\left(v_{i, r}\right)$ among the queries occurring at round $r, p_{i}$ occurs at a round strictly smaller than $r$. Thus $p_{i} \rightarrow f\left(v_{t, r}\right)$ and in particular we can find a chain for

$$
0 \rightarrow \rightarrow^{+} p_{i} \rightarrow f\left(v_{t, r}\right) \rightarrow^{+} \text {out }_{t}
$$

that is equal to the chain for $0 \rightarrow \rightarrow^{+}$out $_{i}$ until query $p_{i}$. Calling $\widehat{\pi}_{t}$ the associated permutation we would then have $\left[\widehat{\pi}_{t}\right]_{r-1}=\left[\pi_{i}\right]_{r-1}$ since the chains are equal until round $r-1$ (we use Claim 1 to observe $p_{i}$ occurs at round $r-1$ ). Finally assume that for the current chain chosen for $0 \rightarrow \square^{+}$out $t$ the nodes $v_{i, r}$ and $v_{t, r}$ are no siblings (otherwise the claim is proven), i.e. $v_{i, r-1} \neq v_{t, r-1}$, we distinguish two cases:
$-v_{t, r-1} \notin V_{t-1}^{*}$. Then as done previously we can use $\widehat{\pi}_{t}$ to build a prefix tree $\widehat{T}=(\widehat{V}, \widehat{E})$ with $\left|\widehat{V}_{t}\right|<\left|V_{t}\right|$, which contradicts our minimality assumption.
$-v_{t, r-1} \in V_{t-1}^{*}$. Again using the new path we can build a prefix tree such that for all $t^{\prime}<t$

$$
\left|V_{t^{\prime}}^{*}\right|=\left|\widehat{V}_{t^{\prime}}^{*}\right| \quad\left|V_{t}^{*}\right|=\left|V_{t-1}^{*}\right|+(n-r+1) \quad\left|\widehat{V}_{t}^{*}\right| \leq\left|\widehat{V}_{t-1}^{*}\right|+(n-r+1)
$$

with the first equality holding as we are only replacing $\pi_{t}$ with $\widehat{\pi}_{t}$ and using the same $\pi_{1}, \ldots, \pi_{t-1}$ in both prefix trees, the second one because $v_{t, r-1} \in V_{t}^{*} \backslash V_{t-1}^{*}$ while $v_{t, r-1} \in V_{t-1}^{*}$, and the third because $\widehat{v}_{t, r-1}=$ $\widehat{v}_{i, r-1} \in \widehat{V}_{t-1}^{*}$. We thus conclude $\left|\widehat{V}_{t}\right| \leq\left|V_{t}\right|$ while preserving the size of smaller sub-trees.
Replacing the chain for $0 \rightarrow \rightarrow^{+}$out ${ }_{t}$, we finally have that for the new tree $\widehat{v}_{i, r-1}=\widehat{v}_{i, r-1}$. Notice that this change occurs only once since there can only be one node $v_{i, r} \in V_{t} \backslash V_{t-1}$ with $v_{i, r-1} \in V_{t-1}$. Furthermore after the change we still have $\widehat{v}_{i, r} \in \widehat{V}_{t} \backslash \widehat{V}_{t-1}$ with $\widehat{v}_{i, r-1} \in \widehat{V}_{t-1}$ because

$$
\begin{aligned}
\widehat{v}_{t, r} \in \widehat{V}_{t-1}^{*} & \Rightarrow\left|\widehat{V}_{t}^{*}\right| \leq\left|\widehat{V}_{t-1}^{*}\right|+(n-r)<\left|V_{t-1}^{*}\right|+(n-r+1)=\left|V_{t}^{*}\right| \\
& \Rightarrow\left|\widehat{V}_{t}\right|<\left|V_{t}\right|
\end{aligned}
$$

contradicting our minimality assumption. Therefore, all remaining nodes in $\widehat{V}_{t} \backslash \widehat{V}_{t-1}$ falls into the previous case.

This concludes the proof of the Claim.
Proof of Claim 5. Calling $V_{\geq 2}$ as in Section 5.3 the set of nodes of distance at least 2 from the root we observe that

$$
V_{\geq 2}=\bigcup_{r=2}^{n} \bigcup_{i=1}^{n} U_{r, i}
$$

Indeed given $v \in V_{\geq 2} \subseteq V^{*}$, by Claim 4 there exists $r, i, j$ such that $v=v_{i, r}$ and $f(v)=(r, i, j)$, implying $r \geq 2$ and $v \in U_{r, i}$. Next we show $\left|U_{r, i}\right|=\left|\Delta_{r, i}\right|$. To do so it suffices to show that the map $v \mapsto D_{f(v)}$ is injective over $U_{r, i}$. Let $u, v \in U_{r, i}$ such that $D_{f(u)}=D_{f(v)}$. By Claim 4 they must have the same parent. In particular if $u=\left(\left[\pi_{\ell}\right]_{r}, r\right)$ and $v=\left(\left[\pi_{\ell^{\prime}}\right]_{r}, r\right)$ then having the same parent implies

$$
\left[\pi_{\ell}\right]_{r-1}=\left[\pi_{\ell^{\prime}}\right]_{r-1}, \quad \pi_{\ell}(r)=i=\pi_{\ell^{\prime}}(r) \quad \Rightarrow \quad\left[\pi_{\ell}\right]_{r}=\left[\pi_{\ell^{\prime}}\right]_{r} \quad \Rightarrow \quad u=v
$$

where the second and third equality follows since $u, v \in U_{r, i}$. Finally, using Proposition 2 and Claim 3 stating that $T$ is a TS tree we conclude

$$
\sum_{r=1}^{n-1} \sum_{i=1}^{n}\left|\Delta_{r+1, i}\right|=\sum_{r=2}^{n} \sum_{i=1}^{n}\left|\Delta_{r, i}\right| \geq\left|V_{\geq 2}\right| \geq(n-2)+n \log _{2} n .
$$

Proof of Claim 6. In the following we denote input $=\left(s_{1}, \ldots, s_{n}, \rho_{1}, \ldots, \rho_{n}, E_{0}\right)$ where $s_{i}, \rho_{i}$ are the private input and random coins of $P_{i}$. Furthermore, we will denote

$$
\Gamma_{r+1, i, j}=\left\{E_{r+1, i, j^{\prime}}: j^{\prime}<j\right\} \cup\left\{D_{r+1, i, j^{\prime}}: j^{\prime}<j\right\}
$$

We furthermore index $\Delta_{r+1, i}=\left\{D_{r+1, i, j_{1}}, \ldots, D_{r+1, i, j_{m}}\right\}$. Then

$$
\begin{aligned}
\mathrm{H}\left(M_{r}^{(i)} \mid \operatorname{trs}_{r-1}\right) & \geq \mathrm{H}\left(M_{r}^{(i)} \mid \operatorname{trs}_{r-1}, \text { input }\right) \\
& \geq \sum_{\alpha=1}^{m} \mathrm{I}\left(M_{r}^{(i)} ; D_{r+1, i, j_{\alpha}} \mid \operatorname{trs}_{r-1}, \text { input, }\left\{D_{r+1, i, j_{\beta}}\right\}_{\beta=1}^{\alpha-1}\right) \\
& \geq \sum_{\alpha=1}^{m} \mathrm{I}\left(M_{r}^{(i)} ; D_{r+1, i, j_{\alpha}} \mid \operatorname{trs}_{r-1}, \text { input, } \Gamma_{r+1, i, j_{\alpha}}\right) .
\end{aligned}
$$

We will then lower bound each of these terms. The key observation is that, given $M_{j}^{(i)}$, $\operatorname{trs}_{r-1}$, input and $\Gamma_{r+1, i, j}$, the execution of $P_{i}$ becomes deterministic until the next query to $\mathcal{O}_{\text {act }}$ is performed, meaning that $D_{r+1, i, j}$ is univocally determined. Therefore, if $\Delta_{r, i}=\left\{D_{r+1, i, j_{1}}, \ldots, D_{r+1, i, j_{m}}\right\}$, we have that

$$
\mathrm{H}\left(D_{r+1, i, j_{\alpha}} \mid M_{r}^{(i)}, \operatorname{trs}_{r-1}, \text { input, } \Gamma_{r+1, i, j_{\alpha}}\right)=0 .
$$

Conversely we observe that before round $r, D_{r+1, i, j_{\alpha}}$ was not returned as an output by $\mathcal{O}_{\text {act }}$, or else we could build a chain for $D_{r+1, i, j_{\alpha}}$ skipping round $r$, which
violates Claim 1 . Moreover by the minimality of $D_{r+1, i, j_{\alpha}}$ (see Claim 4), this set elements was not computed previously on the same round by $P_{i}$, meaning that is does not belong in $\Gamma_{r+1, i, j_{\alpha}}$. Moreover $D_{r+1, i, j_{\alpha}}$ is independent from the random coins and inputs of parties (which are sampled before any query is ever made to $\left.\mathcal{O}_{\text {act }}\right)$. Hence we conclude that $D_{r+1, i, j_{\alpha}}$ conditioned to $\operatorname{trs}_{r-1}$, input, $\Gamma_{r+1, i, j_{\alpha}}$ is uniform in the set of not-yet queried labels, which has size $2^{\mu}-2 q$. Thus

$$
\begin{aligned}
\mathrm{H}\left(D_{r+1, i, j_{\alpha}} \mid \operatorname{trs}_{r-1}, \text { input, } \Gamma_{r+1, i, j_{\alpha}}\right) & \geq \log _{2}\left(2^{\mu}-2 q\right) \\
& \geq \mu-\frac{2 q}{2^{\mu}-2 q}=\mu-\frac{q}{2^{\mu-1}-q} .
\end{aligned}
$$

Where second inequality follows since $\log (x)$ is concave and for all $x>y>0$

$$
\frac{1}{x} \leq \frac{\log (x)-\log (y)}{x-y} \leq \frac{1}{y}
$$

replacing $x=2^{\mu}$ and $y=2^{\mu}-2 q$. As the mutual information is the difference of the above quantities, we have that $\mu-\frac{q}{2^{\mu-1}-q}$ lower bounds each term in the summation above. We can therefore conclude

$$
\mathrm{H}\left(M_{r}^{(i)} \mid \operatorname{trs}_{r-1}\right) \geq m \cdot \frac{q}{2^{\mu-1}-q} \geq\left|\Delta_{r+1, i}\right| \cdot \frac{q}{2^{\mu-1}-q} .
$$

## 6 Conclusions

In conclusion we proved two lower bounds for multi-party computation in the GAM, i.e. through black box usage of a group action. First, protocols that are at least passively secure cannot perform better than Round-Robin in terms of round complexity. Second, fair computation, in the sense of Section5.1, requires $\Omega\left(n \log _{2} n\right)$ computation and communication complexity. Remarkably, both results still hold under any computational assumptions, and even if parties make explicit use of the bit representation of elements in $\mathcal{E}$.

In the context of threshold protocols, including those for digital signatures and public-key encryptions schemes, these bounds hinder the scalability to large sets of parties. In these cases, if lower round complexity or communication is required, our result could be bypassed only through explicit usage of a circuit implementing the group action. General purpose MPC techniques for instance would apply in such case. Therefore future research in this direction should either focus on reducing the complexity for computing group actions (e.g. lowering the multiplicative depth), or on designing specialized non-black box protocols.

Finally, we leave two open questions related to fair protocols: First, as mentioned in Section 5.1, our lower communication and computation lower bounds only affect round-optimal constructions. We thus ask whether increasing the round complexity allows violating our bounds. Secondly, our result is tight only for $n$ users with $n$ being a power of 2 . More generally we conjecture optimal solutions to require

$$
n\left(1+\log _{2} n\right) \leq q \leq n\left(1+\log _{2} n\right)+c \cdot n
$$

many queries, for a tight constant $c$. We numerically estimate $c \approx 0.087$ for $n \leq 2^{24}$ and leave the question of whether such condition holds in general to future studies.
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## A CSIDH Group Action

Here we recall the (only known) efficient instantiation of a HHS, namely CSIDH.
Let $p$ be the prime $p=4 \cdot f \prod_{i=1}^{r} \ell_{i}-1$, where $\ell_{1}, \ldots, \ell_{r}$ are the first $r$ odd prime numbers and $f$ is a cofactor chosen so that $p$ is a prime. Let $E_{0}$ be the supersingular elliptic curve $E_{0} / \mathbb{F}_{p}: y^{2}=x^{3}+x$. Let $\operatorname{End}_{\mathbb{F}_{p}}\left(E_{0}\right)$ be the ring of endomorphisms of $E_{0}$ that are defined over $\mathbb{F}_{p}$. Since $p \equiv 3 \bmod 4$, this ring is isomorphic to the order $\mathcal{O}=\mathbb{Z}[\sqrt{-p}]$ via the Frobenius element $\pi$. By abuse of notation, we will identify $\operatorname{End}_{\mathbb{F}_{p}}$ with $\mathcal{O}$.

From $\mathcal{O}$ we can construct the ideal class $\operatorname{group} \operatorname{cl}(\mathcal{O})$, which consists of the invertible ideals on $\mathcal{O}$ modulo the non-zero principal ideals. Given an element $\mathfrak{a} \in \operatorname{cl}(\mathcal{O})$ one can construct the subgroup

$$
E[\mathfrak{a}]:=\bigcap_{\varphi \in \mathfrak{a}} \operatorname{Ker}(\varphi)
$$

This gives an action of $\operatorname{cl}(\mathcal{O})$ on the class of supersingular elliptic curves $\mathcal{E}$ in the isogeny class of $E_{0}$ :

$$
\begin{aligned}
\star: \mathrm{cl}(\mathcal{O}) & \times \mathcal{E} \longrightarrow \mathcal{E} \\
(\mathfrak{a}, E) & \longrightarrow E_{0} / E_{0}[\mathfrak{a}]
\end{aligned}
$$

which is free and transitive $\mathrm{CLM}^{+} 18$.
The following problems are conjecturally hard to solve, even for a quantum computer: Group action inverse problem (GAIP): Given $E, E^{\prime} \in \mathcal{E}$, find the ideal class $\mathfrak{a} \in \operatorname{cl}(\mathcal{O})$ such that $E^{\prime}=\mathfrak{a} \star E$.

Group action computational Diffie-Hellman problem: Given $E, E^{\prime}, E^{\prime \prime} \in \mathcal{E}$, find the elliptic curve $\mathfrak{a} \star \mathfrak{b} \star E$, where $\mathfrak{a}, \mathfrak{b} \in \operatorname{cl}(\mathcal{O})$ are such that $E^{\prime}=\mathfrak{a} \star E, E^{\prime \prime}=$ $\mathfrak{b} \star E$.

The structure of the class group for the 511-bit prime $p=4 \cdot 587 \cdot \prod_{i=1}^{73} \ell_{i}-1$, was explicitly determined by [BKV19] to be the cyclic group $(\mathbb{Z},+)$, with $N \approx$ $\sqrt{p} \approx 2^{257}$, a generator being $\mathfrak{g}=(3, \pi-1)$. This way $\mathrm{cl}(\mathcal{O})$ can be identified with the integers modulo $N$ and the identification $\mathfrak{a} \mapsto \mathfrak{g}^{a}$ is efficiently computable. Thus we can write the action of an ideal $\mathfrak{a} \star E$ as $a \star E$, where $\mathfrak{a}=\mathfrak{g}^{a}$. This makes CSIDH-512 an HHS, according to definition in Section 2.2

The choice of the curve $E_{0}$, means that all the curves in the isogeny class of $E_{0}$ have the Montgomery form $y^{2}=x^{3}+A x^{2}+X$ for a $A \in \mathbb{F}_{p}$. This is very convenient in parctice, as it means that any elliptic curve can be represented with a single field element. Another important implication is that, in this family, twists are also efficiently computable. The quadratic twist of $E_{A}: y^{2}=x^{3}+A x^{2}+x$ being isomorphic to $E_{-A}: y^{2}=x^{3}-A x^{2}+x$. From a group action perspective, this means that computing $-a \star E$ from $a \star E$ can be done efficiently.

Modelling the twists From now on we will generally refer to quadratic twists as twists. Note that twists are not captured by the above group action. To do so, we take the semidirect product of $\mathbb{Z}_{N}$ with $\mathbb{Z}_{2}$ :

$$
\mathbb{G}^{\prime}=\mathbb{Z}_{2} \ltimes \mathbb{Z}_{N}
$$

Where one defines the group operation o via

$$
\left(s_{1}, g_{1}\right) \circ\left(s_{2}, g_{2}\right)=\left(s_{1} s_{2}, g_{1}+(-1)^{s_{2}} g_{2}\right)
$$

Note that $\left(\mathbb{G}^{\prime}, \circ\right)$ is not commutative. The action of $\mathbb{G}^{\prime}, \circ$ on the set $\mathcal{E}$ is defined as

$$
(s, g) \star\left(h \star E_{0}\right):=\left(g+(-1)^{s} h\right) \star E_{0} .
$$

The action of $(1,0)$ on $E$ corresponds to the application of a twist on $E$. Note that this action is not free, as $(0,0) \star E_{0}=(1,0) \star E_{0}=E_{0}$.

## B Optimal Fair Protocols

Our lower bound for fair computation "in the exponent" proved in Section 5.4 states that any such protocol has to perform at least $n\left(1+\log _{2} n\right)$ action evaluations and communicate roughly $n \log _{2} n$ set elements. This bound is met by the binary splitting strategy in DM20 for group of users that are a power of 2 . When dealing with a number of users that is not a power of two, this strategy could be adapted. However this requires subgroups of different size, which will
not conclude their computation in the same number of rounds. So, to preserve round optimality, one must carefully interleave the computation done by the two groups.

In this section we explain how the proof of Theorem 1 could be used to provide a constructive and different way to find fair protocols with optimal communication and computation for any set of users. First, recall that the proof initially associate to each user's output a chain, which induce a permutation among users, describing in which order users acts on the chain. Next, given this permutations, we prove that their prefix tree is a TS tree, see Section 5.3, and use Proposition 1 to get computation and communication bounds.

Here we show that the process could be reversed when parties wish to compute $\left(s_{1}+\ldots+s_{n}\right) \star E_{0}$ given $s_{1}, \ldots, s_{n} \in \mathbb{G}$. The idea is starting with an optimal TS tree with the lowest number of nodes possible, find a labeling of the tree with indexes in $\{1, \ldots, n\}$ (root excluded) so that each path is a permutation with leaves assuming different values, and use this to build our protocol. This guarantees the resulting procedure to be optimal since its associated prefix tree is the TS tree we started with, which has already the minimum number of nodes.

3 Parties Protocol. Instead of formalizing this, we provide an example for 3 parties. All TS trees with 3 leaves have at least $3 \cdot\left(1+\log _{2} 3\right)+1 \approx 8.8$ nodes. In Figure 6 (left graph) we present an example with 9 nodes, which is therefore optimal.


Fig. 6. Optimal TS-tree with 3 leaves (left), and a labeling (right).

Next we find for this tree a labeling with indexes in $\{1, \ldots, n\}$ such that each label is contained in each path exactly once, meaning in particular that each path is associated to a permutation. Finally we define a protocol assigning to each node a set element. The root is assigned to $E_{0}$, and if a node has label $i$ we assign to it $s_{i} \star(\cdot)$ applied on the set element associated to its parent. So in this example, the right and left children of the root will be assigned to $s_{1} \star E_{0}$ and $s_{3} \star E_{0}$.

Finally, this defines a protocol in which all the set elements associated to nodes at distance $r$ from the root are computed at round $r$. We described the protocol in Figure 7 .

| $P_{1}\left(s_{1}\right)$ | $P_{2}\left(s_{2}\right)$ | $P_{3}\left(s_{3}\right)$ |
| :---: | :---: | :---: |
| 1: $E_{1} \leftarrow s_{1} \star E_{0}$ | 1: | 1: $E_{3} \leftarrow s_{3} \star E_{0}$ |
| 2: Send $E_{1}$ to $P_{2}$ | 2 : | 2: Send $E_{3}$ to $P_{1}, P_{2}$ |
| 3: $E_{1,3} \leftarrow s_{1} \star E_{3}$ | 3: $\quad E_{1,2} \leftarrow s_{2} \star E_{1}$ | 3 : |
| 4: Send $E_{1,3}$ to $P_{2}$ | 4: $E_{2,3} \leftarrow s_{2} \star E_{3}$ | 4: |
| 5: | 5: Send $E_{1,2}$ to $P_{3}$ | 5 : |
| 6 : | 6 : Send $E_{2,3}$ to $P_{1}$ | 6 : |
| $7: \quad E_{1,2,3} \leftarrow s_{1} \star E_{2,3}$ | 7: $E_{1,2,3} \leftarrow s_{2} \star E_{1,3}$ | 7: $E_{1,2,3} \leftarrow s_{3} \star E_{1,2}$ |

Fig. 7. Parties $P_{1}, P_{2}, P_{3}$ computing $\left(s_{1}+s_{2}+s_{3}\right) \star E_{0}$.

We observe that for 3 players our bound requires that

$$
q \geq 3\left(1+\log _{2} 3\right) \approx 7.8 \quad \ell_{\mathrm{tot}} \gtrsim\left(1+3 \log _{2} 3\right) \mu \approx 5.8 \mu
$$

hence our protocol achieving $q=8$ and $\ell_{\text {tot }}=6 \mu$ is essentially optimal.

5 Parties Protocol. For 5 parties we can repeat all steps performed in the previous case. Initially we find an optimal TS tree with 5 leaves, which should have at least $5 \cdot\left(1+\log _{2} 5\right)+1 \approx 17.6$ nodes. We describe a tree with 18 nodes in Figure 8 (left).


Fig. 8. Optimal TS-tree with 5 leaves (left), and its labeling (right).

As done before we can then label each node in such a way that each path contains all indices from 1 to 5, shown in Figure 8 (right). Note that it can be proven that such labeling exists for any TS tree with height $(T)=$ leaves $(T)$. Finally, we obtain a fair protocol among 5 users by assigning $E_{0}$ to the root, and to each node with label $i$ the element $s_{i} \star(\cdot)$ applied to the set element
associated to its parent. The protocol is then defined by letting parties compute at round $r$ the element associated to nodes with distance $r$ from root.

Although we do not explicitly write the protocol this time, we observe it would require $q=17$ group action evaluations and $\ell_{\text {tot }}=15 \mu$, which is consistent with our lower bounds:

$$
q \geq 5 \cdot\left(1+\log _{2} 5\right) \approx 16.6 \quad \ell_{\text {tot }} \gtrsim\left(3+5 \log _{2} 5\right) \mu \approx 14.6 \mu
$$

## C Postponed Proofs

## C. 1 Sequentiality Lemma

Proof of Lemma 1. In the following we will use $\mathcal{E} \subseteq\{0,1\}^{\mu}$ to denote the set of labels and $\mathcal{E}^{\prime}$ the set in our group action, so that $\star: \mathbb{G} \times \mathcal{E}^{\prime} \rightarrow \mathcal{E}^{\prime}$ and $\sigma: \mathcal{E}^{\prime} \rightarrow \mathcal{E}$ is the labeling function. We further denote with abuse of notation $\star: \mathbb{G} \times \mathcal{E} \rightarrow \mathcal{E}$ the action defined by $\mathcal{O}_{\text {act }}$.

We begin proving that if $E_{\text {out }}$ is not a label returned by $\mathcal{O}_{\text {act }}$, then

$$
\operatorname{Pr}\left[E_{\text {out }}=s \star E_{0} \mid E_{\text {out }} \notin\left\{E_{0}, \ldots, E_{q}\right\}\right] \leq \frac{1}{|\mathcal{E}|-(q+1)}
$$

This holds because if $s \star E_{0} \in\left\{E_{0}, \ldots, E_{q}\right\}$ or $E_{\text {out }} \notin \mathcal{E}$ then the probability of $E_{\text {out }}=s \star E_{0}$ is zero. Conversely, when these two events do not occur, $\mathcal{A}$ correctly guessed the label $s \star E_{0}$ given only the image of $\sigma$ (the labeling function) on $q+1$ different points. Since $\sigma: \mathcal{E}^{\prime} \rightarrow \mathcal{E}$ is uniformly sampled

$$
\operatorname{Pr}\left[E_{\text {out }}=s \star E_{0} \mid E_{\text {out }}, s \star E_{0} \in \mathcal{E} \backslash\left\{E_{i}\right\}_{i=0}^{q}\right] \leq \frac{1}{|\mathcal{E}|-(q+1)}
$$

Next, we assume $E_{\text {out }}=E_{k}$ for some $k \in\{0, \ldots, q\}$. To conclude we need to prove that the probability of $E_{\text {out }}=k$ but not $0 \rightarrow^{+} k$ is negligible. We do so by reducing to the discrete logarithm problem. The idea is that since $\rightarrow^{+}$is a partial order on a finite set, there exists a minimal element $h \rightarrow^{+} k$ that is non-zero. Since $E_{h}$ was not obtained through the action oracle, the adversary must have randomly sampled its representation and in particular it has (almost) no information on its discrete logarithm in base $E_{0}$. However because $h \rightarrow^{+} k$ the adversary has to know $a \in \mathbb{G}$ for which $a \star E_{h}=E_{k}=s \star E_{0}$, implying that $E_{h}=(-a+s) \star E_{0}$, i.e. that it can find the discrete logarithm of $E_{0}$.

More formally we provide a reduction $\mathcal{B}$ to the vectorization problem in the GAM described in Figure 9. At a high level $\mathcal{B}\left(E_{0}, H\right)$ lazily simulate a GAM oracle through a labeling function $\widetilde{\sigma}$.

Every time $\mathcal{A}$ makes a query to the GAM on a previously seen set element the query is stored in $\mathcal{Q}$. Conversely, if a query is done on the representation of a point $\widetilde{D}$ not yet obtained through other queries, $\mathcal{B}$ either rejects with the same probability $\mathcal{O}_{\text {act }}$ would, or internally maps $\widetilde{D}$ to the set element $r \star H$ with $r$ uniformly sampled in $\mathbb{G}$, storing the tuple $(r, D)$ in a set $\mathcal{C}$, and then performs the requested query invoking $\mathcal{O}_{\text {act }}$.

Finally, if $\mathcal{A}$ returns the right output $E_{\text {out }}=E_{k}$ but $0 \nrightarrow^{+} k$, then $\mathcal{B}$ uses the information in $\mathcal{Q}$ and $\mathcal{C}$ to break the vectorization problem. To sum up the set $\mathcal{Q}$ and $\mathcal{C}$ respectively contain:
$\mathcal{Q}:$ GAM queries of the form $(a, D, E)$, meaning that $E=a \star D$, as well as trivial relations of the form $(0, E, E)$.
$\mathcal{C}$ : Challenges $(r, D)$ with $D=r \star H$, created when $\mathcal{A}$ query a point not previously seen.

```
\(\mathcal{B}^{\mathcal{O}_{\text {act }}}\left(E_{0}, H\right)\)
    Setup a partial function \(\widetilde{\sigma}:\{0,1\}^{\mu} \rightarrow\{0,1\}^{\mu} \cup\{\perp\}\), initially \(\widetilde{\sigma}=\varnothing\)
    Sample \(\widetilde{E}_{0} \leftarrow^{\$}\{0,1\}^{\mu}\) and set \(\widetilde{\sigma}\left(\widetilde{E}_{0}\right)=E_{0}\)
    Initialize two sets \(\mathcal{Q}=\left\{\left(0, E_{0}, E_{0}\right)\right\}, \mathcal{C}=\varnothing\)
    Run \(\mathcal{A}\left(\widetilde{E}_{0}\right)\)
    When \(\mathcal{A}\) queries \(\mathcal{O}_{\text {act }}\left(a_{i}, \widetilde{D}_{i}\right)\) :
        If \(\widetilde{D}_{i} \notin \operatorname{Dom}(\widetilde{\sigma})\) :
            Let \(p_{i}\) be the probability that \(\widetilde{D}_{i}\) is a valid set element
            With probability \(1-p_{i}\) : Set \(\widetilde{\sigma}\left(\widetilde{D}_{i}\right)=\perp\)
            Else:
                Sample \(r_{i} \leftarrow^{\$} \mathbb{G}\) such that \(r_{i} \star H \notin\left\{E_{0}, \ldots, E_{i-1}\right\}\)
                Set \(D_{i} \leftarrow r_{i} \star H\) and \(\widetilde{\sigma}\left(\widetilde{D}_{i}\right)=D_{i}\)
                Store \(\mathcal{C} \leftarrow \mathcal{C} \cup\left\{\left(r_{i}, D_{i}\right)\right\}\) and \(\mathcal{Q} \leftarrow \mathcal{Q} \cup\left\{\left(0, D_{i}, D_{i}\right)\right\}\)
        Get \(D_{i} \leftarrow \widetilde{\sigma}\left(\widetilde{D}_{i}\right)\) and \(E_{i} \leftarrow \mathcal{O}_{\text {act }}\left(a_{i}, D_{i}\right)\)
        For all \(\left(b, D_{j}, D_{i}\right) \in \mathcal{Q}\) store \(\mathcal{Q} \leftarrow \mathcal{Q} \cup\left\{\left(a_{i}+b, D_{j}, E_{i}\right)\right\}\)
        Sample \(\widetilde{E}_{i} \leftarrow^{\$}\{0,1\}^{\mu} \backslash \operatorname{Dom}(\widetilde{\sigma})\) and set \(\widetilde{\sigma}\left(\widetilde{E}_{i}\right)=E_{i}\)
        Answer the query with \(\mathcal{A} \leftarrow \widetilde{E}_{i}\)
    When \(\left(s, \widetilde{E}_{\text {out }}\right) \leftarrow \mathcal{A}\) :
        If \(\widetilde{E}_{\text {out }} \notin\left\{\widetilde{E}_{0}, \ldots, \widetilde{E}_{q}\right\}:\) Return \(\perp\).
        Find \(k\) such that \(\widetilde{E}_{\text {out }}=\widetilde{E}_{k}\)
        If \(0 \rightarrow^{+} k\) : Return \(\perp\)
        Let \(E_{k} \leftarrow \widetilde{\sigma}\left(\widetilde{E}_{k}\right)\) and find \(\left(a, D_{j}, E_{k}\right) \in \mathcal{Q}\) and \(\left(r, D_{j}\right) \in \mathcal{C}\)
        If \(E_{k} \neq \mathcal{O}_{\text {act }}\left(s, E_{0}\right)\) : Return \(\perp\)
        Return the group element \(-(a+r)+s\)
```

Fig. 9. Reduction $\mathcal{B}$ using $\mathcal{A}$ to break the vectorization problem.

Initially observe that $\mathcal{B}$ perfectly simulates the $\mathcal{O}_{\text {act }}$ oracle since for previously queried elements, for which a representation $\widetilde{\sigma}$ was chosen, the operation is consistent with $\mathcal{O}_{\text {act }}$, while queries on set element not previously obtained from
the oracle do not gives errors with probability

$$
p_{i}=\frac{|\operatorname{Im}(\widetilde{\sigma} \backslash\{\perp\})|}{2^{\mu}-|\operatorname{Dom}(\widetilde{\sigma})|}
$$

and in this case the obtained element is different from previously queried ones.
To continue, we break down the proof in the following sequence of claims:
Claim 1 For all $\left(a, D_{j}, E_{i}\right) \in \mathcal{Q}$ then $a \star D_{j}=E_{i}$.
Claim 2 For all $\left(r, D_{i}\right) \in \mathcal{C}$ then $D_{i}=r \star H$.
Claim 3 Given $h \in\{1, \ldots, q\}$ that is minimal with respect to $\rightarrow^{+}$then after the $h$-th query $\left(0, D_{h}, D_{h}\right) \in \mathcal{Q}$ and $\left(r, D_{h}\right) \in \mathcal{C}$.

Claim 4 Given $h \in\{1, \ldots, q\}$ that is minimal with respect to $\rightarrow^{+}$, then $h \rightarrow^{+} k$ implies that $\left(a, D_{h}, E_{k}\right) \in \mathcal{Q}$.

To see why these Claims implies the thesis, let us assume that the three condition on steps 18,20 and 22 are false. Then $\widetilde{E}_{\text {out }}=E_{k}$ and $0 \nrightarrow^{+} k$. Since $\rightarrow^{+}$ is a partial order on a finite set, there exists a minimal $h \rightarrow^{+} k$ and, importantly, $h \neq 0$. From Claim 4 we have that $\left(a, D_{h}, E_{k}\right) \in \mathcal{Q}$, which by Claim 1 means $E_{k}=a \star D_{h}$. Similarly by Claim $3,\left(r, D_{h}\right) \in \mathcal{C}$ which by Claim 2 means $D_{h}=$ $r \star H$. Since we assumed all three final checks to fail, we further have that $E_{k}=$ $s \star E_{0}$, meaning that

$$
s \star E_{0}=E_{k}=a \star D_{h}=(a+r) \star H \quad \Rightarrow \quad H=(-(a+r)+s) \star E_{0} .
$$

That is, $\mathcal{B}$ returns the correct value. Finally observe that the three final conditions are false if

$$
\widetilde{E}_{\mathrm{out}}=s \star E_{0} \wedge \widetilde{E}_{\text {out }}=\widetilde{E}_{k} \wedge 0 \not \nrightarrow+_{+} k
$$

Hence, switching to the original notation

$$
\operatorname{Pr}\left[E_{\text {out }}=s \star E_{0}, E_{\text {out }}=E_{k}, 0 \not \nrightarrow^{+} k\right] \leq \operatorname{Adv}(\mathcal{B}) \leq \varepsilon(2 q)
$$

which completes the proof.
Proof of Claim 1. By induction, initially $\left(0, E_{0}, E_{0}\right)$ satisfies the hypothesis. Furthermore the tuple $\left(0, D_{i}, D_{i}\right)$ added in step 12 also satisfies the hypothesis. Assume this holds for all elements in $\mathcal{Q}$ when $\left(a_{i}+b, D_{j}, E_{i}\right)$ is added. Then $\left(b, D_{j}, D_{i}\right) \in \mathcal{Q}$ implies $D_{i}=b \star D_{j}$ so $E_{i}=a_{i} \star D_{i}=\left(a_{i}+b\right) \star D_{j}$.

Proof of Claim 2. Follows by construction.
Proof of Claim 3. Since $h$ is minimal, the $h$-th query $\widetilde{E}_{h}=a_{h} \star \widetilde{D}_{h}$ is such that $\widetilde{D}_{h}$ was never returned by $\mathcal{B}$ through the action queries, meaning that before the $h$-th query $\widetilde{D}_{h} \notin \operatorname{Dom}(\widetilde{\sigma})$. By construction then $\left(0, D_{h}, D_{h}\right)$ and $\left(r_{h}, D_{h}\right)$ are added to $\mathcal{Q}, \mathcal{C}$ respectively.

Proof of Claim 4. Since $h$ is minimal, when $D_{h}$ is queried, $\left(0, D_{h}, D_{h}\right) \in \mathcal{Q}$ and after $\mathcal{B}$ computes the correct query, $\left(a_{h}, D_{h}, E_{h}\right)$ is added in $\mathcal{Q}$. Next, by definition of $\rightarrow^{+}$there exists indices $i_{1}, \ldots, i_{m}$ with $i_{1}=h, i_{m}=k$ such that $\widetilde{D}_{i_{j}}=\widetilde{E}_{i_{j}}$. By induction we will prove that for all $j$ there exists some $a \in \mathbb{G}$ such that $\left(a, D_{h}, E_{i_{j}}\right) \in \mathcal{Q}$. Assuming this holds for $j$, when $\left(a_{i_{j+1}}, \widetilde{D}_{i_{j+1}}\right)$ we have that $\widetilde{D}_{i_{j+1}}=\widetilde{E}_{i_{j}}$ so $D_{i_{j+1}}=\widetilde{\sigma}\left(\widetilde{D}_{i_{j+1}}\right)=E_{i_{j}}$. Thus by construction, in step $14 \mathcal{B}$ will add $\left(a_{i_{j+1}}, D_{h}, E_{i_{j+1}}\right)$.

## C. 2 Properties

Proof of Lemma 2. By induction on $t$. If $t=1$ we only have one query and $D_{r_{1}, i_{1}, j_{1}}=E_{r_{1}, i_{1}, j_{1}}$ by definition. Assuming the thesis for $t-1$ we have that

$$
\begin{aligned}
E_{r_{t}, i_{t}, j_{t}} & =a_{r_{t}, i_{t}, j_{t}} \star D_{r_{t}, i_{t}, j_{t}} \\
& =a_{r_{t}, i_{t}, j_{t}} \star E_{r_{t-1}, i_{t-1}, j_{t-1}} \\
& =a_{r_{t}, i_{t}, j_{t}} \star\left(\left(\sum_{\alpha=t-1}^{1} a_{r_{\alpha}, i_{\alpha}, j_{\alpha}}\right) \star D_{r_{1}, i_{1}, j_{1}}\right) \\
& =\left(\sum_{\alpha=t}^{1} a_{r_{\alpha}, i_{\alpha}, j_{\alpha}}\right) \star D_{r_{1}, i_{1}, j_{1}} .
\end{aligned}
$$

Proof of Lemma 3. We prove the statement by induction on $t$. For $t=1$ it is trivially true as $1=\left|\left\{i_{1}\right\}\right|=\left|\left\{r_{1}\right\}\right|$. Assuming the statement is true for $t$, then for $t+1$ we have

$$
\left(r_{t}, i_{t}, j_{t}\right) \rightarrow\left(r_{t+1}, i_{t+1}, j_{t+1}\right)
$$

We prove the inductive case studying two cases:
$-r_{t}<r_{t+1}$. Then $r_{t+1}$ is larger than all $r_{0}, \ldots, r_{t}$, therefore

$$
\left|\left\{r_{1}, \ldots r_{t+1}\right\}\right|=1+\left|\left\{r_{1}, \ldots, r_{t}\right\}\right| \geq 1+\left|\left\{i_{1}, \ldots, i_{t}\right\}\right| \geq\left|\left\{i_{1}, \ldots, i_{t+1}\right\}\right|
$$

$-r_{t}=r_{t+1}$. Then $i_{t}=i_{t+1}$ meaning that both sets do not increase in size, therefore

$$
\left|\left\{r_{1}, \ldots, r_{t+1}\right\}\right|=\left|\left\{r_{1}, \ldots, r_{t}\right\}\right| \geq\left|\left\{i_{1}, \ldots, i_{t}\right\}\right| \geq\left|\left\{i_{1}, \ldots, i_{t+1}\right\}\right| .
$$

## C. 3 Interactive Sequentiality Lemma

Proof of Lemma 4. In order to bridge the Sequentiality Lemma in this context we wrap the execution of the distributed protocol within an environment $\Omega$. This will take as input all $s_{i}$, execute parties and manage messages delivery. A full description of $\Omega$ appears in Figure 10

Because $\Omega$ forwards parties' queries to $\mathcal{O}_{\text {act }}$ we can define a partial function $\xi: \mathbb{N}^{3} \rightarrow \mathbb{N}$ so that the $j$-th query of $P_{i}$ at round $r$ corresponds to the $\xi(r, i, j)$ th query of $\Omega$. From the correctness of the distributed protocol we have that $E_{\text {out }}=f\left(s_{1}, \ldots, s_{n}\right) \star E_{0}$. By Lemma 1. up to probability $\varepsilon_{\text {seq }}(q), E_{\text {out }}$ is the

```
\(\Omega^{\Omega^{\mathcal{O}_{\text {act }}}\left(s_{1}, \ldots, s_{n}\right)}\)
    Set \(\operatorname{trs}_{0} \leftarrow \perp\)
    For all \(r \in\{1, \ldots, k-1\}\) :
        For all \(i \in\{1, \ldots, n\}\) :
            \(M_{r, i} \leftarrow P_{i}^{\mathcal{O}_{\text {act }}}\left(s_{i}, \operatorname{trs}_{r-1}\right)\)
        // Update the view at the end of a round
        \(\operatorname{trs}_{r} \leftarrow \operatorname{trs}_{r-1} \cup\left\{M_{r, i}\right\}_{i=1}^{n}\)
    // For the last round, execute all parties until we get the output
    For \(i \in\{1, \ldots, n\}\) :
        If \(E_{\text {out }} \leftarrow P_{i}^{\mathcal{O}_{\text {act }}}\left(s_{i}, \operatorname{trs}_{k-1}\right)\) :
            Return \(\left(f\left(s_{1}, \ldots, s_{n}\right), E_{\text {out }}\right)\)
```

Fig. 10. Environment $\Omega$ executing $P_{1}, \ldots, P_{n}$ to compute $E_{\text {out }}=f\left(s_{1}, \ldots, s_{n}\right) \star E_{0}$.
output of the $\xi\left(r^{\prime}, i^{\prime}, j^{\prime}\right)$-th query and that $0 \rightarrow^{+} \xi\left(r^{\prime}, i^{\prime}, j^{\prime}\right)$. This implies that $E_{\text {out }}$ is the output of the $j^{\prime}$-th query $P_{i^{\prime}}$ performs at round $r^{\prime}$, but it is not enough to imply $0 \rightarrow \rightarrow^{+}\left(r^{\prime}, i^{\prime}, j^{\prime}\right)$. Indeed, chains from $E_{0}$ to $E_{\text {out }}$ may involve queries performed at the same round by different players, something $\rightarrow^{+}$does not allow. This is addressed by the following claim.

Claim 1 If $0 \rightarrow^{+} \xi(r, i, j)$, then up to probability $r \cdot \varepsilon_{\text {seq }}$ we have $0 \rightarrow^{+}(r, i, j)$, i.e.

$$
\operatorname{Pr}\left[0 \rightarrow^{+} \xi(r, i, j), \quad 0 \nvdash^{+}(r, i, j)\right] \leq r \cdot \varepsilon_{\mathrm{seq}}
$$

We immediately observe this claim implies the thesis as

$$
\begin{aligned}
& \operatorname{Pr}\left[\nexists r, i, j: E_{\text {out }}=E_{r, i, j}, \quad 0 \rightarrow^{+}(r, i, j)\right] \\
\leq & \operatorname{Pr}\left[\nexists r, i, j: E_{\text {out }}=E_{r, i, j}, \quad 0 \rightarrow^{+} \xi(r, i, j)\right]+ \\
& +\operatorname{Pr}\left[E_{\text {out }}=E_{r^{\prime}, i^{\prime}, j^{\prime}}, \quad 0 \rightarrow^{+} \xi\left(r^{\prime}, i^{\prime}, j^{\prime}\right), \quad 0 \nrightarrow_{\triangleright^{+}}\left(r^{\prime}, i^{\prime}, j^{\prime}\right)\right] \\
\leq & \varepsilon_{\text {seq }}+r^{\prime} \varepsilon_{\text {seq }} \leq\left(r^{\prime}+1\right) \varepsilon_{\text {seq }} \leq(k+1) \varepsilon_{\text {seq }} .
\end{aligned}
$$

Proof of Claim 1. Proceeding by induction on $r$, the base case $r=0$ is trivially true. Assume now the statement to be true for all $r^{\prime}<r$. We then construct $\mathcal{A}$ computing $E_{r, i, j}$ which behaves as $\Omega$ for the first $r-1$ rounds. At round $r$ it initially executes $P_{i}$ and then the remaining $P_{1}, \ldots, P_{n}$. If it finds a path $0 \rightarrow^{+} \xi(r, i, j)$, it computes $\alpha$ such that $E_{\text {out }}=\alpha \star E_{0}$ and returns $\left(\alpha, E_{\text {out }}\right)$, otherwise it aborts. A full description appears in Figure 11 .

First, as for $\Omega$, we can define an indexing partial function $\eta: \mathbb{N}^{3} \rightarrow \mathbb{N}$ such that the $j$-th query performed by $P_{i}$ at round $r$ is also the $\eta(r, i, j)$-th query of $\mathcal{A}$. By Sequentiality Lemma 1 we get

$$
\operatorname{Pr}\left[0 \rightarrow^{+} \xi(r, i, j), 0 \nrightarrow^{+} \eta(r, i, j)\right] \leq \varepsilon_{\mathrm{seq}}
$$

```
\(\mathcal{A}^{\mathcal{O}_{\text {act }}}\left(s_{1}, \ldots, s_{n}\right)\)
    \(/ /\) Behave as \(\Omega\) for the first \(r-1\) rounds
    Set \(\operatorname{trs}_{0} \leftarrow \perp\)
    For all \(r^{\prime} \in\{1, \ldots, r-1\}\) :
        For all \(i^{\prime} \in\{1, \ldots, n\}\) :
            \(M_{r, i^{\prime}} \leftarrow P_{i^{\prime}}^{\mathcal{O}_{\text {act }}}\left(s_{i^{\prime}}, \operatorname{trs}_{r^{\prime}-1}\right)\)
        \(\operatorname{trs}_{r^{\prime}} \leftarrow \operatorname{trs}_{r^{\prime}-1} \cup\left\{M_{r^{\prime}, i^{\prime}}\right\}_{i^{\prime}=1}^{n}\)
    \(/ /\) Execute \(P_{i}\) first at round \(r\)
    Run \(P_{i}^{\mathcal{O}_{\text {act }}}\left(s_{i}\right.\), trs \(\left._{r-1}\right)\)
    For \(i^{\prime} \in\{1, \ldots, n\} \backslash\{i\}: \operatorname{Run} P_{i^{\prime}}^{\mathcal{O}_{\text {act }}}\left(s_{i^{\prime}}, \operatorname{trs}_{r-1}\right)\)
    // Find a chain according to \(\Omega\) 's query order
    If \(0 \nrightarrow^{+} \xi(r, i, j)\) : Return \(\perp\)
    Use a chain \(0 \rightarrow^{+} \xi(r, i, j)\) to find \(\alpha\) such that \(E_{r, i, j}=\alpha \star E_{0}\)
    Return \(\left(\alpha, E_{r, i, j}\right)\)
```

Fig. 11. Program $\mathcal{A}$ computing $E_{r, i, j}$.
where we used the fact that $0 \rightarrow \xi(r, i, j)$ implies that $\mathcal{A}$ 's outputs satisfies $\alpha \star E_{0}=E_{\text {out }}$ and $\eta(r, i, j)$ is known to be the query index in which $\mathcal{O}_{\text {act }}$ returns $E_{r, i, j}$.

Assuming instead $0 \rightarrow^{+} \eta(r, i, j)$, let $\left(r^{\prime}, i^{\prime}, j^{\prime}\right)$ the maximal element in the chain such that $r^{\prime}<r$. Then we will show that

$$
0 \rightarrow^{+} \eta(r, i, j) \quad \Rightarrow \quad 0 \rightarrow^{+} \xi\left(r^{\prime}, i^{\prime}, j^{\prime}\right) \wedge\left(r^{\prime}, i^{\prime}, j^{\prime}\right) \rightarrow^{+}(r, i, j)
$$

The first part of the implication follows since for all rounds before the $r$-th, $\mathcal{A}$ and $\Omega$ behaves identically. Therefore they make the same queries in the same order, meaning that $0 \rightarrow^{+} \eta\left(r^{\prime}, i^{\prime}, j^{\prime}\right)$ if and only if $0 \rightarrow^{+} \xi\left(r^{\prime}, i^{\prime}, j^{\prime}\right)$. For the second part, from the way we defined $\left(r^{\prime}, i^{\prime}, j^{\prime}\right)$, all queries in a chain from $\left(r^{\prime}, i^{\prime}, j^{\prime}\right)$ to $(r, i, j)$ occurs at round $r$. Since $\mathcal{A}$ first executes $P_{i}$ at round $r$, it means all these queries only involves $P_{i}$, therefore $\left(r^{\prime}, i^{\prime}, j^{\prime}\right) \rightarrow^{+}(r, i, j)$.

As a consequence we can bound the studied probability in the case $0 \rightarrow^{+}$ $\eta(r, i, j)$ as follows:

$$
\begin{aligned}
& \operatorname{Pr}\left[0 \rightarrow^{+} \xi(r, i, j), 0 \nvdash^{+}(r, i, j), 0 \rightarrow^{+} \eta(r, i, j)\right] \\
\leq & \operatorname{Pr}\left[0 \rightarrow^{+} \xi(r, i, j), 0 \nvdash^{+}(r, i, j), 0 \rightarrow^{+} \xi\left(r^{\prime}, i^{\prime}, j^{\prime}\right),\left(r^{\prime}, i^{\prime}, j^{\prime}\right) \rightarrow^{+}(r, i, j)\right] \\
\leq & \operatorname{Pr}\left[0 \rightarrow^{+} \xi\left(r^{\prime}, i^{\prime}, j^{\prime}\right), 0 \not \triangleright^{+}\left(r^{\prime}, i^{\prime}, j^{\prime}\right)\right] \\
\leq & r^{\prime} \cdot \varepsilon_{\text {seq. }} .
\end{aligned}
$$

where the last step follows by induction. Note that the second inequality follows because on LHS, if $0 \rightarrow^{+}\left(r^{\prime}, i^{\prime}, j^{\prime}\right)$ then by transitivity $0 \rightarrow^{+}(r, i, j)$, contradicting the clause $0 \not \overbrace{}^{+}(r, i, j)$. The event on the LHS then implies $0 \not \neg^{+}\left(r^{\prime}, i^{\prime}, j^{\prime}\right)$. In
conclusion, since $r^{\prime}<r$

$$
\begin{aligned}
& \operatorname{Pr}\left[0 \rightarrow^{+} \xi(r, i, j), 0 \nvdash^{+}(r, i, j)\right] \\
\leq & \operatorname{Pr}\left[0 \rightarrow^{+} \xi(r, i, j), 0 \nrightarrow^{+} \eta(r, i, j)\right]+ \\
& +\operatorname{Pr}\left[0 \rightarrow^{+} \xi(r, i, j), 0 \nvdash^{+}(r, i, j), 0 \rightarrow^{+} \eta(r, i, j)\right] \\
\leq & \varepsilon_{\text {seq }}+r^{\prime} \varepsilon_{\text {seq }} \leq r \varepsilon_{\text {seq }} .
\end{aligned}
$$

## C. 4 Refined Interactive Sequentiality Lemma

Proof of Lemma 5. The proof is similar to Lemma 4. As in that case, we define $\Omega$ as in Figure 10 and $\xi(r, i, j)$ and indexing function so that the $j$-th query performed by $P_{i}$ at round $r$ corresponds to the $\xi(r, i, j)$-th performed by $\Omega$. Through the Sequentiality Lemma 1 we then have that up to probability $\varepsilon_{\text {seq }}$

$$
E_{\text {out }}=E_{r^{\prime}, i^{\prime}, j^{\prime}} \quad 0 \rightarrow^{+} \xi\left(r^{\prime}, i^{\prime}, j^{\prime}\right)
$$

For notational convenience we call $\operatorname{Ref}(r, i, j)$ the event $0 \rightarrow^{+}(r, i, j)$ through a refined chain. To conclude we need to prove the following claim

Claim $1 \operatorname{Pr}\left[0 \rightarrow^{+} \xi(r, i, j), \neg \operatorname{Ref}(r, i, j)\right] \leq r \cdot \varepsilon_{\text {seq }}$.
Proof of Claim 1. We proceed by induction on $r$. If $r=0$ the statement is trivially true. Assuming it holds for all $r^{\prime}<r$ we will prove it for $(r, i, j)$. Let $j^{*}$ be a minimal element in the poset of queries performed by $P_{i}$ at round $r$, ordered with $\rightarrow^{+}$.

By definition of $\rightarrow^{+}$then there exists a chain $j_{0}, \ldots, j_{t}$ of queries such that

$$
\left(r, i, j^{*}\right)=\left(r, i, j_{0}\right) \rightarrow\left(r, i, j_{1}\right) \rightarrow \ldots \rightarrow\left(r, i, j_{t}\right)=(r, i, j)
$$

and in particular $\left(r, i, j^{*}\right) \rightarrow^{+}(r, i, j)$. If $0 \rightarrow^{+} \xi(r, i, j)$ then, summing the group elements appearing in a chain for this relation and for $\left(r, i, j^{*}\right) \rightarrow^{+}(r, i, j)$ we would obtain two group elements $\alpha, \beta$ such that

$$
\alpha \star E_{0}=E_{r, i, j}, \quad \beta \star E_{r, i, j^{*}}=E_{r, i, j} \quad \Rightarrow \quad E_{r, i, j^{*}}=(-\beta+\alpha) \star E_{0}
$$

Summing the group elements appearing in this chain of queries, as well as Next we define $\mathcal{A}$ which computes $E_{r, i, j^{*}}$ by executing at round $r$ first $P_{i}$ and then all other users. A full description of $\mathcal{A}$ appears in Figure 12 .

As done with $\Omega$, we define an indexing function $\eta$ so that the $j$-th query performed by $P_{i}$ at round $r$ is $\mathcal{A}$ 's $\eta(r, i, j)$-th query. Since $\mathcal{A}$ and $\Omega$ executes parties in the same order until round $r, \xi$ and $\eta$ agrees for $r^{\prime}<r$.

Next, applying the Sequentiality Lemma 1 we have that

$$
\operatorname{Pr}\left[0 \rightarrow^{+} \xi(r, i, j), \quad 0 \nrightarrow^{+} \eta\left(r, i, j^{*}\right)\right] \leq \varepsilon_{\mathrm{seq}}
$$

because $\mathcal{A}$ computes the correct element if $0 \rightarrow^{+} \xi(r, i, j)$ and $\left(r, i, j^{*}\right) \rightarrow^{+}(r, i, j)$ which is true by construction.

```
\(\mathcal{A}^{\mathcal{O}_{\text {act }}}\left(s_{1}, \ldots, s_{n}\right)\)
    // Behave as \(\Omega\) for the first \(r-1\) rounds
    Set trso \(\leftarrow \perp\)
    For all \(r^{\prime} \in\{1, \ldots, r-1\}\) :
        For all \(i^{\prime} \in\{1, \ldots, n\}\) :
            \(M_{r, i^{\prime}} \leftarrow P_{i^{\prime}}^{\mathcal{O}^{\text {act }}}\left(s_{i^{\prime}}, \operatorname{trs}_{r^{\prime}-1}\right)\)
        \(\operatorname{trs}_{r^{\prime}} \leftarrow \operatorname{trs}_{r^{\prime}-1} \cup\left\{M_{r^{\prime}, i^{\prime}}\right\}_{i^{\prime}=1}^{n}\)
    \(/ /\) Execute \(P_{i}\) first at round \(r\)
    Run \(P_{i}^{\mathcal{O}_{\text {act }}}\left(s_{i}, \operatorname{trs}_{r-1}\right)\)
    For \(i^{\prime} \in\{1, \ldots, n\} \backslash\{i\}:\) Run \(P_{i^{\prime}}^{\mathcal{O}_{\text {act }}}\left(s_{i^{\prime}}, \operatorname{trs}_{r-1}\right)\)
    \(/ /\) Find a chain according to \(\Omega\) 's query order
    If \(0 \nrightarrow^{+} \xi(r, i, j)\) : Return \(\perp\)
    Use a chain \(0 \rightarrow^{+} \xi(r, i, j)\) to find \(\alpha\) such that \(E_{r, i, j}=\alpha \star E_{0}\)
    Use a chain \(\left(r, i, j^{*}\right) \rightarrow^{+}(r, i, j)\) to find \(\beta\) such that \(E_{r, i, j}=\beta \star E_{r, i, j^{*}}\)
    Return \(\left(-\beta+\alpha, E_{r, i, j^{*}}\right)\)
```

Fig. 12. Program $\mathcal{A}$ computing $E_{r, i, j^{*}}$.

Next, assuming $0 \rightarrow^{+} \eta\left(r, i, j^{*}\right)$, let $\left(r^{\prime}, i^{\prime}, j^{\prime}\right)$ the predecessor in a given chain for this relation. We will show the following implications:

$$
\left[\begin{array}{c}
0 \rightarrow^{+} \xi(r, i, j) \\
\neg \operatorname{Ref}(r, i, j) \\
0 \rightarrow^{+} \eta\left(r, i, j^{*}\right)
\end{array}\right] \quad \Rightarrow \quad\left[\begin{array}{c}
0 \rightarrow^{+} \xi(r, i, j) \\
r^{\prime}<r \\
\neg \operatorname{Ref}\left(r^{\prime}, i^{\prime}, j^{\prime}\right)
\end{array}\right]
$$

The first is trivial. The second one follow since if $r=r^{\prime}$ then $\eta\left(r, i^{\prime}, j^{\prime}\right) \rightarrow$ $\eta\left(r, i, j^{*}\right)$ implies $i=i^{\prime}$ since $P_{i}$ is the first executed player in round $r$. In particular this implies $\left(r, i, j^{\prime}\right) \rightarrow\left(r, i, j^{*}\right)$ which contradicts the minimality of $j^{*}$. We also prove the third one by contradiction. If $\operatorname{Ref}\left(r^{\prime}, i^{\prime}, j^{\prime}\right)$ then we can extend any refined chain for $0 \rightarrow \mapsto^{+}\left(r^{\prime}, i^{\prime}, j^{\prime}\right)$ with

$$
\left(r^{\prime}, i^{\prime}, j^{\prime}\right) \rightarrow\left(r, i, j^{*}\right) \rightarrow^{+}(r, i, j)
$$

where the first relation is true as $r^{\prime}<r$ and $\eta\left(r^{\prime}, i^{\prime}, j^{\prime}\right) \rightarrow \eta\left(r, i, j^{*}\right)$ and the second one follows by construction of $j^{*}$. By minimality of $j^{*}$ the resulting chain would be refined, implying $\operatorname{Ref}(r, i, j)$, which is assumed to be false.

Using this implication we next bound the following probability:

$$
\begin{aligned}
& \operatorname{Pr}\left[0 \rightarrow^{+} \xi(r, i, j), \neg \operatorname{Ref}(r, i, j), 0 \rightarrow^{+} \eta\left(r, i, j^{*}\right)\right] \\
\leq & \operatorname{Pr}\left[0 \rightarrow^{+} \xi(r, i, j), \neg \operatorname{Ref}\left(r^{\prime}, i^{\prime}, j^{\prime}\right), r^{\prime}<r\right] \\
\leq & r^{\prime} \cdot \varepsilon_{\text {seq }} \leq(r-1) \varepsilon_{\text {seq }} .
\end{aligned}
$$

Finally, combining the two bounds we conclude that the claim is true.

$$
\begin{aligned}
& \operatorname{Pr}\left[0 \rightarrow^{+} \xi(r, i, j), \neg \operatorname{Ref}(r, i, j)\right] \\
\leq & \operatorname{Pr}\left[0 \rightarrow^{+} \xi(r, i, j), 0 \nrightarrow^{+} \eta\left(r, i, j^{*}\right)\right] \\
& +\operatorname{Pr}\left[0 \rightarrow^{+} \xi(r, i, j), \neg \operatorname{Ref}(r, i, j), 0 \rightarrow^{+} \eta\left(r, i, j^{*}\right)\right] \\
\leq & \varepsilon_{\text {seq }}+(r-1) \varepsilon_{\text {seq }}=r \varepsilon_{\text {seq }} .
\end{aligned}
$$

## C. 5 Tall Sub-tree Properties

Proof of Proposition 1. We proceed by induction on $n \geq 1$. If $n=1$ then $n \log _{2} n=0$ and $T$ is a chain, implying $|E|=m$. Assuming the thesis holds for all $n^{\prime}<n$, we prove it for $n$. Let $r \in V$ be the root of $T$ and $v_{1}, \ldots, v_{d}$ be the successors of $r$. Then $T_{i}:=T_{v_{i}}=\left(V_{i}, E_{i}\right)$ is a TS trees and, calling $m_{i}=\operatorname{height}\left(T_{i}\right)$ and $n_{i}=$ leaves $\left(T_{i}\right)$, we have that

$$
\begin{aligned}
|E| & =d+\sum_{i=1}^{d}\left|E_{i}\right| \geq d+\sum_{i=1}^{d} m_{i}+\sum_{i=1}^{d} n_{i} \log _{2} n_{i} \\
& \geq d+d(m-1)+n \log _{2}(n / d) \\
& =m+n \log _{2}+\left((d-1) m-n \log _{2} d\right)
\end{aligned}
$$

where the first inequality is the inductive hypothesis and the second one uses $m_{i}=m-1$ and the convexity of $x \log _{2} x$. To conclude we need to show that for all integer $d \geq 1$ the last term in brackets is non negative. This is true for $d=1$ and, because $m \geq n$, for $d=2$. Finally, for any $d>2$ the function $f(d)=(d-1) m-n \log _{2} d$ is increasing as its derivative is

$$
f^{\prime}(d)=m-\frac{n}{d \cdot \ln 2} \geq m-n \geq 0
$$

Therefore $f(d) \geq 0$ for all integer $d$ and the proof is complete.
Proof of Proposition 2. If $\left|V_{\geq 2}\right|=0$ then $m \leq 1$ and therefore $n \leq 1$, in which case the inequality holds. Conversely let $v_{1}, \ldots, v_{d}$ be the root's children, and call $T_{i}:=T_{v_{i}}=\left(V_{i}, E_{i}\right)$. Let $m_{i}=$ height $\left(T_{i}\right), n_{i}=$ leaves $\left(T_{i}\right)$. Using the fact that $T_{1}, \ldots T_{d}$ are TS trees and the same inequalities used in the proof of Proposition 1

$$
\begin{aligned}
\left|V_{\geq 2}\right| & =\sum_{i=1}^{d}\left|V_{i} \backslash v_{i}\right| \\
& =\sum_{i=1}^{d} m_{i}+n_{i} \log _{2} n_{i} \\
& =d m-d+n \log _{2}(n / d) \\
& =m+n \log _{2} n-2+\left((d-1) m-d-n \log _{2} d\right)
\end{aligned}
$$

To conclude we have to show the last term in brackets is always non negative. For $d=1$ is trivial and $d=2$ is implied by $m \geq n$. For $d \geq 3$ we would have $n \geq 3$ in which case $\left(2-\log _{2} 3\right) n-1$ is positive. Finally for $d>3$ the derivative of that term in $d$ is always positive, using the fact that $n \geq 3$.


[^0]:    ${ }^{3}$ Including one round to broadcast the result to other users.

[^1]:    ${ }^{4}$ Or, in honest majority, to publicly reconstruct this user's secret share.
    ${ }^{5}$ Due to our first result, this is also the best round complexity in this case.

[^2]:    ${ }^{6}$ More precisely we later introduce a relation " $\rightarrow$ " among query indices.
    ${ }^{7}$ Because it implies that computing $a \star E_{0}$ can only be done through sequential applications of the group action starting from $E_{0}$.

[^3]:    ${ }^{8}$ up to choosing paths satisfying a rather technical minimality condition.

[^4]:    ${ }^{9}$ Even though broadcast could be achieved simply sending the same message to all parties, as we only focus on semi-honest adversaries.

[^5]:    ${ }^{10}$ These can be defined for $\mathbb{G}$ if $\mathbb{Z}_{N}$ has an exceptional set of size at least $n$, with $N$ being the order of $\mathbb{G}$.
    ${ }^{11}$ Note $|S|$ may be smaller than $t$ if there are repetitions among $i_{1}, \ldots, i_{t}$.

[^6]:    ${ }^{12} r$ and $r^{\prime}$ are the first component of respectively the LHS and the RHS.

