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#### Abstract

The support minors method has become indispensable to cryptanalysts in attacking various post-quantum cryptosystems in the areas of multivariate cryptography and rank-based cryptography. The complexity analysis for support minors minrank calculations is a bit messy, with no closed form for the Hilbert series of the ideal generated by the support minors equations (or, more correctly, for the quotient of the polynomial ring by this ideal). In this article, we provide a generating series whose coefficients are the Hilbert Series of related MinRank ideals. This simple series therefore reflects and relates the structure of all support minors ideals. Its simplicity also makes it practically useful in computing the complexity of support minors instances.
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## 1 Introduction

The MinRank problem, first studied in [8 is a natural computational linear algebra problem that has become an essential tool in the cryptanalysis of many multivariate post-quantum cryptosystems, e.g. [1614|4615|11|0|3|12|5. In the last quarter of a century, many algorithms were developed to solve this problem, specifically in the context of cryptanalysis, see most significantly [13|11|10|17|3]. While each suggested algorithm may be the best in some regime of parameters, it seems for MinRank instances arising from most multivariate and rank-based cryptosystems that the support minors technique of [3] is the most efficient.

The complexity of support minors MinRank is well-established in [3], where formulas for the number of linearly independent equations at each degree are derived under a semi-regularity assumption. From these formulas, we can recover the Hilbert series for the support minors ideal; however, this series does not have a simple closed form and is rather unwieldy.

In this article, we compute something slightly deeper than the formulas of [3]. We derive a generating series for the Hilbert series, see [12], of every support minors MinRank instance. Specifically we derive a generating series whose coefficients are the Hilbert series for related support minors ideals.

Not only is this bi-series a new interesting object - connecting the structure of several related ideals, it has practical utility, as well. The bi-series has a simple closed form, making it trivial to compute solving degrees for any support minors ideal.

This article is organized as follows. In the next section, we introduce the support minors method of MinRank calculation and review the complexity analysis of [3]. We then derive the new generating series in the subsequent section. The subsequent section provides simple code to compute the solving degree of support minors instances.

## 2 Support Minors

In [3], the support minors method for solving MinRank was introduced. The method is based on the rank decomposition of the low rank matrix in the span of the given matrices.

Let $\mathbf{M}_{1}, \ldots, \mathbf{M}_{K}$ be $m \times n$ matrices with entries in some field $\mathbb{F}$. If there exists a linear combination

$$
\boldsymbol{\Sigma}=\sum_{i=0}^{K} \lambda_{i} \mathbf{M}_{i}
$$

of rank $r$, then it has a rank decomposition $\boldsymbol{\Sigma}=\mathbf{S C}$, where $\mathbf{S} \in \mathbb{F}^{m \times r}$ is the column support of $\boldsymbol{\Sigma}$ and $\mathbf{C} \in \mathbb{F}^{r \times n}$ is the row support of $\boldsymbol{\Sigma}$.

Given a row $\pi_{i}$ of $\boldsymbol{\Sigma}$, we may form the composite matrix

$$
\left[\begin{array}{c}
\pi_{i} \\
\mathbf{C}
\end{array}\right],
$$

which has rank $r$ due to the fact that $\pi_{i}$ is in the row space of $\mathbf{C}$. It then follows that all of the maximal minors of this matrix are zero.

The key observation is that via cofactor expansion along the added row, we may express each minor in terms of a coordinate of $\pi_{i}$ and the maximal minors of $\mathbf{C}$. Allowing the unknown coefficients $\lambda_{i}$ to be represented by variables $x_{i}$ and allowing the unknown values of the maximal minors of $\mathbf{C}$ to be represented by variables $c_{J}$, where $J$ is a subset of the columns of $\mathbf{C}$ of size $r$, each of the maximal minors of the composite matrix produces a bilinear polynomial in the polynomial ring $\mathbb{F}[X, C]$. The collection of all such support minors polynomials forms the support minors ideal $I$.

Due to the great number of minor variables, it is usually optimal to resolve the ideal $I$ by using an XL-style algorithm, see 9 in which higher degree terms at bi-degree $(b, 1)$ are generated. Thus, we may restrict to the case that a single minor variable occurs in every monomial, and consider the algebra graded by degree in the linear variables. In this way, we may construct a Hilbert series and can avoid the necessity of a bi-series to capture the solving degree with respect to the two variable types.

In [3], the authors derive the solving degree of the support minors ideal under a semi-regularity assumption on the bilinear system. The main tool for the case
in which the size of the field is larger than the solving degree is [3, Proposition $6]$, which states:

Proposition 1 For any symmetric b-tensor $S$ of dimension $m$ and rank $b \geq 2$ over $\mathbb{F}_{q}$ with $q>b$ and for any subset $J$ of $\{1, \ldots, n\}$ of size $r+b$, the following equation holds:

$$
\sum_{j_{1}=1}^{m} \cdots \sum_{j_{b}=1}^{m} S_{j_{1}, \ldots, j_{b}}\left|\begin{array}{c}
\pi_{j_{1}} \\
\vdots \\
\pi_{j_{b}} \\
\mathbf{C}
\end{array}\right|_{*, J}=0
$$

This proposition is the key tool for deriving relations among the generators of $I$, relations among the relations, and so on. This process produces an alternating sum revealing the number of linearly independent equations at each bi-degree $(b, 1)$,

$$
\begin{equation*}
\text { \# l.i. eqs }=\sum_{i=1}^{b}(-1)^{i+1}\binom{n}{r+i}\binom{m+i-1}{i}\binom{K+b-i-1}{b-i} \tag{1}
\end{equation*}
$$

Equation (1) is valid as long as $q>b$ and $b<r+2$, as explained in 3, Section 5.4]. We then conclude that if this quantity is greater than or equal to the number of monomials at bi-degree $(b, 1)$, namely $\binom{n}{r}\binom{K+b-1}{b}$, that the homogeneous ideal $I$ is resolved.

In [3], a formula for the number of linearly independent equations at bidegree $(b, 1)$ is also provided in the case $q=2$ and $b<r+2$ as well. In this case the number of linearly independent equations at bi-degree $(b, 1)$ is given by the formula

$$
\begin{equation*}
\text { \# l.i. eqs }=\sum_{j=1}^{b} \sum_{i=1}^{j}(-1)^{i+1}\binom{n}{r+i}\binom{m+i-1}{i}\binom{K}{j-i} \tag{2}
\end{equation*}
$$

In principle we can derive formulas for the number of linearly independent equations at bi-degree $(b, 1)$ for every value of $q$, however, some small cases can be a bit awkward to work with and the greatest practical need is for instances in which either $q=2$ or $q$ is rather large in comparison to any solving degree that is useful. Thus, as in [3], we restrict our attention to these two important cases.

## 3 A New Type of Generating Series

From the analysis in [3] it is easy to derive a Hilbert series for the support minors ideal $I$ with respect to the linear variables. We work with both cases from the previous section.

### 3.1 The Case $q>b$ and $b<r+2$

At every bi-degree $(b, 1)$, the dimension of $\mathbb{F}_{q}[X, C] / I$ is given by the difference between the number of monomials at that bi-degree and the number of linearly independent homogeneous polynomials in the ideal at that bi-degree. Therefore, the Hilbert series for the support minors ideal associated with a ( $K, n, m, r$ ) MinRank instance for $q>b$ and $b<r+2$ is

$$
\mathcal{H}(t)=\sum_{b=0}^{\infty} \sum_{i=0}^{b}(-1)^{i}\binom{n}{r+i}\binom{m+i-1}{i}\binom{K+b-i-1}{b-i} t^{b}
$$

Unfortunately, there is no closed form expression for this series in terms of rational functions.

We now change perspective and consider the target rank $r$ (or equivalently the target dimension $n-r$ of the right kernel) as a parameter in the system, with the parameters $K, n$ and $m$ fixed, and derive a generating series for these Hilbert series across varying values of $r$. As a note, this method is generic and can work for any collection of parametrized systems of equations, though there is no reason a priori that we may obtain a nice closed form.

We define our bi-series $\mathcal{G}(s, t)$ by the relation

$$
\left[s^{n-r}\right] \mathcal{G}(s, t)=\mathcal{H}(t)
$$

where $\left[x^{n-r}\right] \mathcal{G}(x)$ represents the coefficient of $s^{n-r}$, represented as a polynomial in the variable $t$. This definition is sensible, since $\mathcal{H}(t)$ is determined by the parameters $K, m, n$ and $r$. The bi-series $\mathcal{G}(s, t)$ incorporates information about every generic support minors MinRank instance for $K$ matrices of dimension $m \times n$.

Expanding the product $\mathcal{H}(t) s^{n-r}$, we recover an obvious product structure in the bi-series. Specifically we observe that

$$
\begin{aligned}
\mathcal{H}(t) s^{n-r} & =\sum_{b=0}^{\infty} \sum_{i=0}^{b}(-1)^{i}\binom{n}{r+i}\binom{m+i-1}{i}\binom{K+b-i-1}{b-i} t^{b} s^{n-r} \\
& =\left(\sum_{i=0}^{\infty}(-1)^{i}\binom{n}{r+i}\binom{m+i-1}{i} t^{i} s^{n-r}\right)\left(\sum_{i=0}^{\infty}\binom{K+i-1}{i} t^{i}\right) \\
& =\left(\sum_{i=0}^{\infty}(-1)^{i}\binom{n}{r+i}\binom{m+i-1}{i} t^{i} s^{n-r}\right) \frac{1}{(1-t)^{K}} .
\end{aligned}
$$

Here, the first factor is very suggestive of a term in a product of series. Indeed, if we replace $\binom{n}{r+i}$ with the equivalent $\binom{n}{n-r-i}$, we find that the sum of the bottom entries of the binomial coefficients is $n-r$, the same as the power of $s$ in that factor. Thus, we can express this factor as the term including $s^{n-r}$ in a product
of two series as follows:

$$
\begin{aligned}
\mathcal{H}(t) s^{n-r} & =\left(\sum_{i=0}^{\infty}\binom{n}{n-r-i} s^{n-r-i}(-1)^{i}\binom{m+i-1}{i} t^{i} s^{i}\right) \frac{1}{(1-t)^{K}} \\
& =\left(\left[s^{n-r}\right]\left(\sum_{i=0}^{\infty}\binom{n}{i} s^{i}\right)\left(\sum_{i=0}^{\infty}(-1)^{i}\binom{m+i-1}{i} t^{i} s^{i}\right) \frac{1}{(1-t)^{K}}\right) s^{n-r} \\
& =\left(\left[s^{n-r}\right] \frac{(1+s)^{n}}{(1+s t)^{m}(1-t)^{K}}\right) s^{n-r} .
\end{aligned}
$$

Dividing by $s^{n-r}$ on both sides and recalling the definition of $\mathcal{G}(s, t)$ we recover

$$
\begin{equation*}
\mathcal{G}(s, t)=\frac{(1+s)^{n}}{(1+s t)^{m}(1-t)^{K}} \tag{3}
\end{equation*}
$$

We point out explicitly that though the polynomial ring $\mathbb{F}_{q}[X, C]$ has two disparate variable types, the variable $s$ in the bi-series $\mathcal{G}(s, t)$ is not representing powers of the minor variables $c_{J}$ at the solving degree. The variable $s$ is instead tied to the corank of the target matrix, that is, the dimension of the cokernel when the matrix acts by right multiplication. In this sense $\mathcal{G}(s, t)$ is a generating series for support minors Hilbert series indexed by the target corank.

More directly, one may merely use $\mathcal{G}(s, t)$ to determine the solving degree of a support minors ( $m, n, r, K$ ) MinRank instance whenever $q>b$ and $b<r+2$. The solving degree is given by

$$
\begin{equation*}
d_{s}=\min _{b}\left\{b:\left[t^{b} s^{n-r}\right] G(t, s) \leq 0\right\} \tag{4}
\end{equation*}
$$

### 3.2 The Case $q=2$ and $b<r+2$

We may use a similar method to recover a generating series for support minors Hilbert series in the case of $q=2$ and $b<r+2$. In this case, we may use the fact that there are

$$
\sum_{j=1}^{b}\binom{n}{r}\binom{K}{j}
$$

monomials of bi-degree up to $(b, 1)$ involving a minor variable $c_{J}$ and recall Equation (2) to obtain the Hilbert series for the support minors ideal associated with a $(K, n, m, r)$ MinRank instance in the $q=2$ case:

$$
\mathcal{H}(t)=\sum_{b=1}^{\infty} \sum_{j=1}^{b} \sum_{i=0}^{j}(-1)^{i+1}\binom{n}{r+i}\binom{m+i-1}{i}\binom{K}{j-i} t^{b} .
$$

This Hilbert series can be rewritten as

$$
\begin{aligned}
\mathcal{H}(t) & =\sum_{j=1}^{\infty} \sum_{i=0}^{j}\binom{n}{r+i}\binom{m+i-1}{i}\binom{K}{j-i} \sum_{b=j}^{\infty} t^{b} \\
& =\sum_{j=1}^{\infty} \sum_{i=0}^{j}\binom{n}{r+i}\binom{m+i-1}{i}\binom{K}{j-i} \frac{t^{j}}{1-t} \\
& =\frac{1}{1-t} \sum_{j=1}^{\infty} \sum_{i=0}^{j}\binom{n}{r+i}\binom{m+i-1}{i}\binom{K}{j-i} t^{j} .
\end{aligned}
$$

We observe a similar kind of product structure as we previously encountered in the $q>b$ case. For variety, this time we factor the Hilbert series before deriving the new generating series. Notice that

$$
\begin{aligned}
\mathcal{H}(t) & =\frac{1}{1-t}\left[\left(\sum_{i=0}^{\infty}(-1)^{i}\binom{n}{r+i}\binom{m+i-1}{i} t^{i}\right)\left(\sum_{i=0}^{\infty}\binom{K}{i} t^{i}\right)-\binom{n}{r}\right] \\
& =\frac{1}{1-t}\left[(1+t)^{K}\left(\sum_{i=0}^{\infty}(-1)^{i}\binom{n}{r+i}\binom{m+i-1}{i} t^{i}\right)-\binom{n}{r}\right]
\end{aligned}
$$

Now we use the same strategy as before and define our generating series $\mathcal{G}(s, t)$ by the relation $\left[s^{n-r}\right] \mathcal{G}(s, t)=\mathcal{H}(t)$. The method remains the same; we expand the product $\mathcal{H}(t) s^{n-r}$.

Proceeding, we obtain

$$
\mathcal{H}(t) s^{n-r}=\frac{(1+t)^{K}}{1-t}\left(\sum_{i=0}^{\infty}(-1)^{i}\binom{n}{r+i}\binom{m+i-1}{i} t^{i} s^{n-r}\right)-\binom{n}{r} \frac{s^{n-r}}{1-t}
$$

At this point the summation in the formula is the exact same one we encountered in the analysis of the case $q>b$. Using the same substitution, we obtain

$$
\begin{aligned}
\mathcal{H}(t) s^{n-r} & =\left(\left[s^{n-r}\right] \frac{(1+s)^{n}(1+t)^{K}}{(1+s t)^{m}(1-t)}\right) s^{n-r}-\binom{n}{r} \frac{s^{n-r}}{1-t} \\
& =\left(\left[s^{n-r}\right] \frac{(1+s)^{n}(1+t)^{K}}{(1+s t)^{m}(1-t)}\right) s^{n-r}-\left(\left[s^{n-r}\right] \frac{(1+s)^{n}}{1-t}\right) s^{n-r} \\
& =\left(\left[s^{n-r}\right]\left[\frac{(1+s)^{n}(1+t)^{K}}{(1+s t)^{m}(1-t)}-\frac{(1+s)^{n}}{1-t}\right]\right) s^{n-r} .
\end{aligned}
$$

As before, dividing by $s^{n-r}$ and using the definition of $\mathcal{G}(s, t)$, we recover

$$
\mathcal{G}(s, t)=\frac{(1+s)^{n}(1+t)^{K}}{(1+s t)^{m}(1-t)}-\frac{(1+s)^{n}}{1-t}
$$

This generating series, as well, may be used to determine the solving degree of a support minors $(m, n, r, K)$ MinRank instance whenever $q=2$ and $b<r+2$. The solving degree is once again given by

$$
\begin{equation*}
d_{s}=\min _{b}\left\{b:\left[t^{b} s^{n-r}\right] G(t, s) \leq 0\right\} . \tag{5}
\end{equation*}
$$

## 4 Computing the Solving Degree

For convenience, we provide simple code to compute the solving degree of support minors MinRank instances with the Magma Computer Algebra System ${ }^{3}$, see [7]. The algorithms suppose input of the parameters for a MinRank instance including, $K$, the number of matrices, $m$, the number of rows, $n$, the number of columns, and $r$, the target rank.

```
Algorithm 1 SMSolvingDEGREE
Input: MinRank Parameters ( \(K, m, n, r\) )
Output: Solving degree \(b\).
    \(P\langle s\rangle:=\) PowerSeriesRing(Integers());
    \(P\langle t\rangle:=\) PowerSeriesRing \((P)\);
    \(f:=(1+s)^{n} /\left((1+s t)^{m}(1-t)^{K}\right) ;\)
    \(b=0\);
    while Coefficient(Coefficient \((f, b), n-r)\) gt 0 do
    \(b+:=1\);
    end while;
    return \(b\);
```

```
Algorithm 2 SMSolvingDegree 2
Input: MinRank Parameters ( \(K, m, n, r\) )
Output: Solving degree \(b\).
    \(P\langle s\rangle:=\) PowerSeriesRing(Integers());
    \(P\langle t\rangle:=\) PowerSeriesRing \((P)\);
    \(f:=\left((1+s)^{n}(1+t)^{K} /\left((1+s t)^{m}(1-t)\right)-(1+s)^{n} /(1-t) ;\right.\)
    \(b=0\);
    while Coefficient(Coefficient \((f, b), n-r)\) gt 0 do
    \(b+:=1\);
    end while;
    return \(b\);
```

The code for the case $q>b$ and $b<r+2$ is given in Algorithm 1 whereas the code for the case of $q=2$ and $b<r+2$ is provided in Algorithm 2 , Both of the provided algorithms should be placed in a function environment. There are multiple options for the syntax for such functions. An example of such

[^0]syntax would be function SMSolvingDegree $(K, m, n, r)$ followed by the code provided and terminated with end function;

As another disclaimer, this code provides the solving degree of a generic support minors system with the specified parameters. In actually computing the complexity of a support minors MinRank calculation other matters must be taken into consideration for optimizing the complexity. In general, one needs to optimize over possible choices for the number of columns, for example, to achieve best results.

## 5 Conclusion

This article provides a simple technique to construct a new type of generating series encoding the structure of ideals related by a parameter. In principle, this method can be used for any parametrized family of ideals, though there is no obvious reason that the resulting series should have a nice closed form.

In the case of support minors ideals, constructed to solve the important MinRank problem from computational linear algebra, however, the method produces a simple closed form for this "master series," even though the known Hilbert series for individual support minors ideals itself has no closed form. Instead, this new generating series uses a new variable and encodes the Hilbert series for the support minors ideals indexed by the corank of the target low rank matrix.

In addition to the interesting fact that we have a single generating series encoding the structure of all support minors instances of a certain size simultaneously, this series has a practical utility as well. The simple series makes it much easier to derive the solving bi-degree of support minors systems in code. We provide a few lines of working Magma code that computes the solving bi-degree $(b, 1)$ of such support minors systems.
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