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#### Abstract

We define and analyze the Commutative Isogeny Hidden Number Problem which is the natural analogue of the Hidden Number Problem in the CSIDH and CSURF setting. In short, the task is as follows: Given two supersingular elliptic curves $E_{A}, E_{B}$ and access to an oracle that outputs some of the most significant bits of the CDH of two curves, an adversary must compute the shared curve $E_{A B}=$ $\operatorname{CDH}\left(E_{A}, E_{B}\right)$. We show that we can recover $E_{A B}$ in polynomial time by using Coppersmith's method as long as the oracle outputs $\frac{13}{24}+\varepsilon \approx 54 \%$ (CSIDH) and $\frac{31}{41}+\varepsilon \approx 76 \%$ (CSURF) of the most significant bits of the CDH, where $\varepsilon>0$ is an arbitrarily small constant. To this end, we give a purely combinatorial restatement of Coppersmith's method, effectively concealing the intricate aspects of lattice theory and allowing for near-complete automation. By leveraging this approach, we attain recovery attacks with $\varepsilon$ close to zero within a few minutes of computation.
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## 1 Introduction

The Hidden Number Problem (HNP) introduced by Boneh and Venkatesan [5] asks to compute a hidden number $\alpha$ given many tuples $\left(t_{i}, \mathrm{MSB}_{k}\left(\alpha \cdot t_{i} \bmod p\right)\right)$ for randomly chosen $t_{i} \in \mathbb{Z}_{p}^{*}$. Here, we denote by $\operatorname{MSB}_{k}(x)$ the $k$ most significant bits of $x$. One of the applications of the hidden number problem is the assessment of the bit security of the Diffie-Hellman key exchange over $\mathbb{Z}_{p}^{*}$. More concretely, the task can be rephrased as follows: compute the shared Diffie-Hellman key $g^{a b}=\mathrm{CDH}\left(g^{a}, g^{b}\right) \in \mathbb{Z}_{p}^{*}$ given access to an oracle $\mathcal{O}_{\mathrm{MSB}_{k}}$ that on input $h \in \mathbb{Z}_{p}^{*}$ outputs the $k$ most significant bits of $\operatorname{CDH}\left(g^{a}, h\right)$. The famous result by Boneh and Venkatesan states that one can recover $g^{a b}$ in polynomial time if $k \geq \sqrt{\log p}$. Therefore, the $\sqrt{\log p}$ most significant bits of the shared key $g^{a b}$ are as hard to compute as the whole key. The existence of the oracle $\mathcal{O}_{\mathrm{MSB}_{k}}$ is typically motivated by side-channel attacks and it has recently been shown that such oracles exist in practice [41,35]. Furthermore, the hidden number problem can be used to cryptanalyze ECDSA, Intels Software Guard Extensions (SGX), DSA and qDSA [2,6,17,19,37,47].

The seminal result by Boneh and Venkatesan inspired many follow-up works that investigated different variants of the hidden number problem, for example in the context of Elliptic Curve Diffie-Hellman [53,44,26,4]. As it turns out, the Elliptic Curve Hidden Number Problem (EC-HNP) is already much harder to solve and requires different techniques. In particular, Boneh, Halevi and HowgraveGraham propose in [3] to use Coppersmith's method [14,13] to solve EC-HNP for $k \geq 0.98 \log p$ and curves defined over $\mathbb{F}_{p}$. More recently, this approach was further improved, making it feasible to solve EC-HNP for $k \geq \frac{1}{d+1} \log p$ and any fixed $d>0[54] .{ }^{1}$ Here the key ingredient is (a very involved variant of) Coppersmith's method.

The recent advent of quantum computers completely bypasses the bit security statements of the (elliptic curve) Diffie-Hellman key exchange since the discrete logarithm problem for groups can be solved in quantum polynomial time due to Shor's algorithm [45]. To thwart this issue, many post-quantum secure alternatives have been proposed. One popular approach is based on isogenies which are rational maps between (supersingular) elliptic curves. In some settings, isogenies give rise to cryptographic group actions in the sense of [1] which behave very similarly to exponentiation in prime order groups. Due to this (syntactical) similarity, many protocols and results from the Diffie-Hellman context have been adapted to the isogeny setting (for example [28,20,29,55]). However, this is not the case for the bit security of isogeny based key exchanges. One of the few results in that area studies the bit security of the SIDH key exchange and states that computing one component of the secret $j$-invariant of a curve is as hard as computing both components [22]. Due to the recent devastating attacks on SIDH [8,31,40], however, the statement about its bit security is now obsolete. Apart from SIDH there still exist (non-interactive) key exchanges based on isogenies that are still believed to be post-quantum secure. The most prominent examples are CSIDH [10] and CSURF [7], both of which are based on the group action of fractional ideals on the set of supersingular elliptic curves over $\mathbb{F}_{p}$. These key exchanges are not affected by the attacks on SIDH, yet very little is known about their bit security.

### 1.1 Our Contributions

In this work, we close this gap and analyze the hardness of the Commutative Isogeny Hidden Number Problem (CI-HNP) for CSIDH and CSURF, which can be informally stated as follows:

Commutative Isogeny Hidden Number Problem (informal). Given two public curves $E_{A}, E_{B}$ defined over $\mathbb{F}_{p}$ and access to an oracle $\mathcal{O}_{\mathrm{MSB}_{k}}$ that on input two elliptic curves $E, E^{\prime}$ outputs $\mathrm{MSB}_{k}\left(\mathrm{CDH}\left(E, E^{\prime}\right)\right)$, recover the shared curve $E_{A B}=\operatorname{CDH}\left(E_{A}, E_{B}\right)$.

[^0]Solving CI-HNP. Our first major contribution is a (heuristic) polynomial time algorithm based on Coppersmith's method that recovers the shared curve $E_{A B}$ for $k=\left(\frac{13}{24}+\varepsilon\right) n(\mathrm{CSIDH})$ and $k=\left(\frac{31}{41}+\varepsilon\right) n(\mathrm{CSURF})$, where $n=\log p$ and $\varepsilon>0$ is an arbitrarily small constant. We remark that our results do not yield an unconditional bit security statement for the respective non-interactive key exchanges due to the heuristic nature of Coppersmith's method. Nevertheless, our result implies that (under some constraints) computing the $\frac{13}{24} n$ (CSIDH) and $\frac{31}{41} n$ (CSURF) most significant bits of the shared curve $E_{A B}$ is as hard as solving CDH and quantumly as hard as solving DLOG due to the quantum equivalence of the latter two assumptions [52].

Automated Coppersmith. As our second major contribution, we give a significantly simplified reformulation of Coppersmith's method. This allows us to automate Coppersmith's method almost entirely, and to easily apply it to CI-HNP. This is in stark contrast to almost all previous Coppersmith-type results, which typically required highly involved lattice constructions that had to be fine-tuned using ad-hoc techniques. (See, e.g., May's recent survey [32] and the references therein.) Our approach, on the other hand, only requires to specify which monomials we want to include in our lattice basis. For any given set of monomials our approach then automatically (and efficiently) constructs the corresponding optimal lattice.

We also give a simple automated strategy for selecting these monomials. While this strategy might not always yield optimal results, it performs well in practice, and allows us to derive our bounds for CI-HNP. Furthermore, it enables another interesting application: For any given system of polynomial equations our algorithm can (under some reasonable heuristics) automatically derive upper bounds on the size of the roots that can be recovered by Coppersmith's method a process that prior to our work involved a lot of manual effort. Our reformulation of Coppersmith's method is not specific to the application at hand and might therefore be of independent interest.
Implementation. As our third contribution we provide an efficient open source implementation of our automated variant of Coppersmith's method in SageMath. The source code is available at

```
https://github.com/juliannowakowski/automated-coppersmith.
```

Using this implementation, we run our algorithm for CI-HNP on cryptographically sized instances with bitsize $n=512,1024,1792$. Our experimental results verify the correctness of our heuristic algorithm, and show that we come close to the asymptotic bounds of $k=\frac{13}{24} n \approx 0.542 n$ and $k=\frac{31}{41} n \approx 0.756 n$ in a matter of minutes.

### 1.2 Technical Details and Related Work

Similar to the case of EC-HNP we use Coppersmith's method to recover the least significant bits of the Montgomery coefficient of the shared curve $E_{A B}$. To this end, we define polynomial relations between the Montgomery coefficient
of $E_{A B}$ and the Montgomery coefficients of its $d$-isogenous neighboring curves, essentially replicating the behaviour of the modular polynomials but for the case of Montgomery coefficients. We then embed the partial information from the oracle $\mathcal{O}_{\mathrm{MSB}_{k}}$ in the coefficients of these polynomials by querying $\mathcal{O}_{\mathrm{MSB}_{k}}$ on specific input. As a consequence, we can construct a system of polynomial equations that has a common small root in the Montgomery coefficient of the curve $E_{A B}$. In a last step, this small root is found by Coppersmith's method.

Comparison with HNP and EC-HNP. In their original work Boneh and Venkatesan use lattice reduction techniques to solve HNP over $\mathbb{Z}_{p}^{*}$ [5]. More specifically, given many oracle queries one derives an underdetermined system of linear equations that is subsequently encoded into a lattice. By solving a closest vector problem in the lattice one obtains the secret value. With EC-HNP it is already much harder to implement this approach as the system of equations is inherently nonlinear. In fact, each query to the oracle results in a bivariate polynomial of total degree 3 . The secret value is then encoded in a common small root of these polynomials, and recovered via Coppersmith's method [54]. Nevertheless, both HNP and EC-HNP have in common that one can get arbitrarily many equations by querying the oracle $\mathcal{O}_{\mathrm{MSB}_{k}}$ as many times as needed. Phrased differently, the system of polynomial equations - while still being underdetermined - can be made arbitrarily large. Furthermore, each polynomial in the system of equations has the same shape.

Unfortunately, in the case of CI-HNP neither of the two properties hold. In both the CSIDH and CSURF settings, each curve has for any given degree $d$ at most two $d$-isogenous neighbours defined over $\mathbb{F}_{p}$. Hence, if we wish to make many such oracle queries we necessarily have to use isogenies of higher degree, which in turn result in high-degree polynomial relations. Therefore, we are left with a choice: either have few polynomials of low degree or have many polynomials with very high degree. Additionally, by changing the degree of the isogeny one obtains polynomials of a different shape, making optimizations very challenging.

Recovery Rates. Curiously, the recovery rates between CSIDH and CSURF differ quite significantly. It turns out that the reason for this is an order-3 subgroup of the ideal class group $\operatorname{cl}(\mathcal{O})$ in the CSIDH setting that is not present in CSURF. Subsequently, in the CSIDH setting we are able to construct more polynomial relations which have smaller degree compared to the CSURF setting. Since Coppersmith's method performs best for polynomials with low degree, this results in a better recovery rate. It is worth mentioning that in the context of analyzing the security of the CSIDH key exchange the same order-3 subgroup is also responsible for reducing the security of the key exchange by a factor of $\frac{1}{3}[11,38]$.
Comparison with SIDH. The Isogeny Hidden Number Problem has been considered before by Galbraith, Petit, Shani and Ti in the context of SIDH [22]. However, their approach only applies to SIDH due to the fact that in this setting the resulting polynomial equations are defined over $\mathbb{F}_{p^{2}}$. If we let $\mathbb{F}_{p^{2}}=\mathbb{F}_{p}(\theta)$ where $\theta^{2} \in \mathbb{F}_{p}$ denotes some quadratic non-residue, then any equation $f(j)=0$
over $\mathbb{F}_{p^{2}}$ results in two equations over $\mathbb{F}_{p}$ : for $f(j)=f_{\text {real }}(j)+f_{\text {im }}(j) \cdot \theta=0$, we must have $f_{\text {real }}(j)=0$ and $f_{\text {im }}(j)=0$ simultaneously. This trick in combination with the modular polynomial allowed the authors of [22] to build a system of two polynomial equations in two unknowns which can be solved exactly. Subsequently the authors were able to recover one component of the secret $j$-invariant given an oracle that returns the other component.

This approach is not applicable to CSIDH and CSURF as in this context the polynomial relations are necessarily defined over $\mathbb{F}_{p}$. We therefore have to resort back to heavy machinery like Coppersmith's method to solve systems of polynomial equations.

Coppersmith's Method. To solve a system of polynomial equations, Coppersmith's method requires as input a set of well-chosen shift-polynomials. Crucially, these shift-polynomials $f_{i}$ must satisfy several technical constraints imposed by Coppersmith's method while simultaneously minimizing the determinant of a certain matrix. Concretely, the matrix has as entries the coefficient vectors of the $f_{i}$. In the process of selecting the $f_{i}$ a ripple effect can occur where a locally optimal choice of a single $f_{i}$ leads to an overall larger determinant. We observe, however, that choosing globally optimal $f_{i}$ can be fully automated once we fix the set of monomials over which the $f_{i}$ are defined. Therefore, the only non-trivial task is choosing a "good" set of monomials. The subsequent optimal construction of the $f_{i}$ then reduces to a purely combinatorial strategy, somewhat similar to the celebrated Jochemsz-May strategy [27]. However, we significantly improve on Jochemsz-May since we can handle systems of polynomial equations, whereas their strategy only handles single polynomial equations. This is particularly useful for the application at hand as in the case of $\mathrm{CI}-\mathrm{HNP}$ we must deal with such a system of polynomial equations.

Computing Asymptotic Bounds. Similar to the construction of the shiftpolynomials, the task of determining asymptotic upper bounds for Coppersmith's method is typically very time-consuming and has to be performed manually each time a new set of polynomials is considered. Moreover, the proof that a given asymptotic bound holds is oftentimes convoluted. We overcome both issues by combining our automated variant of Coppersmith's method with polynomial interpolation. More specifically, given a system of polynomial equations our algorithm determines (under some reasonable heuristics) the size of the largest root that can be recovered. This upper bound may not be optimal with respect to the given system of polynomial equations, but nevertheless serves as a good starting point. We demonstrate the usefulness of this approach in the main body of this paper. In addition, the accompanying proof is easy to verify but crucially relies on the correctness of the heuristic. Fortunately, it appears that from the output of our algorithm it is always possible to extract a rigorous proof of correctness that does not involve the aforementioned heuristic. This task, however, requires manual work.

### 1.3 Outline of the Paper

The paper is organized as follows: In Section 2 we give some basic preliminaries for CSIDH, CSURF and Coppersmith's method. Our new formulation of Coppersmith's method is described in Section 3 and proven in Section 4. In Section 5 we show how to solve Cl -HNP and discuss the quantum hardness of simulating $\mathcal{O}_{\mathrm{MSB}_{k}}$. In Section 6 we give results on the practical recovery rate of our heuristic algorithm, which experimentally verify its correctness. We conclude our work in Section 7 where we also state some open problems.

## 2 Preliminaries

We use the notation $x \leftarrow \mathcal{X}$ to indicate that $x$ is uniformly sampled from a set $\mathcal{X}$. By $\log n$ we denote the base $2 \operatorname{logarithm}$ of $n$. For a prime $p$ with $p \equiv 3$ $\bmod 4$ and a square $a \in \mathbb{F}_{p}$ we further define $\sqrt{a} \in \mathbb{F}_{p}$ to be the unique square root of $a$ which is itself again a square. It can be computed as $\sqrt{a}=a^{(p+1) / 4}$ $\bmod p$. For a $n$-bit prime $p$ and an integer $x \in \mathbb{Z}_{p}$ we denote by $\operatorname{MSB}_{k}(x)$ the $k$ most significant bits of $x$, i.e. the integer $t$ such that $0 \leq x-t \cdot 2^{n-k}<p / 2^{k}$.

### 2.1 Elliptic Curves and Isogenies

The following facts about isogenies are mostly taken from Silverman [46].
Let $E / \mathbb{F}_{p}$ be an elliptic curve over a finite field $\mathbb{F}_{p}$ with $p$ an odd prime. We denote the point at infinity with $\infty_{E}$. For an extension field $\mathbb{K} \supseteq \mathbb{F}_{p}$ we denote the set of $\mathbb{K}$-rational points by $E(\mathbb{K})$. An elliptic curve is called supersingular if $\# E\left(\mathbb{F}_{p}\right)=p+1$ and ordinary otherwise.

An isogeny is a morphism $\varphi: E \rightarrow E^{\prime}$ between elliptic curves $E, E^{\prime}$ such that $\varphi\left(\infty_{E}\right)=\infty_{E^{\prime}}$. The degree of $\varphi$ is its degree as a morphism and we call $\varphi$ separable if $p \nmid \operatorname{deg} \varphi$. An isogeny can be expressed as a fraction of polynomials and we call two elliptic curves isogenous if there exists an isogeny between them. An isogeny is called an isomorphism if it has an inverse (which may be defined over the algebraic closure of $\mathbb{F}_{p}$ ). In that case the inverse is again an isogeny. One can check whether two elliptic curves are isomorphic by comparing their $j$-invariant, which is a simple algebraic expression in the coefficients of the curve equation.

An isogeny from $E$ to itself is called an endomorphism. The set $\operatorname{End}(E)$ of endomorphisms of $E$ (defined over the algebraic closure) forms a ring under addition and composition and is thus called the endomorphism ring. We denote by $\operatorname{End}_{p}(E)$ the subring defined over $\mathbb{F}_{p}$, which is an order in the imaginary quadratic field $\mathbb{Q}(\sqrt{-p})$ if $E$ is supersingular.

Any isogeny $\varphi: E \rightarrow E^{\prime}$ is automatically a group homomorphism from $E$ to $E^{\prime}$ and as such its kernel is a finite subgroup of $E$. In the case where $\varphi$ is separable we have that $\operatorname{deg} \varphi=\# \operatorname{ker} \varphi$. Conversely, any finite subgroup $G \subset E$ corresponds to a separable isogeny $\varphi: E \rightarrow E^{\prime}$ with $\operatorname{kernel} \operatorname{ker} \varphi=G$ that is unique up to post-composition with an isomorphism. Since $E^{\prime}$ is uniquely
determined by $\operatorname{ker} \varphi$ (again up to isomorphism), we write $E^{\prime}=E / G$ from now on. One can compute $\varphi$ and $E / G$ via Vélus formula [51], which can be evaluated in time polynomial in the size of the kernel.

For an integer $n$ we denote the multiplication-by- $n$ map by $[n]$, which is an endomorphism of $E$. Its kernel is the $n$-torsion subgroup $E[n]=\{P \in E$ : $\left.[n] P=\infty_{E}\right\}$. Another important endomorphism is the Frobenius endomorphism $\pi_{E}$, sending $(x, y) \in E$ to $\left(x^{p}, y^{p}\right) \in E$. In the case where $E$ is supersingular it satisfies $\pi_{E} \circ \pi_{E}=-p$, implying that $\mathbb{Z}[\sqrt{-p}] \subseteq \operatorname{End}_{p}(E)$.

### 2.2 Group Actions from Isogenies

Currently there exist two popular constructions for an isogeny-based group action, namely CSIDH [10] and CSURF [7]. They mainly differ in the choice of $\operatorname{End}_{p}(E)$. Indeed, if $p \equiv 3 \bmod 4$ and $E$ is supersingular there are two choices for $\operatorname{End}_{p}(E)$, namely $\mathbb{Z}[\sqrt{-p}]$ and $\mathbb{Z}[(1+\sqrt{-p}) / 2]$. The following section is mostly based on $[7,10]$, however we also incorporate some recent suggestions related to CSURF stated in [12].

CSIDH. Let $p=4 \cdot \ell_{1} \ldots \ell_{n}-1$ be a prime where the $\ell_{i}$ are small odd primes. Fix the order $\mathcal{O}=\mathbb{Z}[\pi]$, where $\pi=\sqrt{-p}$ is the Frobenius endomorphism. Let $\mathcal{E} \ell \ell_{p}(\mathcal{O})$ be the set of supersingular elliptic curves $E$ defined over $\mathbb{F}_{p}$ with endomorphism ring $\operatorname{End}_{p}(E) \cong \mathcal{O}$ (called the floor). The ideal class group $\operatorname{cl}(\mathcal{O})$ acts on the set $\mathcal{E} \ell_{p}(\mathcal{O})$ in the following way: to each $\mathfrak{a} \subseteq \mathcal{O}$ we can associate the subgroup

$$
E[\mathfrak{a}]:=\bigcap_{\varphi \in \mathfrak{a}}\left\{P \in E: \varphi(P)=\infty_{E}\right\} \subseteq E .
$$

Here, we view $\varphi$ as an endomorphism of $E$ through the isomorphism $\operatorname{End}_{p}(E) \cong$ $\mathcal{O}$.

Theorem 1 (Theorem 4.5 of [43]). The map

$$
\star: c l(\mathcal{O}) \times \mathcal{E} \ell \ell_{p}(\mathcal{O}) \rightarrow \mathcal{E \ell}_{p}(\mathcal{O})
$$

sending $([\mathfrak{a}], E)$ to $\mathfrak{a} \star E:=E / E[\mathfrak{a}]$ is a well-defined free and transitive group action.

Observe that because $p \equiv-1 \bmod \ell_{i}$ the ideal $\left(\ell_{i}\right)$ splits in $\mathbb{Z}[\pi]$ as $\left(\ell_{i}\right)=$ $\left\langle\ell_{i}, \pi-1\right\rangle\left\langle\ell_{i}, \pi+1\right\rangle$. Additionally, since $\# E\left(\mathbb{F}_{p}\right)=p+1$ each curve in $\mathcal{E} \ell \ell_{p}(\mathcal{O})$ has an $\mathbb{F}_{p}$-rational point $P_{\rightarrow}$ generating a subgroup of order $\ell_{i}$, which corresponds to the ideal $\mathfrak{l}_{i}=\left\langle\ell_{i}, \pi-1\right\rangle$. Therefore, the action $\star$ can be computed efficiently for the ideals $\mathfrak{l}_{i}$ by finding $P \rightarrow$ and then applying Vélu's formula. A similar reasoning applies to the ideal $\overline{\mathfrak{l}}_{i}=\left\langle\ell_{i}, \pi+1\right\rangle$ where the only difference is that the generating point $P_{\leftarrow}$ of order $\ell_{i}$ has its $x$-coordinate in $\mathbb{F}_{p}$ but its $y$-coordinate outside of $\mathbb{F}_{p}$. Therefore, the CSIDH group action can be evaluated efficiently for ideals of the form $\prod_{i}^{e_{i}}$, where the $e_{i}$ are from a small range $[-B, B]$.


Fig. 1. The 2 -isogeny graph for a prime $p \equiv 7 \bmod 8$.
For each $E$ on the floor there exists a unique $A \in \mathbb{F}_{p}$ called the Montgomery coefficient such that $E$ is isomorphic to the curve $E_{A}: y^{2}=x^{3}+A x^{2}+x[10$, Proposition 8]. The curve $E_{A}$ is called the Montgomery form of $E$ and we denote by $\mathcal{M}_{p}(\mathcal{O})$ the set of Montgomery coefficients of curves in $\mathcal{E} \ell_{p}(\mathcal{O})$. We can now see the group action $\star$ equivalently as a group action

$$
\begin{equation*}
\star: c l(\mathcal{O}) \times \mathcal{M}_{p}(\mathcal{O}) \rightarrow \mathcal{M}_{p}(\mathcal{O}) \tag{1}
\end{equation*}
$$

where we identify each $A \in \mathcal{M}_{p}(\mathcal{O})$ with the curve $E_{A}$. By slight abuse of notation we denote this action by $\star$ as well.

Lastly, we define $E_{0}: y^{2}=x^{3}+x$ to be the starting curve of the group action. Indeed, $E_{0}$ has endomorphism ring $\mathbb{Z}[\pi]$ and therefore lives on the floor.

CSURF. Let $p=4 \cdot \ell_{0} \ldots \ell_{n}-1$ be a prime such that $\ell_{0}=2$ and the $\ell_{i}$ are small odd primes for $i>0$. Fix the order $\mathcal{O}=\mathbb{Z}[(1+\pi) / 2]$ where again $\pi=\sqrt{-p}$ is the Frobenius endomorphism and $\mathcal{E} \ell \ell_{p}(\mathcal{O})$ is the set of supersingular elliptic curves with endomorphism ring $\mathcal{O}$ (which is now called the surface). The ideal class group $\operatorname{cl}(\mathcal{O})$ acts in a very similar way on $\mathcal{E \ell} \ell_{p}(\mathcal{O})$. In fact, the action of the ideals $\mathfrak{l}_{i}$ with $i>0$ can be evaluated in the same way as in CSIDH. The only difference is that the ideal (2) now splits in $\mathbb{Z}[(1+\pi) / 2]$ as $(2)=\langle 2,(\pi-1) / 2\rangle\langle 2,(\pi+1) / 2\rangle$ due to the congruence $p \equiv 7 \bmod 8$.

This means that there are two additional ideals $\mathfrak{l}_{0}$ and $\overline{\mathfrak{l}}_{0}$ available for the group action. In contrast to the odd degree isogenies, for each $E \in \mathcal{E \ell \ell}(\mathcal{O})$ there are now three points of order 2 with $x$-coordinate in $\mathbb{F}_{p}$. It turns out that $\mathfrak{l}_{0}$ is generated by a point $P_{\rightarrow}$ of order 2 whose four halves are all $\mathbb{F}_{p}$-rational. Similarly, the four halves of the point $P_{\leftarrow}$ generating $\overline{\mathfrak{l}}_{0}$ have $x$-coordinate in $\mathbb{F}_{p}$ but $y$-coordinate outside of $\mathbb{F}_{p}$. The remaining point $P_{\downarrow}$ of order two has its four halves completely outside of $\mathbb{F}_{p}$ and quotienting out $\left\langle P_{\downarrow}\right\rangle$ results in a curve on the floor (see Figure 1). In order to compute the action of $\mathfrak{l}_{0}$ and $\overline{\mathfrak{l}}_{0}$, one first finds the corresponding point of order 2 and then applies Vélu's formula. In accordance with the literature, we call the isogenies generated by $P_{\leftarrow}$ and $P_{\rightarrow}$ horizontal, whereas the isogeny generated by $P_{\downarrow}$ is called vertical.

Another difference to CSIDH is that there are now two isomorphic curves in Montgomery form for each $E \in \mathcal{E} \ell \ell_{p}(\mathcal{O})$ [7, Corollary 1]. To make the choice unique one can choose the curve $E_{A}: y^{2}=x^{3}+A x^{2}+x$ such that $A \pm 2$ are
both squares ${ }^{2}$ in $\mathbb{F}_{p}$. As before, let $\mathcal{M}_{p}(\mathcal{O})$ denote the set of such Montgomery coefficients. We again have a group action

$$
\begin{equation*}
\star: c l(\mathcal{O}) \times \mathcal{M}_{p}(\mathcal{O}) \rightarrow \mathcal{M}_{p}(\mathcal{O}) \tag{2}
\end{equation*}
$$

where $A \in \mathcal{M}_{p}(\mathcal{O})$ is identified with $E_{A}$.
Lastly, we set the starting curve to be $E_{3 / \sqrt{2}}: y^{2}=x^{3}+(3 / \sqrt{2}) x^{2}+x$, which has endomorphism ring $\mathbb{Z}[(1+\pi) / 2]$. Note that due to the convention on modular square roots, we also have that

$$
\frac{3}{\sqrt{2}} \pm 2=\frac{1}{\sqrt{2}}(3 \pm 2 \sqrt{2})=\frac{1}{\sqrt{2}}(1 \pm \sqrt{2})^{2}
$$

are both squares.
Remark 1. In [7] it was suggested to identify $E \in \mathcal{E} \ell_{p}(\mathcal{O})$ with its corresponding Montgomery ${ }^{-}$form $E_{A}^{-}: y^{2}=x^{3}+A x^{2}-x$ as it uniquely represents the isomorphism class of $E$ [7, Proposition 4]. However, this suggestion was later revoked due to slower low-level arithmetics on Montgomery ${ }^{-}$curves [12, p. 12]. Additionally, one uses regular Montgomery curves to compute the action of the 2 -isogenies anyway [7, Algorithm 1], which is why we choose to work with regular Montgomery curves as well.

### 2.3 Cryptographic Assumptions and Protocols

The CSIDH and CSURF group action can be used to instantiate a non-interactive key exchange (NIKE) similar to the Hashed Diffie-Hellman key exchange over prime-order groups (see Figure 2). In the Random Oracle Model its passive security relies on the hardness of the following two problems, which go back to Couveignes (who called them Vectorization and Parallelization) [16]. Both definitions apply to the CSIDH and CSURF setting.

Definition 1 (Discrete Logarithm Problem (DLOG)). Let $E \in \mathcal{E} \ell \ell_{p}(\mathcal{O})$ be a fixed starting curve and $[\mathfrak{a}] \stackrel{\&}{\leftarrow} \operatorname{cl}(\mathcal{O})$. Given the tuple $(E, \mathfrak{a} \star E)$, recover $[\mathfrak{a}]$.

Definition 2 (Computational Diffie-Hellman Problem (CDH)). Let $E \in$ $\mathcal{E} \ell \ell_{p}(\mathcal{O})$ be a fixed starting curve and $[\mathfrak{a}],[\mathfrak{b}] \stackrel{\leftrightarrow}{\leftarrow} \operatorname{cl}(\mathcal{O})$. Given the tuple $(E, \mathfrak{a} \star$ $E, \mathfrak{b} \star E)$, compute $\mathfrak{a b} \star E$.

Remark 2. In the following we leave out the starting curve $E$ as long as there is no ambiguity.

Galbraith et al. showed that for efficiently computable group actions, CDH is equivalent to DLOG in a quantum setting [21]. Their reduction assumes a perfect adversary $\mathcal{A}$ against CDH, i.e. an adversary with success probability 1 , which is then used to construct a quantum adversary against DLOG. Moreover,

[^1]\[

$$
\begin{array}{ll}
\text { Alice A } & \text { Bob B } \\
\mathrm{sk}_{\mathrm{A}}=[\mathfrak{a}] \leftrightarrow \operatorname{sl}(\mathcal{O}) & \mathrm{sk}_{\mathrm{B}}=[\mathfrak{b}] \leftrightarrow \operatorname{cl}(\mathcal{O}) \\
\mathrm{pk}_{\mathrm{A}}=\mathfrak{a} \star M & \mathrm{pk}_{\mathrm{B}}=\mathfrak{b} \star M \\
& \\
& K:=\mathrm{H}\left(\mathfrak{b} \star \mathrm{pk}_{\mathrm{A}}\right)=\mathrm{H}\left(\mathfrak{a} \star \mathrm{pk}_{\mathrm{B}}\right)=\mathrm{H}(\mathfrak{a b} \star M)
\end{array}
$$
\]

Fig. 2. Non-interactive key exchange based on CSIDH/CSURF where $M$ is the Montgomery coefficient of a fixed starting curve and $\mathrm{H}:\{0,1\}^{*} \rightarrow\{0,1\}^{\lambda}$ is a hash function.
they assume that the action of a random element $[\mathfrak{a}] \stackrel{\&}{\leftarrow} \operatorname{cl}(\mathcal{O})$ can be computed efficiently, which in general is not the case for the CSIDH and CSURF group action. Furthermore, it is currently not known how to sample an element [a] uniformly at random for arbitrary parameter sets.

More recently, their result was improved by Montgomery and Zhandry who showed that the equivalence also holds for any adversary $\mathcal{A}$ having a nonnegligible success probability [36]. The authors also gave some mild evidence that the equivalence holds for restricted effective group actions (of which CSIDH and CSURF are instantiations, see also [1]), but this result only holds for generic adversaries making classical queries to a group action oracle.

In the special case of the CSIDH and CSURF group action, Wesolowski showed that CDH and DLOG are quantumly equivalent under the generalized Riemann hypothesis [52].

### 2.4 Polynomials

Let $x_{1}, \ldots, x_{k}$ be symbolic variables. A monomial is a product of the form $x_{1}^{i_{1}} \ldots$. $x_{k}^{i_{k}}$, where $i_{1}, \ldots, i_{k} \in \mathbb{N}$. In particular, a product of the form $c \cdot x_{1}^{i_{1}} \cdot \ldots \cdot x_{k}^{i_{k}}$, where $c \neq 1$, is not a monomial. Let $f\left(x_{1}, \ldots, x_{k}\right)=\sum_{i_{1}, \ldots, i_{k} \in \mathbb{N}} \alpha_{i_{1}, \ldots, i_{k}} \cdot x_{1}^{i_{1}} \cdot \ldots \cdot x_{k}^{i_{k}}$ be a polynomial with coefficients $\alpha_{i_{1}, \ldots, i_{k}} \in \mathbb{Z}$. We say that $x_{1}^{i_{1}} \cdot \ldots \cdot x_{k}^{i_{k}}$ is a monomial of $f$, if $\alpha_{i_{1}, \ldots, i_{k}} \neq 0$. If all monomials of $f$ are elements of some set $\mathcal{M}$, then we say that $f$ is defined over $\mathcal{M}$. We denote by $\operatorname{deg}(f)$ the total degree of $f$, i.e.,

$$
\operatorname{deg}(f):=\max _{\alpha_{i_{1}, \ldots, i_{k}} \neq 0}\left(i_{1}+\ldots+i_{k}\right) .
$$

The degree of some finite set of polynomials $\mathcal{F} \subseteq \mathbb{Z}\left[x_{1}, \ldots, x_{k}\right]$ is defined as

$$
\operatorname{deg}(\mathcal{F}):=\max _{f \in \mathcal{F}} \operatorname{deg}(f)
$$

The norm of $f$, denoted $\|f\|$, is defined as the Euclidean norm of its coefficient vector, i.e.,

$$
\|f\|:=\sqrt{\sum_{i_{1}, \ldots, i_{k} \in \mathbb{N}} \alpha_{i_{1}, \ldots, i_{k}}^{2}} .
$$

Definition 3. For a set of polynomials $\mathcal{F} \subset \mathbb{Z}\left[x_{1}, \ldots, x_{k}\right]$, we define the set of its integer roots as

$$
Z_{\mathbb{Z}}(\mathcal{F}):=\left\{r=\left(r_{1}, \ldots, r_{k}\right) \in \mathbb{Z}^{k} \mid \forall f \in \mathcal{F}: f(r)=0\right\} .
$$

Similarly, for parameters $M, X_{1}, \ldots, X_{k} \in \mathbb{N}$, we define the corresponding set of its small modular roots as

$$
Z_{M, X_{1}, \ldots, X_{k}}(\mathcal{F}):=\left\{r=\left(r_{1}, \ldots, r_{k}\right) \in \mathbb{Z}^{k} \left\lvert\, \begin{array}{l}
\forall f \in \mathcal{F}: f(r) \equiv 0 \quad \bmod M, \\
\forall j:\left|r_{j}\right| \leq X_{j}
\end{array}\right.\right\}
$$

For a finite set $\mathcal{F}=\left\{f_{1}, \ldots, f_{n}\right\}$, we may abuse notation and write

$$
\begin{aligned}
Z_{\mathbb{Z}}\left(f_{1}, \ldots, f_{n}\right) & :=Z_{\mathbb{Z}}(\mathcal{F}), \\
Z_{M, X_{1}, \ldots, X_{k}}\left(f_{1}, \ldots, f_{n}\right) & :=Z_{M, X_{1}, \ldots, X_{k}}(\mathcal{F}) .
\end{aligned}
$$

Definition 4. Let $\mathcal{M}$ be a set of monomials. A monomial order (on $\mathcal{M}$ ) is a total order $\prec$ on $\mathcal{M}$, that satisfies the following two properties:

1. For every $\lambda \in \mathcal{M}$, it holds that $1 \prec \lambda$.
2. If $\lambda_{1} \prec \lambda_{2}$, then $\lambda \cdot \lambda_{1} \prec \lambda \cdot \lambda_{2}$ for every monomial $\lambda \in \mathcal{M}$.

We frequently use the lexicographic monomial order $\prec_{\text {lex }}$. The leading monomial of a polynomial $f$ (with respect to some monomial order $\prec$ ) is the unique monomial $\lambda$ of $f$, which satisfies $\lambda^{\prime} \prec \lambda$ for every monomial $\lambda^{\prime}$ of $f$. The coefficient of the leading monomial is called leading coefficient. If the monomial order is clear from the context, we denote by $\operatorname{LM}(f)$ and $\mathrm{LC}(f)$ the leading monomial and the leading coefficient of $f$, respectively. Notice that for any two polynomials $f, g$ we have

$$
\begin{align*}
\mathrm{LM}(f g) & =\mathrm{LM}(f) \mathrm{LM}(g),  \tag{3}\\
\mathrm{LC}(f g) & =\mathrm{LC}(f) \mathrm{LC}(g) \tag{4}
\end{align*}
$$

If $\mathrm{LC}(f)=1$, then we say that $f$ is monic.

### 2.5 Lattices

A (full-rank) lattice is a set of the form $\mathcal{L}(\mathbf{B}):=\mathbf{B} \cdot \mathbb{Z}^{d}$, where $\mathbf{B} \in \mathbb{R}^{d \times d}$ is an invertible matrix. We call $\mathbf{B}$ a basis matrix of $\mathcal{L}(\mathbf{B})$ and say that $\mathcal{L}(\mathbf{B})$ is the lattice generated by the columns of $\mathbf{B}$. The value $d$ is called the dimension of $\mathcal{L}(\mathbf{B})$. The determinant of $\mathcal{L}(\mathbf{B})$ is defined as $\operatorname{det} \mathcal{L}(\mathbf{B}):=|\operatorname{det} \mathbf{B}|$. We call two basis matrices $\mathbf{B}_{1}, \mathbf{B}_{2} \in \mathbb{R}^{d \times d}$ equivalent, if $\mathcal{L}\left(\mathbf{B}_{1}\right)=\mathcal{L}\left(\mathbf{B}_{2}\right)$. For equivalent basis matrices $\mathbf{B}_{1}, \mathbf{B}_{2}$ it holds that $\operatorname{det} \mathcal{L}\left(\mathbf{B}_{1}\right)=\operatorname{det} \mathcal{L}\left(\mathbf{B}_{2}\right)$. The norm of a lattice vector $\mathbf{v} \in \mathcal{L}(\mathbf{B})$, denoted $\|\mathbf{v}\|$, is the Euclidean norm.

The famous LLL lattice-reduction algorithm [30] computes on input of a lattice basis $\mathbf{B}=\left(b_{i, j}\right)_{1 \leq i \leq j \leq d} \in \mathbb{Z}^{d \times d}$ an equivalent basis in time polynomial in $d$ and $\max _{i, j} \log \left(\left|b_{i, j}\right|\right)$, consisting of relatively short lattice vectors:

Lemma 1. Let $\mathbf{B}=\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{d}\right)$ be an LLL-reduced basis of a d-dimensional lattice $\Lambda \subseteq \mathbb{Z}^{d}$ and let $M, m \in \mathbb{N}$, such that $\log (M) \geq d \geq m$. Suppose that

$$
\operatorname{det}(\Lambda) \leq M^{(m-k) d}
$$

holds for some $k \leq d$. Then

$$
\left\|\mathbf{b}_{i}\right\|<\frac{M^{m}}{\sqrt{d}}
$$

holds for every $i=1, \ldots, k$.
A proof for Lemma 1 is given in the full version of the paper.

## 3 Coppersmith's Method

In this section, we introduce our significantly simplified reformulation of Coppersmith's method. In Section 3.1, we recall the high-level idea behind Coppersmith's method, as well as the heuristic, that is used in almost all Coppersmithtype results. After that, we give in Section 3.2 a purely combinatorial reformulation and show how this allows us to automate Coppersmith's method almost entirely. As an application of our reformulation, we derive in Section 3.3 two new Coppersmith-type bounds, which we use in Section 5 to prove our results for $\mathrm{Cl}-\mathrm{HNP}$.

### 3.1 High Level Idea

Suppose we are given a modulus $M \in \mathbb{N}$, polynomials $f_{1}, \ldots, f_{n} \in \mathbb{Z}_{M}\left[x_{1}, \ldots, x_{k}\right]$ and bounds $X_{1}, \ldots, X_{k} \in \mathbb{N}$. If the bounds are sufficiently small (and $k$ is fixed), then Coppersmith's method finds all small modular roots

$$
r \in Z_{M, X_{1}, \ldots, X_{k}}\left(f_{1}, \ldots, f_{n}\right)
$$

in time polynomial in $\log (M)$.
The main idea behind Coppersmith's method is to transform the system of polynomial equations defined by the $f_{i}$ 's over $\mathbb{Z}_{M}$ into an efficiently solvable system of equations defined over $\mathbb{Z}$. To this end, Coppersmith's method uses lattice-based techniques to construct $k$ polynomials $h_{1}, \ldots, h_{k} \in \mathbb{Z}\left[x_{1}, \ldots, x_{k}\right]$, such that all small modular roots of the $f_{i}$ 's are also integer roots of the $h_{i}$ 's, i.e.,

$$
Z_{M, X_{1}, \ldots, X_{k}}\left(f_{1}, \ldots, f_{n}\right) \subseteq Z_{\mathbb{Z}}\left(h_{1}, \ldots, h_{k}\right)
$$

Given the $h_{i}$ 's, we can efficiently compute all small modular roots $r$ as follows:
In the univariate setting, where $k=1$, we simply compute all roots of $h_{1}$ over $\mathbb{R}$ using standard techniques (such as Newton's method or the Sturm sequence) and then output those that lie in $Z_{M, X_{1}}\left(f_{1}, \ldots, f_{n}\right)$. In the multivariate setting, where $k>1$, we follow a Gröbner basis based approach. Here, we first compute the Gröbner basis of the ideal $\mathfrak{a}:=\left(h_{1}, \ldots, h_{k}\right) \subseteq \overline{\mathbb{Q}}\left[x_{1}, \ldots, x_{k}\right]$. Assuming that the variety of $\mathfrak{a}$ is zero-dimensional (which is usually the case in practice) we then efficiently obtain $Z_{\mathbb{Z}}\left(h_{1}, \ldots, h_{k}\right)$ from the Gröbner basis, again using standard techniques. Finally, from $Z_{\mathbb{Z}}\left(h_{1}, \ldots, h_{k}\right)$ we efficiently obtain $Z_{M, X_{1}, \ldots, X_{k}}\left(f_{1}, \ldots, f_{n}\right)$.

The Coppersmith Heuristic. Unfortunately, there is no provable guarantee that the variety of $\mathfrak{a}$ is zero-dimensional. In the multivariate setting, Coppersmith's method thus relies on the following (well-established) heuristic.
Heuristic 1 (Coppersmith Heuristic). The polynomials obtained from Coppersmith's method generate an ideal of a zero-dimensional variety.

While one can deliberately construct polynomials $f_{1}, \ldots, f_{n}$ and moduli $M$ for which Heuristic 1 fails (see, e.g., [15, Section 12]), the heuristic holds for most instances arising in practice.

Nevertheless, we stress that it is important to verify the correctness of Heuristic 1 experimentally, since there are a few instances known for which the heuristic unexpectedly fails (see, e.g., the discussion on [48] in [34, Section 4]). We verify the correctness of Heuristic 1 for our algorithm for CI-HNP in Section 6.

Constructing $\boldsymbol{h}_{\mathbf{1}}, \ldots, \boldsymbol{h}_{\boldsymbol{k}}$. To construct the polynomials $h_{1}, \ldots, h_{k}$, Coppersmith's method requires as input a set of polynomials $\mathcal{F} \subset \mathbb{Z}\left[x_{1}, \ldots, x_{k}\right]$ satisfying certain technical constraints. (The $h_{i}$ 's are then computed as integer linear combinations of the elements of $\mathcal{F}$.) Construction of $\mathcal{F}$ is often difficult and usually done in an ad-hoc fashion. Furthermore, proving that a given set $\mathcal{F}$ satisfies the required technical constraints is often very tedious.

To overcome these issues, we introduce in the following Section 3.2 our novel and automated approach to Coppersmith's method, which allows us to greatly simplify construction of $\mathcal{F}$.

### 3.2 Coppersmith's Method Automated

The main idea behind our automated approach to Coppersmith's method is the following Definition 5. It allows us to abstract away all technicalities arising from lattice theory in Coppersmith's method and to replace them by purely combinatorial constraints.

Definition 5. Let $\mathcal{M}$ be a finite set of monomials, and let $\prec$ be a monomial order on $\mathcal{M}$. A set of polynomials $\mathcal{F}$ is called $(\mathcal{M}, \prec)$-suitable, if:

1. Every $f \in \mathcal{F}$ is defined over $\mathcal{M}$.
2. For every monomial $\lambda \in \mathcal{M}$ there is a unique polynomial $f \in \mathcal{F}$ with leading monomial $\lambda$ (with respect to $\prec$ ).

If $\mathcal{F}$ is $(\mathcal{M}, \prec)$-suitable and $\lambda \in \mathcal{M}$, then we denote by $\mathcal{F}[\lambda]$ the unique polynomial $f \in \mathcal{F}$ with leading monomial $\lambda$.

We note that similar but less general constraints on $\mathcal{F}$ have first been used in [33, Lemma 4]. Definition 5 now allows us to compactly formulate Coppersmith's method as follows.

Theorem 2 (Coppersmith's Method). Suppose we are given a modulus $M \in \mathbb{N}$, polynomials $f_{1}, \ldots, f_{n} \in \mathbb{Z}_{M}\left[x_{1}, \ldots, x_{k}\right]$ and bounds $0 \leq X_{1}, \ldots, X_{k} \leq$
$M$, where $k=\mathcal{O}(1)$. Furthermore, suppose we are given an integer $m \in \mathbb{N}$, a set of monomials $\mathcal{M}$, a monomial order $\prec$ on $\mathcal{M}$, and an $(\mathcal{M}, \prec)$-suitable set of polynomials $\mathcal{F} \subseteq \mathbb{Z}_{M^{m}}\left[x_{1}, \ldots, x_{k}\right]$ with

$$
\begin{equation*}
Z_{M, X_{1}, \ldots, X_{k}}\left(f_{1}, \ldots, f_{n}\right) \subseteq Z_{M^{m}, X_{1}, \ldots, X_{k}}(\mathcal{F}) \tag{5}
\end{equation*}
$$

If the conditions

$$
\begin{equation*}
\prod_{\lambda \in \mathcal{M}}|\mathrm{LC}(\mathcal{F}[\lambda])| \leq \frac{M^{(m-k)|\mathcal{M}|}}{\prod_{\lambda \in \mathcal{M}} \lambda\left(X_{1}, \ldots, X_{k}\right)} \tag{6}
\end{equation*}
$$

$\log (M) \geq|\mathcal{M}| \geq m$ and $|\mathcal{M}| \geq k$ hold, then we can compute all

$$
r \in Z_{M, X_{1}, \ldots, X_{k}}\left(f_{1}, \ldots, f_{n}\right)
$$

in time polynomial in $\operatorname{deg}(\mathcal{F}) \cdot \log (M)$, under Heuristic 1 for $k>1$.
A proof for Theorem 2 is given in Section 4. The algorithm behind Theorem 2 is given in Algorithm 1.

```
Algorithm 1: Coppersmith's Method.
    Input: Integers \(M, m \in \mathbb{N}\), polynomials \(f_{1}, \ldots, f_{n} \in \mathbb{Z}_{M}\left[x_{1}, \ldots, x_{k}\right]\), bounds
        \(0 \leq X_{1}, \ldots, X_{k} \leq M\), set of monomials \(\mathcal{M}\), monomial order \(\prec\) on \(\mathcal{M}\),
        and a ( \(\mathcal{M}, \prec\) )-suitable set of polynomials \(\mathcal{F} \subseteq \mathbb{Z}_{M^{m}}\left[x_{1}, \ldots, x_{k}\right]\),
        satisfying the constraints of Theorem 2.
    Output: All \(r \in Z_{M, X_{1}, \ldots, X_{k}}\left(f_{1}, \ldots, f_{n}\right)\).
    1 Construct an \(|\mathcal{M}| \times|\mathcal{M}|\) basis matrix \(\mathbf{B}\), whose columns are the coefficient
        vectors of the polynomials \(\mathcal{F}[\lambda]\left(X_{1} x_{1}, \ldots, X_{k} x_{k}\right)\), where \(\lambda \in \mathcal{M}\).
    LLL-reduce \(\mathbf{B}\).
    Interpret the first \(k\) column of the resulting matrix as coefficient vectors of
    polynomials \(h_{i}\left(X_{1} x_{1}, \ldots, X_{k} x_{k}\right)\).
    Compute the Gröbner basis of \(\left(h_{1}\left(x_{1}, \ldots, x_{k}\right), \ldots, h_{k}\left(x_{1}, \ldots, x_{k}\right)\right)\).
    return all \(r \in Z_{\mathbb{Z}}\left(h_{1}, \ldots, h_{k}\right) \cap Z_{M, X_{1}, \ldots, X_{k}}\left(f_{1}, \ldots, f_{n}\right)\).
```

Given a modulus $M \in \mathbb{N}$, polynomials $f_{1}, \ldots, f_{n} \in \mathbb{Z}_{M}\left[x_{1}, \ldots, x_{k}\right]$ and bounds $X_{1}, \ldots, X_{k} \in \mathbb{N}$, Theorem 2 now suggests the following simple approach for computing all small modular roots $r \in Z_{M, X_{1}, \ldots, X_{k}}\left(f_{1}, \ldots, f_{n}\right)$ :

1. Pick a set of monomials $\mathcal{M}$ in $x_{1}, \ldots, x_{k}$ with $|\mathcal{M}| \geq k$, a monomial order $\prec$ on $\mathcal{M}$, and an $m \in \mathbb{N}$, such that $\log (M) \geq|\mathcal{M}| \geq m$.
2. Pick an $(\mathcal{M}, \prec)$-suitable set of polynomials $\mathcal{F} \subseteq \mathbb{Z}_{M^{m}}\left[x_{1}, \ldots, x_{k}\right]$, satisfying Equations (5) and (6).
3. Apply Theorem $2 /$ Algorithm 1 to compute all $r \in Z_{M, X_{1}, \ldots, X_{k}}\left(f_{1}, \ldots, f_{n}\right)$.

As we show below, choosing an optimal $\mathcal{F}$ can be automated entirely, once $\mathcal{M}, m$ and $\prec$ are fixed. Furthermore, choosing $m$ and $\prec$ is very easy. In our
new approach all difficulties of Coppersmith's method thus boil down the much simpler task of choosing $\mathcal{M}$.

Below, we also describe a very simple and automated strategy for choosing $\mathcal{M}$. While this strategy does not always yield optimal results, it still performs well in practice.

Choosing $\mathcal{F}$. Suppose we have already chosen $\mathcal{M}, \prec$ and $m$. The set $\mathcal{F}$ then has to satisfy the following three conditions:

1. It has to be $(\mathcal{M}, \prec)$-suitable,
2. it has to satisfy Equation (5),
3. it has to satisfy Equation (6).

Satisfying Equation (5) is easy: Like in all other Coppersmith-type results, we simply construct $\mathcal{F}$ using so-called shift-polynomials, i.e., polynomials of the form

$$
\begin{equation*}
p_{\left[j_{1}, \ldots, j_{k}, i_{1}, \ldots, i_{n}\right]}:=x_{1}^{j_{1}} \cdot \ldots \cdot x_{k}^{j_{k}} \cdot f_{1}^{i_{1}} \cdot \ldots \cdot f_{n}^{i_{n}} \cdot M^{m-\left(i_{1}+\ldots+i_{n}\right)} \tag{7}
\end{equation*}
$$

for some appropriately chosen integers $j_{1}, \ldots, j_{k}, i_{1}, \ldots, i_{n} \in \mathbb{N}$, where $i_{1}+\ldots+$ $i_{n} \leq m$. Since for any $r \in Z_{M, X_{1}, \ldots, X_{k}}\left(f_{1}, \ldots, f_{n}\right)$ we have

$$
f_{1}^{i_{1}}(r) \cdot \ldots \cdot f_{n}^{i_{n}}(r) \equiv 0 \quad \bmod M^{i_{1}+\ldots+i_{n}}
$$

it then holds that

$$
p_{\left[j_{1}, \ldots, j_{k}, i_{1}, \ldots, i_{n}\right]}(r) \equiv 0 \quad \bmod M^{m} .
$$

The resulting $\mathcal{F}:=\left\{p_{\left[j_{1}, \ldots, j_{k}, i_{1}, \ldots, i_{n}\right]}\right\}_{j_{1}, \ldots, j_{k}, i_{1}, \ldots, i_{n}}$ thus satisfies Equation (5).
For satisfying Equation (6), notice that the right hand side in Equation (6) does not depend on $\mathcal{F}$. For fixed $\mathcal{M}, \prec$, and $m$, Equation (6) thus simply requires that the product of (the absolute values of) the leading coefficients of the polynomials in $\mathcal{F}$ is smaller than some constant. Making the mild assumption that the $f_{i}$ 's are monic, it follows from Equation (4) that the leading coefficient of the shift-polynomial $p_{\left[j_{1}, \ldots, j_{k}, i_{1}, \ldots, i_{n}\right]}$ from Equation (7) is

$$
\operatorname{LC}\left(p_{\left[j_{1}, \ldots, j_{k}, i_{1}, \ldots, i_{n}\right]}\right)=M^{m-\left(i_{1}+\ldots+i_{n}\right)}
$$

Hence, the larger the sum $i_{1}+\ldots+i_{n}$ gets, the smaller gets the leading coefficient of the corresponding shift-polynomial. To satisfy Equation (6), we thus have to take shift polynomials $p_{\left[j_{1}, \ldots, j_{k}, i_{1}, \ldots, i_{n}\right]}$ with as large $i_{1}+\ldots+i_{n}$ as possible.

Finally, to ensure that $\mathcal{F}$ is $(\mathcal{M}, \prec)$-suitable, we have to include for every monomial $\lambda \in \mathcal{M}$ one shift-polynomial $p_{\left[j_{1}, \ldots, j_{k}, i_{1}, \ldots, i_{n}\right]}$ in $\mathcal{F}$, such that

1. the leading monomial of $p_{\left[j_{1}, \ldots, j_{k}, i_{1}, \ldots, i_{n}\right]}$ is $\lambda$, and
2. $p_{\left[j_{1}, \ldots, j_{k}, i_{1}, \ldots, i_{n}\right]}$ is defined over $\mathcal{M}$.

From Equation (3) it easily follows that the shift-polynomials, which satisfy these conditions, are exactly the polynomials of the form

$$
\begin{equation*}
f_{\left[\lambda, i_{1}, \ldots, i_{n}\right]}:=\frac{\lambda}{\operatorname{LM}\left(f_{1}\right)^{i_{1}} \cdot \ldots \cdot \operatorname{LM}\left(f_{n}\right)^{i_{n}}} \cdot f_{1}^{i_{1}} \cdot \ldots \cdot f_{n}^{i_{n}} \cdot M^{m-\left(i_{1}+\ldots+i_{n}\right)} \tag{8}
\end{equation*}
$$

where

1. $\operatorname{LM}\left(f_{1}\right)^{i_{1}} \cdot \ldots \cdot \operatorname{LM}\left(f_{n}\right)^{i_{n}}$ divides $\lambda$, and
2. $f_{\left[\lambda, i_{1}, \ldots, i_{n}\right]}$ is defined over $\mathcal{M}$.

Hence, to construct an optimal set of shift-polynomials, we simply have to enumerate all such shift-polynomials $f_{\left[\lambda, i_{1}, \ldots, i_{n}\right]}$ and then include for every $\lambda \in \mathcal{M}$ one shift-polynomial in $\mathcal{F}$, that maximizes the sum $i_{1}+\ldots+i_{n}$.

A formal description of this approach is given in Algorithm 2. The runtime of Algorithm 2 is $\mathcal{O}\left(|\mathcal{M}| \cdot m^{n}\right)$, which - for fixed $n$ - is polynomial in our main parameter $\log (M)$, since by construction $m \leq|\mathcal{M}| \leq \log (M)$.

A somewhat optimized implementation of the algorithm is available in our GitHub repository. As we show in Section 6, our implementation is very efficient, even for cryptographically-sized instances.

```
Algorithm 2: Constructing an optimal set \(\mathcal{F}\).
    Input: Set of monomials \(\mathcal{M}\), monomial order \(\prec\) on \(\mathcal{M}\), monic polynomials
                \(f_{1}, \ldots, f_{n}\), and integer \(m \in \mathbb{N}\).
    Output: \((\mathcal{M}, \prec)\)-suitable set of shift-polynomials \(\mathcal{F}\), satisfying Equation (5),
                and minimizing the left hand side in Equation (6).
    \(\mathcal{F}:=\emptyset\)
    for \(\lambda \in \mathcal{M}\) do
        Enumerate all shift-polynomials \(f_{\left[\lambda, i_{1}, \ldots, i_{n}\right]}\), as in Equation (8), such that
        \(\operatorname{LM}(f)^{i_{1}} \cdot \ldots \cdot \operatorname{LM}(f)^{i_{n}}\) divides \(\lambda\), and \(f_{\left[\lambda, i_{1}, \ldots, i_{n}\right]}\) is defined over \(\mathcal{M}\).
        Among all such \(f_{\left[\lambda, i_{1}, \ldots, i_{n}\right]}\) pick one that maximizes \(i_{1}+\ldots+i_{n}\) and
            include it in \(\mathcal{F}\).
    end
    return \(\mathcal{F}\)
```

Choosing $\prec$. The choice of $\prec$ is usually of secondary importance in Coppersmith's method, and simply choosing the lexicographic order $\prec_{\text {lex }}$ will suffice in most applications. Indeed, if we were to restate all known Coppersmith-type results from the literature using the language of our new Theorem 2, then almost all results would use $\prec_{\text {lex }}$ as monomial order. ${ }^{3}$

Choosing $\boldsymbol{m}$ and $\boldsymbol{\mathcal { M }}$. Instead of choosing one fixed $m$ and $\mathcal{M}$, we define an increasing sequence $\mathcal{M}_{1} \subset \mathcal{M}_{2} \subset \mathcal{M}_{3} \subset \ldots$ of sets of monomials. While the Coppersmith-type literature strongly suggests that there is no fully automated strategy for choosing the $\mathcal{M}_{i}$ 's, it appears that defining

$$
\begin{align*}
\mathcal{M}_{i} & :=\left\{\lambda \mid \lambda \text { is a monomial of } f_{1}^{j_{1}} \cdot \ldots \cdot f_{n}^{j_{n}}, 0 \leq j_{1}, \ldots, j_{n} \leq i\right\}  \tag{9}\\
m_{i} & :=i \cdot n, \tag{10}
\end{align*}
$$

[^2]often provides a good starting point, which one then may further optimize by incorporating special properties of the underlying polynomials $f_{1}, \ldots, f_{n}$.

The condition from Equation (6), under which Coppersmith's method is successful, then typically translates to an inequality of the form

$$
\begin{equation*}
X_{1}^{\alpha_{1}} \cdot \ldots \cdot X_{k}^{\alpha_{k}} \leq M^{\delta-\varepsilon} \tag{11}
\end{equation*}
$$

for some constants $\alpha_{1}, \ldots, \alpha_{k}, \delta \geq 0$ and some $\varepsilon>0$ that tends to 0 as $\mathcal{M}_{i}$ increases. (In other words, the larger we pick $\mathcal{M}_{i}$, the better Coppersmith's method performs.)

For the best possible result, we thus always pick the largest $\mathcal{M}_{i}$ that satisfies the condition $\left|\mathcal{M}_{i}\right| \leq \log (M)$ (which is imposed by Theorem 2). A typical Coppersmith-type result thus is a bound on the $X_{i}$ 's as in Equation (11), where the error term $\varepsilon$ vanishes as $M \rightarrow \infty$.

Computing Asymptotic Bounds. Once we have chosen our sequence of sets $\mathcal{M}_{i}$, we can use Algorithm 2 to construct - for any fixed $\mathcal{M}_{i}$ and $m_{i}:=i \cdot n$ - a corresponding optimal set of shift-polynomials $\mathcal{F}_{i}$. Given $\mathcal{F}_{i}, \mathcal{M}_{i}$ and $m_{i}$, we may then derive from Equation (6) a bound on $X_{1}, \ldots, X_{k}$, under which Coppersmith's method successfully recovers the desired small roots.

However, in practice one usually is not interested in the performance of Coppersmith's method for one fixed $i$, but rather in its asymptotic performance, i.e., usually it is desirable to obtain asymptotic bounds as in Equation (11). Luckily, Algorithm 2 also allows us to derive such asymptotic bounds via polynomial interpolation as follows:

It turns out that the terms in Equation (6) grow in practice as

$$
\begin{align*}
M^{(m-k)\left|\mathcal{M}_{i}\right|} & =M^{p_{\mathcal{M}}\left(m_{i}\right)}  \tag{12}\\
\prod_{\lambda \in \mathcal{M}_{i}}\left|\mathrm{LC}\left(\mathcal{F}_{i}[\lambda]\right)\right| & =M^{p_{\mathcal{F}}\left(m_{i}\right)}  \tag{13}\\
\prod_{\lambda \in \mathcal{M}_{i}} \lambda\left(X_{1}, \ldots, X_{k}\right) & =X_{1}^{p_{1}\left(m_{i}\right)} \cdot \ldots \cdot X_{k}^{p_{k}\left(m_{i}\right)}, \tag{14}
\end{align*}
$$

where $p_{\mathcal{M}}, p_{\mathcal{F}}, p_{1}, \ldots, p_{k}$ are polynomials of degree $k+1$. Based on this observation, we simply run Algorithm 2 on $\mathcal{M}_{1}, \ldots, \mathcal{M}_{k+2}$ to construct $k+2$ sets of shift-polynomials $\mathcal{F}$. Given $\mathcal{M}_{1}, \ldots, \mathcal{M}_{k+2}$ and the corresponding $\mathcal{F}_{i}$ 's, we obtain the values of the polynomials $p_{\mathcal{F}}, p_{\mathcal{M}}, p_{1}, \ldots, p_{k}$ on $k+2$ different inputs. Using polynomial interpolation, we then easily construct $p_{\mathcal{M}}, p_{\mathcal{F}}, p_{1}, \ldots, p_{k}$.

Denoting the leading coefficients of the polynomials by $\ell_{\mathcal{M}}, \ell_{\mathcal{F}}, \ell_{1}, \ldots, \ell_{k}$, Equation (6) then translates to an asymptotic bound

$$
\begin{equation*}
X_{1}^{\ell_{1}} \cdot \ldots \cdot X_{k}^{\ell_{k}} \leq M^{\ell_{\mathcal{M}}-\ell_{\mathcal{F}}-\varepsilon} \tag{15}
\end{equation*}
$$

for some $\varepsilon>0$ that vanishes as $m$ increases, similar to Equation (11).
When defining $\mathcal{M}_{i}$ and $m_{i}$ as in Equations (9) and (10), it is easy to see that exponents in Equations (12) and (14) indeed grow as polynomials in $m_{i}$.

However, proving that the same also holds for Equation (13) appears to be difficult. Therefore, we require the following heuristic assumption.
Heuristic 2. Let $f_{1}, \ldots, f_{n} \in \mathbb{Z}\left[x_{1}, \ldots, x_{k}\right]$, let $\prec$ be a monomial order on $x_{1}, \ldots, x_{k}$, and define

$$
\begin{aligned}
\mathcal{M}_{i} & :=\left\{\lambda \mid \lambda \text { is a monomial of } f_{1}^{j_{1}} \cdot \ldots \cdot f_{n}^{j_{n}}, 0 \leq j_{1}, \ldots, j_{n} \leq i\right\} \\
m_{i} & :=i \cdot n,
\end{aligned}
$$

for $i \in \mathbb{N}$. Then there exists a polynomial $p(m)$ of degree $k+1$, such that for any set $\mathcal{F}_{i}$, that is obtained from Algorithm 2 on input $\left(\mathcal{M}_{i}, \prec,\left(f_{1}, \ldots, f_{n}\right), m_{i}\right)$, it holds that

$$
\prod_{\lambda \in \mathcal{M}_{i}}\left|\mathrm{LC}\left(\mathcal{F}_{i}[\lambda]\right)\right|=M^{p\left(m_{i}\right)}
$$

In practice, Heuristic 2 always seems to hold. It is in an interesting open problem to further explore this behavior of Algorithm 2.

We note that in order to increase confidence in Heuristic 2 for any given set of polynomials $\left\{f_{1}, \ldots, f_{n}\right\}$, one may construct significantly more than $k+2$ sets $\mathcal{M}_{i}$ with corresponding sets of shift-polynomials $\mathcal{F}_{i}$. If the polynomial interpolation then still yields a polynomial of degree $k+1$, this serves as a very strong indication of the correctness of Heuristic 2.

If one still wishes to rigorously prove asymptotic bounds, i.e. without Heuristic 2 , then one can proceed as follows: We run Algorithm 2 on $\mathcal{M}_{1}, \ldots, \mathcal{M}_{k+2}$, but instead of using polynomial interpolation, we (manually) look for patterns in the algorithms output, i.e., we look for patterns in the resulting sets of shiftpolynomials $\mathcal{F}_{i}$. From these patterns, we then derive formulas that describe for any given $\mathcal{M}_{i}$ the corresponding set $\mathcal{F}_{i}$. Finally, these formulas allow us to derive an asymptotic bound as in Equation (15). ${ }^{4}$

Clearly, this approach is significantly less automated than our polynomial interpolation approach based on Heuristic 2. However, due to the use of Algorithm 2 it is arguably still much simpler than most previous approaches to Coppersmith's method.

### 3.3 Applications of our Automated Approach

Let us now use our automated approach to Coppersmith's method to derive two new Coppersmith-type bounds, which we use in the subsequent Section 5 to prove our results for $\mathrm{Cl}-\mathrm{HNP}$.

Theorem 3. Suppose we are given a modulus $M \in \mathbb{N}$, polynomials

$$
\begin{aligned}
f(x, y, z) & :=x y+f_{1} x+f_{2} y+f_{3} \\
g(x, y, z) & :=y z+g_{1} y+g_{2} z+g_{3} \\
h(x, y, z) & :=x z+h_{1} x+h_{2} z+h_{3}
\end{aligned}
$$

[^3]for some constants $f_{i}, g_{i}, h_{i} \in \mathbb{Z}$, bounds $X, Y, Z \in \mathbb{N}$, and an arbitrarily small constant $\varepsilon>0$. If $M$ is sufficiently large, and
$$
X Y Z<M^{11 / 8-\varepsilon},
$$
then we can compute all $r \in Z_{M, X, Y, Z}(f, g, h)$ in time polynomial in $\log (M)$, under Heuristics 1 and 2.

Proof. Following our strategy from Section 3.2, we choose a parameter $i \in \mathbb{N}$, define

$$
\begin{aligned}
\mathcal{M}_{i} & :=\left\{\lambda \mid \lambda \text { is a monomial of } f^{j_{1}} g^{j_{2}} h^{j_{3}}, 0 \leq j_{1}, j_{2}, j_{3} \leq i\right\} \\
m_{i} & =i \cdot 3
\end{aligned}
$$

and equip the elements in $\mathcal{M}_{i}$ with the lexicographic monomial order $\prec_{\text {lex }}$ on $x, y, z$. Note that the constraints $\left|\mathcal{M}_{i}\right| \geq m_{i}$ and $\left|\mathcal{M}_{i}\right| \geq 3$ from Theorem 2 are trivially satisfied. For sufficiently large $M$, the additional constraint $\log (M) \geq$ $\left|\mathcal{M}_{i}\right|$ is also satisfied.

It is easy to see that

$$
\begin{aligned}
M^{(m-3)\left|\mathcal{M}_{i}\right|} & =M^{p_{\mathcal{M}}\left(m_{i}\right)} \\
\prod_{\lambda \in \mathcal{M}_{i}} \lambda(X, Y, Z) & =X^{p_{X}\left(m_{i}\right)} \cdot Y^{p_{Y}\left(m_{i}\right)} \cdot Z^{p_{Z}\left(m_{i}\right)}
\end{aligned}
$$

for some polynomials $p_{\mathcal{M}}, p_{X}, p_{Y}, p_{Z}$ of degree 4. Under Heuristic 2, we also have

$$
\prod_{\lambda \in \mathcal{M}_{i}}\left|\mathrm{LC}\left(\mathcal{F}_{i}[\lambda]\right)\right|=M^{p_{\mathcal{F}}\left(m_{i}\right)}
$$

for some polynomial $p_{\mathcal{F}}$ of degree 4 , where $\mathcal{F}_{i}$ denotes the output of Algorithm 2 on input $\left(\mathcal{M}_{i}, \prec_{\text {lex }},(f, g, h), m_{i}\right)$.

We run Algorithm 2 for $i=1, \ldots, 5$. From the output of the algorithm, we obtain the following values:

| $m_{i}$ | $p_{\mathcal{M}}\left(m_{i}\right)$ | $p_{\mathcal{F}}\left(m_{i}\right)$ | $p_{X}\left(m_{i}\right)$ | $p_{Y}\left(m_{i}\right)$ | $p_{Z}\left(m_{i}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 0 | 50 | 27 | 27 | 27 |
| 6 | 375 | 439 | 250 | 250 | 250 |
| 9 | 2058 | 1767 | 1029 | 1029 | 1029 |
| 12 | 6561 | 4946 | 2916 | 2916 | 2916 |
| 15 | 15972 | 11200 | 6655 | 6655 | 6655 |

Using polynomial interpolation, we obtain

$$
\begin{aligned}
p_{\mathcal{M}}\left(m_{i}\right) & =\frac{8}{27} m_{i}^{4}+o\left(m_{i}^{4}\right) \\
p_{\mathcal{F}}\left(m_{i}\right) & =\frac{13}{81} m_{i}^{4}+o\left(m_{i}^{4}\right) \\
p_{X}(m) & =p_{Y}\left(m_{i}\right)=p_{Z}\left(m_{i}\right)=\frac{8}{81} m_{i}^{4}+o\left(m_{i}^{4}\right)
\end{aligned}
$$

Hence, the condition from Equation (6) becomes

$$
X^{8 / 81} Y^{8 / 81} Z^{8 / 81}<M^{8 / 27-13 / 81-\varepsilon}=M^{11 / 81-\varepsilon}
$$

for some $\varepsilon>0$ that vanishes as $m$ (or equivalently $M$ ) increases. Taking the $\frac{8}{81}$-th root and replacing $\varepsilon$ by $\frac{81}{8} \varepsilon$ in the above inequality, we obtain

$$
X Y Z<M^{11 / 8-\varepsilon}
$$

as required.

In the full version of the paper, we show that Theorem 3 remains correct even when removing Heuristic 2 from the theorem. (However removing the heuristic comes at the cost of a significantly more complicated proof and manual effort.) We see this as a strong indication of the correctness of Heuristic 2.

Theorem 4. Suppose we are given a modulus $M \in \mathbb{N}$, polynomials

$$
\begin{aligned}
& f(x, y, z):=x^{2}+f_{1} x y^{2}+f_{2} x y+f_{3} x+f_{4} y^{2}+f_{5} y+f_{6} \\
& g(x, y, z):=z^{2}+g_{1} x^{2} z+g_{2} x z+g_{3} z+g_{4} x^{2}+g_{5} x+g_{6}
\end{aligned}
$$

for some bounds $f_{i}, g_{i} \in \mathbb{Z}$, bounds $X, Y, Z \in \mathbb{N}$, and an arbitrarily small constant $\varepsilon>0$. If $M$ is sufficiently large, and

$$
X Y Z<M^{30 / 41-\varepsilon}
$$

then we can compute all $r \in Z_{M, X, Y, Z}(f, g, h)$ in time polynomial in $\log (M)$, under Heuristics 1 and 2.

The proof of Theorem 4 is analogous to that of Theorem 3 and therefore omitted. A rigorous but involved proof that does not require Heuristic 2 is given in the full version of the paper.

The $\varepsilon$-term in Theorems 3 and 4. Previous works on Coppersmith's method often (implicitly) assume that one can easily eliminate the $\varepsilon$-term in Coppersmithtype bounds. However, as we discuss in the full version of the paper, when dealing with systems of multivariate equations (as in Theorems 3 and 4), the $\varepsilon$-term is inherent and eliminating it requires sub-exponential (but super-polynomial) runtime.

## 4 Proof for Theorem 2

The main idea behind Coppersmith's method is the following simple Lemma 2. Intuitively, it states that small modular roots of a polynomial $h$ with small coefficients are actually integer roots of $h$.

Lemma 2 (Håstad [23], Howgrave-Graham [25]). Let $h\left(x_{1}, \ldots, x_{k}\right)$ be a polynomial with at most d monomials, and let $M^{m}, X_{1}, \ldots, X_{k} \in \mathbb{N}$. Suppose $h$ has a root $r=\left(r_{1}, \ldots, r_{k}\right)$ modulo $M^{m}$, satisfying $\left|r_{i}\right| \leq X_{i}$ for every $i=$ $1, \ldots, k$. If

$$
\left\|h\left(X_{1} x_{1}, \ldots, X_{k} x_{k}\right)\right\|<\frac{M^{m}}{\sqrt{d}}
$$

then $h\left(r_{1}, \ldots, r_{k}\right)=0$ holds over the integers.
As discussed in Section 3.1, given a set of polynomials $\mathcal{F}$, Coppersmith's method efficiently computes all small modular roots $r \in Z_{M, X_{1}, \ldots, X_{k}}(\mathcal{F})$ by constructing a set of $k$-polynomials $\left\{h_{1}, \ldots, h_{k}\right\}$ such that

$$
Z_{M, X_{1}, \ldots, X_{k}}(\mathcal{F}) \subseteq Z_{\mathbb{Z}}\left(h_{1}, \ldots, h_{k}\right)
$$

To this end, Coppersmith's method uses LLL lattice reduction to construct the $h_{i}$ 's as small-norm integer linear combinations of the $f \in \mathcal{F}$. By Lemma 2 every $r$ then is an integer root of the $h_{i}$ 's, as required.

Using this observation we now prove Theorem 2, which for the sake of readability we recall below.

Theorem 2 (Coppersmith's Method). Suppose we are given a modulus $M \in \mathbb{N}$, polynomials $f_{1}, \ldots, f_{n} \in \mathbb{Z}_{M}\left[x_{1}, \ldots, x_{k}\right]$ and bounds $0 \leq X_{1}, \ldots, X_{k} \leq$ $M$, where $k=\mathcal{O}(1)$. Furthermore, suppose we are given an integer $m \in \mathbb{N}$, a set of monomials $\mathcal{M}$, a monomial order $\prec$ on $\mathcal{M}$, and an $(\mathcal{M}, \prec)$-suitable set of polynomials $\mathcal{F} \subseteq \mathbb{Z}_{M^{m}}\left[x_{1}, \ldots, x_{k}\right]$ with

$$
\begin{equation*}
Z_{M, X_{1}, \ldots, X_{k}}\left(f_{1}, \ldots, f_{n}\right) \subseteq Z_{M^{m}, X_{1}, \ldots, X_{k}}(\mathcal{F}) \tag{5}
\end{equation*}
$$

If the conditions

$$
\begin{equation*}
\prod_{\lambda \in \mathcal{M}}|\operatorname{LC}(\mathcal{F}[\lambda])| \leq \frac{M^{(m-k)|\mathcal{M}|}}{\prod_{\lambda \in \mathcal{M}} \lambda\left(X_{1}, \ldots, X_{k}\right)}, \tag{6}
\end{equation*}
$$

$\log (M) \geq|\mathcal{M}| \geq m$ and $|\mathcal{M}| \geq k$ hold, then we can compute all

$$
r \in Z_{M, X_{1}, \ldots, X_{k}}\left(f_{1}, \ldots, f_{n}\right)
$$

in time polynomial in $\operatorname{deg}(\mathcal{F}) \cdot \log (M)$, under Heuristic 1 for $k>1$.
Proof. For every $i=1, \ldots,|\mathcal{M}|$, let $\lambda_{i}$ denote the $i$-th smallest monomial in $\mathcal{M}$ (with respect to $\prec$ ). For every $\lambda \in \mathcal{M}$, we denote by $\mathbf{f}_{\lambda} \in \mathbb{Z}^{|\mathcal{M}|}$ the coefficient vector of $\mathcal{F}[\lambda]\left(X_{1} x_{1}, \ldots, X_{k} x_{k}\right)$, where the $i$-th coordinate of $\mathbf{f}_{\lambda}$ is the coefficient of $\lambda_{i}$ in $\mathcal{F}[\lambda]\left(X_{1} x_{1}, \ldots, X_{k} x_{k}\right)$.

We construct an $|\mathcal{M}| \times|\mathcal{M}|$ lattice basis matrix $\mathbf{B}$, where the $i$-th column of $\mathbf{B}$ is the vector $\mathbf{f}_{\lambda_{i}}$. Since $\lambda_{i}$ is the leading monomial of $\mathcal{F}_{\lambda_{i}}$, the $i$-th entry of $\mathbf{f}_{\lambda_{i}}$ equals $\operatorname{LC}\left(\mathcal{F}_{\lambda_{i}}\right) \cdot \lambda_{i}\left(X_{1}, \ldots, X_{k}\right)$. Further, for every $j>i$ the $j$-th entry of $\mathbf{f}_{\lambda_{i}}$ equals 0 , since $\lambda_{i} \prec \lambda_{j}$. Hence, $\mathbf{B}$ is a triangular matrix with determinant

$$
\operatorname{det} \mathbf{B}=\prod_{\lambda \in \mathcal{M}} \operatorname{LC}(\mathcal{F}[\lambda]) \cdot \lambda\left(X_{1}, \ldots, X_{k}\right)
$$

Together with Equation (6) this implies

$$
\begin{equation*}
\operatorname{det} \mathcal{L}(\mathbf{B}) \leq M^{(m-k)|\mathcal{M}|} \tag{16}
\end{equation*}
$$

We compute an LLL-reduced basis $\mathbf{B}_{\mathrm{LLL}}=\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{|\mathcal{M}|}\right)$ of $\mathcal{L}(\mathbf{B})$. From $\log (M) \geq$ $|\mathcal{M}| \geq m$, Lemma 1 and Equation (16) it follows that the first $k$ columns $\mathbf{b}_{1}, \ldots, \mathbf{b}_{k}$ of $\mathbf{B}_{\mathrm{LLL}}$ have norm

$$
\begin{equation*}
\left\|\mathbf{b}_{1}\right\|, \ldots,\left\|\mathbf{b}_{k}\right\|<\frac{M^{m}}{\sqrt{|\mathcal{M}|}} \tag{17}
\end{equation*}
$$

Notice, since $|\mathcal{M}| \geq k$, the matrix $\mathbf{B}_{\mathrm{LLL}}$ indeed has at least $k$ columns.
By definition of $\mathbf{B}$, every vector $\mathbf{b}_{i}$ from the LLL-reduced basis is the coefficient vector of some polynomial $h_{i}\left(X_{1} x_{1}, \ldots, X_{k} x_{k}\right)$, such that

$$
\begin{equation*}
h_{i}\left(x_{1}, \ldots, x_{k}\right)=\sum_{\lambda \in \mathcal{M}} \alpha_{i, \lambda} \mathcal{F}[\lambda]\left(x_{1}, \ldots, x_{k}\right), \tag{18}
\end{equation*}
$$

for some $\alpha_{i, \lambda} \in \mathbb{Z}$. Let $r \in Z_{M, X_{1}, \ldots, X_{k}}\left(f_{1}, \ldots, f_{n}\right)$. Since

$$
Z_{M, X_{1}, \ldots, X_{k}}\left(f_{1}, \ldots, f_{n}\right) \subseteq Z_{M^{m}, X_{1}, \ldots, X_{k}}(\mathcal{F}),
$$

it follows from Equation (18) that

$$
h_{i}(r) \equiv \sum_{\lambda \in \mathcal{M}} \alpha_{i, \lambda} \mathcal{F}[\lambda](r) \equiv 0 \quad \bmod M^{m}
$$

Together with Equation (17) and Lemma 2, this implies that $r$ is a root of $h_{1}, \ldots, h_{k}$ have $r$ over the integers. Hence,

$$
Z_{M, X_{1}, \ldots, X_{k}}\left(f_{1}, \ldots, f_{n}\right) \subseteq Z_{\mathbb{Z}}\left(h_{1}, \ldots, h_{k}\right)
$$

Since the entries of $\mathbf{B}$ are upper bounded by polynomials of degree at most $d:=\operatorname{deg}(\mathcal{F})$ in $M^{m}$, the runtime of LLL to compute $\mathbf{B}_{\mathrm{LLL}}$ is polynomial in $d \cdot m \cdot \log (M) \leq d \log (M)^{2}$ and $|\mathcal{M}| \leq \log (M)$. Hence, we can compute $h_{1}, \ldots, h_{k}$ in time polynomial in $d \cdot \log (M)$, as required.

Finally, if $k=1$, we efficiently obtain all $r \in Z_{M, X_{1}, \ldots, X_{k}}\left(f_{1}, \ldots, f_{n}\right)$, by computing all integer roots of $h_{1}$ and then outputting only those that lie in $Z_{M, X_{1}, \ldots, X_{k}}\left(f_{1}, \ldots, f_{n}\right)$. If $k>1$, we efficiently obtain all such $r$ 's under Heuristic 1 from the Gröbner basis of $\mathfrak{a}:=\left(h_{1}, \ldots, h_{k}\right)$, which we can compute in polynomial time, since $k=\mathcal{O}(1)$.

## 5 The Commutative Isogeny Hidden Number Problem

In this section we use the results developed in Section 3 to solve the Commutative Isogeny Hidden Number Problem. We assume that an elliptic curve is always represented by its corresponding Montgomery coefficient. That is, oracles or
algorithms that take as input an elliptic curve always expect the Montgomery coefficient of said curve. The same principle applies to the output of such an oracle or algorithm. This means that we mainly work with the group action from Equation (1) and Equation (2), respectively.

We now define the main computational problem, which applies to both CSIDH and CSURF where we (implicitly) set the prime $p$, the order $\mathcal{O}$ and the starting curve $M$ accordingly.

Definition 6 (Commutative Isogeny Hidden Number Problem (CI-HNP ${ }_{k}$ )). Let $p$ be an $n$-bit prime and let $k<n$ be a positive integer. Further let $[\mathfrak{a}],[\mathfrak{b}] \stackrel{\&}{\leftarrow}$ $\operatorname{cl}(\mathcal{O})$. Assume that there exists an oracle $\mathcal{O}_{\mathrm{MSB}_{k}}$ that on input two Montgomery coefficients $M_{0}, M_{1} \in \mathcal{M}_{p}(\mathcal{O})$ computes

$$
\mathcal{O}_{\mathrm{MSB}_{k}}\left(M_{0}, M_{1}\right):=\operatorname{MSB}_{k}\left(\mathrm{CDH}\left(M_{0}, M_{1}\right)\right) .
$$

Given the tuple $(\mathfrak{a} \star M, \mathfrak{b} \star M)$ and access to $\mathcal{O}_{\mathrm{MSB}_{k}}$, the task is to recover $\mathfrak{a b} \star M$.
Remark 3. Because we can write

$$
\begin{equation*}
M_{\mathfrak{a b}}:=\mathfrak{a b} \star M=\mathcal{O}_{\text {MSB }_{k}}(\mathfrak{a} \star M, \mathfrak{b} \star M) \cdot 2^{n-k}+m_{\mathfrak{a} \mathfrak{b}} \tag{19}
\end{equation*}
$$

for some $m_{\mathfrak{a} \mathfrak{b}}<2^{n-k}$ we focus on recovering $m_{\mathfrak{a} \mathfrak{b}}$ from now on.
In the next sections we give an algorithm $\mathcal{A}$ that solves $\mathrm{CI}-\mathrm{HNP}_{k}$ for both CSIDH and CSURF. Like many algorithms that solve a flavour of the hidden number problem, $\mathcal{A}$ proceeds in two stages:

1. Query the oracle $\mathcal{O}_{\mathrm{MSB}_{k}}$ on specific input, obtaining a set of bivariate polynomial equations that have a common small root in $m_{\mathfrak{a b}}$.
2. Use Coppersmith's method to solve the system of equations, yielding the common root $m_{\mathfrak{a b}}$.

We remark that the second stage is the same for both CSIDH and CSURF. Furthermore, for the results in the following sections it is actually sufficient to have a static oracle. That is, an oracle where one of the inputs to the oracle is fixed, i.e.

$$
\mathcal{O}_{\mathrm{MSB}_{k}}\left(M^{\prime}\right):=\operatorname{MSB}_{k}\left(\mathrm{CDH}\left(M^{\prime}, \mathfrak{b} \star M\right)\right)
$$

with $\mathfrak{b}$ as in Definition 6.

### 5.1 Solving CI-HNP for CSIDH

Let $p \equiv 3 \bmod 8$ be a prime and $\mathcal{O}=\mathbb{Z}[\pi]$. Our goal is to find polynomial relations between neighboring Montgomery curves similar to what the modular polynomial provides for $j$-invariants. A variant of Vélu's formula dedicated to Montgomery curves provides a good starting point.

Theorem 5 (Proposition 1 in [39]). Let $E_{A}: y^{2}=x^{3}+A x^{2}+x$ with $A^{2} \neq 4$ be a Montgomery curve defined over $\mathbb{F}_{p}$ and let $G \subset E_{A}\left(\overline{\mathbb{F}}_{p}\right)$ be a finite subgroup such that $(0,0) \notin G$. Further define $\varphi$ to be a separable isogeny with $\operatorname{ker} \varphi=G$. Then there exists a Montgomery curve $E_{B}: y^{2}=x^{3}+B x^{2}+x$ such that, up to isomorphism, $\varphi: E_{A} \rightarrow E_{B}$ and

$$
B=\tau(A-3 \sigma), \quad \text { where } \tau=\prod_{P \in G \backslash\{\infty\}} x_{P}, \quad \sigma=\sum_{P \in G \backslash\{\infty\}}\left(x_{P}-\frac{1}{x_{P}}\right)
$$

By expanding the equation for $B$ we immediately get a polynomial that relates two isogenous Montgomery coefficients to each other. Evidently, Theorem 5 can handle isogenies of almost arbitrary degree $d$ and therefore could be used to derive polynomials describing the neighborhood of any two $d$-isogenous curves. To keep the total degree of the polynomial low, however, it is beneficial to look at isogenies of small degree. It is therefore natural to consider 3-isogenies as they have the smallest kernel amongst those isogenies admissible by the CSIDH group action. Moreover, removing the unwanted variables $\left\{x_{P}\right\}_{P \in G \backslash\{\infty\}}$ can be done via the 3 -division polynomial (for a precise definition see [9]) and a resultant computation.

In the case of 3 -isogenies this approach yields polynomial relations of total degree 6 . However, we can improve on this by instead considering 4-isogenies. In fact, the ideal (4) splits in $\mathbb{Z}[\pi]$ as $\overline{\mathfrak{l}}=\langle 4, \pi-1\rangle\langle 4, \pi+1\rangle$. Most notably, the ideal $\mathfrak{l}$ has order 3 which is a direct result of using the class group of the nonmaximal order $\mathbb{Z}[\pi][11,38]$. Hence the following formulas are only applicable to the CSIDH setting.

Proposition 1 (Theorem 7 in [38]). Let $A \in \mathcal{M}_{p}(\mathbb{Z}[\pi])$ be the Montgomery coefficient of the curve $E_{A} \in \mathcal{E} \ell_{p}(\mathbb{Z}[\pi])$. The two 4-isogenous curves of $E_{A}$ in $\mathcal{E} \ell_{p}(\mathbb{Z}[\pi])$ are

$$
E_{B}: y^{2}=x^{3}+B x^{2}+x, \quad \text { where } B=2 \frac{A-6}{A+2}
$$

and

$$
E_{C}: y^{2}=x^{3}+C x^{2}+x, \quad \text { where } C=2 \frac{A+6}{2-A}
$$

It is immediately evident that due to their simple form, the 4 -isogeny formulas result in polynomial relations of degree only 2 .

Corollary 1. The Montgomery coefficients $A, B$ and $C$ from Proposition 1 satisfy the relations

$$
\begin{aligned}
& 2 A-A B-2 B-12=0 \\
& 2 C-A C-2 A-12=0 \text { and } \\
& 2 B-B C-2 C-12=0
\end{aligned}
$$



Fig. 3. Visualization of the general strategy where $\mathfrak{c}$ is an ideal of small norm (i.e. an isogeny of small degree). Here, $\mathcal{O}_{\text {MSB }_{k}}$ allows us to compute the most significant bits of $M_{\mathfrak{a b}}$ and $M_{\mathfrak{a b c}}$, which are connected by the same ideal $\mathfrak{c}$.

Proof. This is a simple restatement of Proposition 1 where the third formula is derived from the first two by taking the resultant with respect to $A$.

Remarkably, due to the small order of $\mathfrak{l}$ we get three relations between $A$ and its 4 -isogenous neighbors $B$ and $C$ that all have the same total degree. This is particularly interesting as we can usually only hope to craft two polynomial relations of the same degree between $A$ and its $d$-isogenous neighbors. The reason for this is that the two neighboring curves $B$ and $C$ are in general $d^{2}$-isogenous, resulting in a third polynomial relation of larger degree. As it turns out, Coppersmith's method strongly benefits from having a third relation of the same total degree, which in turn allows us to solve $\mathrm{Cl}-\mathrm{HNP}_{k}$ for a smaller value $k$.

Theorem 6. Let $p \equiv 3 \bmod 8$ be a $n$-bit prime, and let $\varepsilon>0$ be an arbitrarily small constant. There exists a PPT algorithm $\mathcal{A}$ that solves $\mathrm{CI}-\mathrm{HNP}_{k}$ in the CSIDH setting for $k=\left(\frac{13}{24}+\varepsilon\right) n$ under Heuristic 1.

Proof. Let $\left(M_{\mathfrak{a}}, M_{\mathfrak{b}}\right)$ be an instance of $\mathrm{Cl}-\mathrm{HNP}_{k}$. The algorithm $\mathcal{A}$ proceeds as follows: First, it uses Proposition 1 to compute the 4 -isogenous neighbors of $M_{\mathfrak{a}}$, which we denote by $M_{\mathfrak{a} \mathfrak{c}}$ and $M_{\mathfrak{a} \mathfrak{d}}$ respectively. It then submits the queries $\mathcal{O}_{\mathrm{MSB}_{k}}\left(M_{\mathfrak{a}}, M_{\mathfrak{b}}\right)$ and $\mathcal{O}_{\mathrm{MSB}_{k}}\left(M_{\mathfrak{a c}}, M_{\mathfrak{b}}\right)$, which yield the most significant bits of $M_{\mathfrak{a} \mathfrak{b}}=\operatorname{CDH}\left(M_{\mathfrak{a}}, M_{\mathfrak{b}}\right)$ and $M_{\mathfrak{a b c}}=\operatorname{CDH}\left(M_{\mathfrak{a c}}, M_{\mathfrak{b}}\right)$ (see Figure 3). Since the group action is commutative we have that $M_{\mathfrak{a b}}$ and $M_{\mathfrak{a} \mathfrak{c} \mathfrak{c}}$ are 4-isogenous as well, thus satisfying the first equation in Corollary 1. The same process is repeated for $M_{\mathfrak{a d}}$, yielding the most significant bits of $M_{\mathfrak{a b d}}$. Finally, by using Equation (19) we can rewrite the resulting equations in terms of the least significant bits $m_{\mathfrak{a} \mathfrak{b}}, m_{\mathfrak{a b c}}$ and $m_{\mathfrak{a} \mathfrak{d}}$, which are now small roots of size $p^{11 / 24}$ of the respective polynomials. $\mathcal{A}$ then finds these small roots via Theorem 3 .

### 5.2 Solving CI-HNP for CSURF

Let $p \equiv 7 \bmod 8$ be a prime and $\mathcal{O}=\mathbb{Z}[(1+\pi) / 2]$. We use a very similar strategy compared to Section 5.1 to craft the polynomials. Unfortunately, we cannot use the same trick involving 4 -isogenies from Proposition 1 as they are specific to the CSIDH setting. Instead, we can consider 2-isogenies since we have the ideals $\mathfrak{l}_{0}$ and $\overline{\mathfrak{l}}_{0}$ available. The resulting formulas still have small degree but cannot quite compete with the formulas for 4 -isogenies in CSIDH. In particular,
the ideal $\mathfrak{l}_{0}$ has very large order, meaning that we only get two relations between a curve and its 2 -isogenous neighbors.

Recall that the point $P_{\rightarrow}=(0,0)$ has order 2 and corresponds to the ideal $\mathfrak{l}_{0}$. In order to compute the image curve of the vertical isogeny with kernel $\left\langle P_{\rightarrow}\right\rangle$ we use the following formula from [18, Equation (18)].

Proposition 2. Let $A \in \mathcal{M}_{p}(\mathbb{Z}[(1+\pi) / 2])$ be the Montgomery coefficient of the curve $E_{A}$ and let $P_{\rightarrow}=(0,0)$. The curve $E_{A} /\left\langle P_{\rightarrow}\right\rangle$ is isomorphic to a Montgomery curve $E_{B}$ that can be written as

$$
E_{B}: y^{2}=x^{3}+B x^{2}+x, \quad \text { where } B=\frac{A+6}{2 \sqrt{A+2}}
$$

Note that $A+2$ is a square by definition. Squaring both sides and rearranging terms yields a bivariate polynomial of total degree 3 .

Corollary 2. Let the notation be as in Proposition 2. The Montgomery coefficients $A$ and $B$ satisfy

$$
A^{2}+12 A-4 B^{2} A-8 B^{2}+36=0
$$

The formula above only applies to the vertical isogeny generated by the point $P_{\rightarrow}$. However, one can treat the other vertical isogeny generated by $P_{\leftarrow} \neq(0,0)$ similarly by observing that if $E^{\prime}=E /\left\langle P_{\leftarrow}\right\rangle$, then $E \cong E^{\prime} /\left\langle P_{\rightarrow}\right\rangle$. We thus get almost the same formula as in Corollary 2 where the only difference is that the coefficient $A$ now takes the role of the image curve.

Corollary 3. Let $A \in \mathcal{M}_{p}(\mathbb{Z}[(1+\pi) / 2])$ be the Montgomery coefficient of $E_{A}$ and let $E_{C}$ be the Montgomery curve isomorphic to $E_{A} /\left\langle P_{\leftarrow}\right\rangle$. Then the Montgomery coefficients $A$ and $C$ satisfy

$$
C^{2}+12 C-4 A^{2} C-8 A^{2}+36=0
$$

Observe that in Corollary 3 the monomials involving the Montgomery coefficient $A$ are quite different compared to Corollary 2. This is in stark contrast to the CSIDH setting (in particular Corollary 1) where in the first two equations the monomials involving $A$ are almost identical (up to sign). This "asymmetry" in the polynomials is undesirable for Coppersmith's method. In combination with the fact that we only have two relations instead of three, we have to increase the value $k$ significantly in order to solve $\mathrm{CI}-\mathrm{HNP}_{k}$ for CSURF.

Theorem 7. Let $p \equiv 7 \bmod 8$ be a $n$-bit prime, and let $\varepsilon>0$ be an arbitrarily small constant. There exists a PPT algorithm $\mathcal{A}$ that solves $\mathrm{CI}_{-\mathrm{HNP}_{k}}$ in the CSURF setting for $k=\left(\frac{31}{41}+\varepsilon\right) n$ under Heuristic 1.

Proof. The algorithm $\mathcal{A}$ proceeds like in the previous section. Given an instance $\left(M_{\mathfrak{a}}, M_{\mathfrak{b}}\right)$ of CI-HNP $k, \mathcal{A}$ first computes the 2 -isogenous coefficients $M_{\mathfrak{a} c}$ and $M_{\mathfrak{a} \mathfrak{d}}$ by quotienting out $\left\langle P_{\rightarrow}\right\rangle$ and $\left\langle P_{\leftarrow}\right\rangle$ on $M_{\mathfrak{a}}$, respectively. It then submits the


Fig. 4. Overview of the reduction from simulating the oracle $\mathcal{O}_{\mathrm{MSB}_{k}}$ to DLOG. Dashed lines denote quantum reductions.
oracle queries $\mathcal{O}_{\mathrm{MSB}_{k}}\left(M_{\mathfrak{a}}, M_{\mathfrak{b}}\right)$ and $\mathcal{O}_{\mathrm{MSB}_{k}}\left(M_{\mathfrak{a} \mathfrak{c}}, M_{\mathfrak{b}}\right)$, which yield the most significant bits of the coefficients $M_{\mathfrak{a} \mathfrak{b}}=\operatorname{CDH}\left(M_{\mathfrak{a}}, M_{\mathfrak{b}}\right)$ and $M_{\mathfrak{a b c}}=\operatorname{CDH}\left(M_{\mathfrak{a} \mathfrak{c}}, M_{\mathfrak{b}}\right)$. Lastly it uses Equation (19) to express the equation from Corollary 2 in terms of $m_{\mathfrak{a} \mathfrak{b}}$ and $m_{\mathfrak{a b c}}$, where $m_{\mathfrak{a} \mathfrak{b}}$ and $m_{\mathfrak{a b c}}$ are now small roots of size $p^{10 / 41}$ of the corresponding polynomial. The same process is repeated with the curve $M_{\mathfrak{a} \boldsymbol{d}}$ and Corollary 3. The small root $m_{\mathfrak{a b}}$ is then found by Coppersmith's method and the bound for $k$ follows from Theorem 4. Note that the monomials in Theorem 4 differ slightly from those appearing in Corollary 2 and Corollary 3 due to the substitution mentioned in Equation (19).

### 5.3 Hardness of Simulating $\mathcal{O}_{\text {MSB }_{k}}$

The results from the previous sections can be directly used to analyze the hardness of simulating the oracle $\mathcal{O}_{\mathrm{MSB}_{k}}$. More concretely, simulating $\mathcal{O}_{\mathrm{MSB}_{k}}$ is quantumly as hard as solving DLOG due to the equivalence of CDH and DLOG in the CSIDH/CSURF setting. For simplicity we state the following result only for CSIDH, the statement and proof for CSURF is completely analogous.

Corollary 4. Let $p \equiv 3 \bmod 4$ be an n-bit prime, $\mathcal{O}=\mathbb{Z}[\pi]$ and $k=\left(\frac{13}{24}+\varepsilon\right) n$ for some arbitrary small constant $\epsilon>0$. Assume that there exists an efficient (possibly quantum) algorithm $\mathcal{A}$ with

$$
\operatorname{Pr}\left[\mathcal{A}(\mathfrak{a} \star M, \mathfrak{b} \star M)=\mathcal{O}_{\text {MSB }_{k}}(\mathfrak{a} \star M, \mathfrak{b} \star M)\right]=1
$$

where $[\mathfrak{a}],[\mathfrak{b}] \stackrel{\&}{\leftarrow} \operatorname{cl}(\mathcal{O})$. Then there exists an efficient quantum algorithm $\mathcal{B}$ solving DLOG in the CSIDH setting under Heuristic 1.

Proof. The reduction is straightforward and depicted in Figure 4. In a first step, we use our algorithm developed in Theorem 6 to transform the algorithm $\mathcal{A}$ into an algorithm $\mathcal{A}^{\prime}$ solving CDH under Heuristic 1. In a second step we can simply use $\mathcal{A}^{\prime}$ (which still has success probability 1 ) together with the techniques developed by [52] to construct the algorithm $\mathcal{B}$ solving DLOG.

We currently require $\mathcal{A}$ to simulate $\mathcal{O}_{\mathrm{MSB}_{k}}$ perfectly. This is a direct consequence of the fact that there is no obvious way to re-randomize the inputs to the oracle $\mathcal{O}_{\mathrm{MSB}_{k}}$ such that we still get meaningful information about the neighboring curves of $\mathfrak{a b} \star M$.

## 6 Experimental Results

We implemented our new automated variant of Coppersmith's method from Theorem 2 in SageMath and used it to run our algorithms from Theorems 6 and 7 in practice.

CSIDH and CSURF results. We ran our algorithms from Theorems 6 and 7 using SageMath 9.7 on an AMD EPYC 7763 processor with 128 physical and 256 logical cores. As Table 1 shows, our algorithms perform well in practice and we come close to our asymptotic bounds of $k=\frac{13}{24} n \approx 0.542 n$ and $k=\frac{31}{41} n=0.756 n$ in a matter of minutes.

In every experiment Heuristic 1 was valid, i.e., we were always able to extract the unknowns from the Gröbner basis. This confirms the correctness of our heuristic algorithms.

Implementation Details. For constructing the set of shift-polynomials $\mathcal{F}$, we used in our experiments a slightly optimized implementation of Algorithm 2. Instead of simply enumerating all possible shift-polynomials in Step 3 of the algorithm, our implementation iterates over a carefully crafted tree of shiftpolynomials. The tree is constructed only implicitly, and our implementation automatically detects (and ignores) some branches that are not worth visiting. This results in a significant speed-up in practice.

The LLL lattice reduction step was performed using the recently published flatter algorithm [42], which significantly outperforms SageMath's native implementation of LLL (which internally calls FPLLL).

For the Gröbner basis computation, we used SageMath's native Gröbner basis algorithm (which internally calls Singular) to compute Gröbner bases over small finite fields $\mathbb{F}_{2}, \mathbb{F}_{3}, \mathbb{F}_{5}, \mathbb{F}_{7} \ldots$, and then recovered the desired roots via Chinese remaindering.

## 7 Conclusion

In this work we analyzed the Commutative Isogeny Hidden Number Problem and solved it for $k=\frac{13}{24} n$ (CSIDH) and $k=\frac{31}{41} n$ (CSURF) by using a new and automated variant of Coppersmith's method. Since the recovery rate for CSURF is much worse compared to CSIDH, we conclude that in the context of side-channel attacks, CSURF offers more resilience against exposing the most significant bits of the shared key. Even more generally it seems to be advisable that the class group $\operatorname{cl}(\mathcal{O})$ does not contain a small order subgroup, which is in line with previous observations [11,38].

Furthermore, we gave a purely combinatorial restatement of Coppersmith's method that allows for near complete automation. In particular, we identified a single step in Coppersmith's method that, when optimized, yields provably optimal results. We implemented our variant of Coppersmith's method in SageMath

| $n$ | $k$ (known bits) | $m$ | $\|\mathcal{M}\|$ (lattice dim.) | Runtime |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $\mathcal{F}$ | LLL | GB |
| 512 | 318 (62.11\%) | 3 | 27 | $<1$ sec | < 1sec | $<1$ sec |
| 512 | 302 (58.98\%) | 6 | 125 | $<1$ sec | 30 sec | 5 sec |
| 512 | 297 (58.00\%) | 9 | 343 | 2 sec | 8 min | 56 sec |
| 1024 | 634 (61.91\%) | 3 | 27 | $<1 \mathrm{sec}$ | 1 sec | 1 sec |
| 1024 | 601 (58.69\%) | 6 | 125 | $<1 \mathrm{sec}$ | 39 sec | 9 sec |
| 1024 | 589 (57.52\%) | 9 | 343 | 3 sec | 10min | 2 min |
| 1792 | 1108 (61.83\%) | 3 | 27 | $<1$ sec | 1 sec | 1 sec |
| 1792 | 1051 (58.65\%) | 6 | 125 | $<1 \mathrm{sec}$ | 50 sec | 15 sec |
| 1792 | 1028 (57.37\%) | 9 | 343 | 3sec | 13 min | 3 min |
| $n$ | $k$ (known bits) | $m$ | $\mid \mathcal{M \|}$ (lattice dim.) | Runtime |  |  |
|  |  |  |  | $\mathcal{F}$ | LLL | GB |
| 512 | 438 (85.55\%) | 2 | 33 | $<1$ sec | 1 sec | $<1 \mathrm{sec}$ |
| 512 | 419 (81.84\%) | 4 | 165 | $<1$ sec | 52 sec | 4 sec |
| 512 | 405 (79.10\%) | 6 | 469 | 1 sec | 16 min | 34 sec |
| 1024 | 874 (85.35\%) | 2 | 33 | $<1 \mathrm{sec}$ | 1 sec | $<1$ sec |
| 1024 | 830 (81.05\%) | 4 | 165 | $<1$ sec | 1 min | 6 sec |
| 1024 | 808 (78.91\%) | 6 | 469 | 1 sec | 22 min | 57 sec |
| 1792 | 1528 (85.27\%) | 2 | 33 | $<1$ sec | 2 sec | 1 sec |
| 1792 | 1451 (80.97\%) | 4 | 165 | $<1$ sec | 2 min | 7 sec |
| 1792 | 1412 (78.79\%) | 6 | 469 | 1 sec | 31min | 2 min |

Table 1. Experimental results for CSIDH / Theorem 6 (top) and CSURF / Theorem 7 (bottom) with $n$-bit prime $p$ and $k$-bit MSB oracle, averaged over 10 runs each. The columns $m$ and $|\mathcal{M}|$ show the parameters $m$ and $|\mathcal{M}|$ used in Coppersmith's method. The columns $\mathcal{F}$, LLL and GB show the required runtime for constructing the set $\mathcal{F}$, running LLL and computing the Gröbner basis, respectively. For every $n$ and $m$, the table shows the smallest $k$ for which our algorithms were able to solve $\mathrm{CI}-\mathrm{HNP}_{k}$.
and demonstrated its practicality by using it to solve the Commutative Isogeny Hidden Number Problem. In particular, we gave highly simplified proofs for the recovery bound of our algorithm that only rely on a mild heuristic.

Open Problems. Lastly we state some open problems. Improving the recovery bound for either CSIDH or CSURF would of course be desirable. Apart from incremental improvements coming from an improved Coppersmith lattice the only other natural option seems to be to incorporate higher-degree isogenies. This would yield more polynomial relations at the expense of higher total degrees
of said polynomials. It is currently not known whether this trade-off can be used to increase the overall recovery rate. Alternatively, finding a completely different approach to solving $\mathrm{Cl}-\mathrm{HNP}$ would be very intriguing.

Secondly, any improvements to Corollary 4 would be welcome, either by extending the reduction to adversaries with non-negligible success probability or by removing the condition on CSIDH/CSURF being effective group actions.

Thirdly, proving Heuristic 2 (even in some special cases) would be very interesting as it would yield an efficient algorithm that can derive provably correct recovery bounds.
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[^0]:    ${ }^{1}$ Note that if $d$ is not fixed the runtime of the algorithm is in fact super-exponential in $d$.

[^1]:    ${ }^{2}$ This actually guarantees that $P_{\rightarrow}=(0,0)$.

[^2]:    ${ }^{3}$ However, we note that some results, which deeply exploit the algebraic structure of the underlying polynomials $f_{1}, \ldots, f_{n}$ via unravelled linearization [24], e.g., [49,50,33], would require more involved monomial orders.

[^3]:    ${ }^{4}$ We note that this approach is similar to the integer programming approach recently introduced by May, Nowakowski and Sarkar [33, Remark 1].

