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Abstract

Proposed by Thang and Binh (NICS, 2015 ), DBTRU is a variant of
NTRU, where the integer polynomial ring is replaced by two binary trun-
cated polynomial rings GF (2)[x]/(xn + 1). DBTRU has significant ad-
vantages over NTRU in terms of security and performance. NTRU is a
probabilistic public key cryptosystem having security related to some hard
problems in lattices. In this paper we will present a polynomial-time lin-
ear algebra attack on the DBTRU cryptosystem which can break DBTRU
for all recommended parameter choices and the plaintext can be obtained
in less than one second using a single PC and this specific attack.
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1 Introduction

The Number Theory Research Unit (NTRU) cryptosystem as a public key
cryptosystem was proposed by Hoffstein, Pipher, and Silverman in 1996 and
published in 1998 [1]. It was standardized by IEEE in 2008 [2]. In 2020,
NTRU entered the third round of submissions in the National Institute of Stan-
dards Technology (NIST) post-quantum cryptography standardization process.
NTRU works on the integer polynomial ring Z[x]/ (xn − 1).

The encryption and decryption procedures involve linear operations between
ring elements. This characteristic gives NTRU a great advantage over Rivest,
Shamir, Adleman (RSA) cryptosystem and elliptic curve cryptosystem (ECC)
in terms of computational speed and key size. NTRU can be classified as post-
quantum cryptography, and its security is based on the hardness of the shortest
vector problem in a certain lattice. Compared with traditional public key algo-
rithms, its research has been a hot spot in the field of public key cryptography.
NTRU is widely used in e-commerce, communication, embedded systems, and
portable devices [3, 4].

Since 2002, cryptographers have been exploring the optimization of NTRU
from the underlying mathematical structure in order to achieve a higher level
of security or better performance. Banks et al. gave the non-invertible version
in 2002 [5]. This extension can overcome the problem of finding ”enough”
invertible polynomials in small sets. In 2002, Gaborit et al. proposed CTRU
[6], a NTRU-like cryptosystem that runs on F2[T ][X]/ (xn − 1). CTRU can
avoid the attacks based on the LLL algorithm, although Vats proved that it is
insecure under linear algebra attack in 2008 [7].

1.1 CTRU cryptosystem background

A CTRU cryptosystem depends on an integer N and on two irreducible
polynomials P,Q of A := F2[T ]. We shall assume that P and Q are polyno-
mials of respective degrees s and m with 2 ≤ s ≤ m, and, last but not least
GCD(m, s) = 1. We work in the ring R := A[X]/

(
XN − 1

)
, of ”truncated

polynomials with polynomial coefficients”. The reader already familiar with
NTRU might want to keep in mind the following dictionary.

NTRU CTRU

Z A
p P
q Q

log2(p) s
log2(q) m

Z[X]/
(
XN − 1

)
A[X]/

(
XN − 1

)
Observe that the quotients rings AP and AQ of A by the ideals (P ) and (Q)

respectively are the finite fields F2s and F2m . We denote by RP , RQ the quotient
rings of R by the ideals (P ) and (Q) respectively. By the arithmetic constraint
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GCD(m, s) = 1 we see that F2s ∩ F2m = F2. Like in NTRU independence of
reduction mod(P ) and (Q) is essential to avoid trivial attacks. By deg(F ) we
shall denote the degree of F as a polynomial in T .

1.1.1 Security Analysis of CTRU

In [1] four different kinds of attacks are given for CTRU cryptosystem. Given
the similarity of structure of the two cryptosystems, the first three attacks are
mainly identical and the fourth attack based on lattices is turned into an attack
through the Popov normal form of a polynomial matrix.

1. Brute force attack
In the case of a brute force attack an attacker may want to try all possible
choices for f and try to find if fh has entries of small degree. By analogy the
same attack can also be done against a given message by testing all possible ϕ
and searching for e − ϕh (modQ) has coefficients of small degree. Therefore
the key security is #Lg and the message security is #Lϕ. Hence as for NTRU
using the meet-in-the-middle attack one has to take the square root.

2. Meet-in-the-middle attack
A meet-in-the-middle attack was proposed by Odlyzko for NTRU and devel-
opped by Silverman in [19]. This attack can also be used against this cryptosys-
tem using the same argument on the degree of the polynomials. This attack
needs a lot of storage capacity and cut the search time by the usual square root.
Hence it means that the set of possible g and ϕ has to contain at least 2160

elements in order to obtain a security of 280.

3. Multiple transmission attacks
If Amanda sends a single message m with different ϕ ’s but the same public key
it is then possible to obtain information on the ϕ ’s. Suppose she sends differ-
ent encrypted messages ei, then computing (ei − e1)h (modQ), one obtains
exactly the value of ϕ1 − ϕi, repeating this operation with the different ei leads
to sufficient information for some coordinates of ϕ1 to allow a brute force attack
on the remaining coordinates.

4. Popov Normal Form
Let F be a field and M an r by c matrix with entries in F [T ] where T is an
undeterminate. We are interested in the F [T ]-module L spanned by the rows
of M . With every vector z of length c over F [T ] we attach its sup norm say |z|
defined as the largest degree in T of its entries. Formally,

|z| = max {degT (zi(T )) | i = 1, · · · , c}

There exists an effective algorithm of polynomial complexity to compute the
minimum of the sup norm |z| of z ̸= 0 over z ∈ L. To describe this procedure
we need the notion of (weak) Popov form for the matrix M . Define first the
pivot index Ii attached to row i to be = 0 if the row i of M is zero and as the
rightmost column index j such that mi,j has the largest degree in T for j ≤ c.
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Next we say that M in weak Popov form if distinct rows are alloted distinct
pivot indices. We can now quote [8, Lemma 8.1]

Lemma 1. (Mulders & Storjohann) Let M be in weak Popov form and ρ
the smallest sup norm of a row of M . All vectors in the F [T ]-span of the rows
of M have sup norm at least ρ

The complexity of computing the weak Popov form is O
(
rcRd2

)
field oper-

ations, with R being the F -rank of M and d a best upper bound of the degrees
of the entries of M .

1.2 Latest results

In 2005, Coglianese and Goi proposed MaTRU [9], which operates in the
ring of k by k matrices Mk(Z)[X]/ (xn − 1). Compared to NTRU, MaTRU
further improves system operation efficiency. In 2011, Malekian et al. adopted
the unique mathematical structure of quaternion algebra to design the QTRU
cryptosystem [10], in which non-commutativeness plays a key role in the sys-
tem, and which further enhances the security of QTRU. In 2015, Yasuda et al.
proposed a general NTRU cryptosystem based on group ring, called GR-NTRU
[11].

They investigated the security and performance of the cryptosystem under
different instance group rings by combining group representation theory. In
2017, Thakur et al. designed NTRU over spit quaternion algebra; SQTRU can
reduced the decryption failure due to a non-commutative algebraic structure. In
2018, Wang et al. presented a variant of NTRU with IND-CPA security named
D-NTRU which has higher encryption and decryption efficiency than NTRU.
In 2008, Karbasi et al. established PairTRU working in the k × k matrix ring
with pairwise entries of k2 distinct polynomials in Z × Z. PairTRU is more
secure than NTRU under lattice based attack. In 2020, Hajaje et al. proposed
PMTRU by combining the advantages of NTRU with MATRU. PMTRU also
improves the speed of encryption and decryption procedures.

DBTRU was proposed by Thang and Binh in 2015 [12]. The name DBTRU
indicates the use of number theory and two binary truncated polynomial rings
GF (2)[x]/ (xn + 1), (n ∈ Z+). Because both algorithms for encryption and de-
cryption of DBTRU are only simple modular polynomial operations, DBTRU is
as fast as NTRU. Although the message-expansion factor in DBTRU is higher
than that in NTRU, the keys of DBTRU are smaller under approximately the
same level of security.

In this paper, we further analyze the security of DBTRU and propose a
linear algebra attack that can break it for all recommended parameter choices to
compare the security levels in NTRU. More precisely, we first explore a hidden
linear relationship between the public keys and the secret keys and find the
parameter constraints for plaintext and secret key security while guaranteeing
correct decryption.

4



2 The DBTRU Cryptosystem

In this section we will describe the theoretical part of the DBTRU cryp-
tosystem, more precisely the notations, with the help of which we will state key
generation, encryption, decryption, as presented in [13].

2.1 Notations

This cryptosystem is based on two integer parameters: s, l and four sets: Bf ,
Bg, Bϕ, Bm of polynomials with binary coefficients. In general, s is smaller than l
and gcd(s, l) = 1. Let R = Z [x]/(xn-1). The polynomial ring GF (2)[x]/(xn+1)
is denoted by Rn[x]. DBTRU is working in Rs[x] and Rl [x]. We write ∗ for
polynomial multiplication inRn[x] and let deg(f ) denote the degree of f ∈Rn[x].
Let df , dg, dϕ and dm denote the maximum degree and Hamming weight of f,
g, ϕ and m respectively. We set the modular polynomials as S = xs + 1 and L
= xl + 1. The definition L(d1, d2) in NTRU will be replaced with:

B(d) = {b ∈ Rl[x] | deg(b ≤ d}.

2.2 Key Generation

For the key generation process, Bob chooses two arbitrary positive integers
s and l s.t. s < l and sets df = s − 1. More than that, Bob chooses a small
positive integer Nf and arbitrary Nf polynomials fi ∈ Bf (i ∈ [1, Nf ]), which
are invertible in both Rs[x] and Rl[x].

For each fi, Bob computes Fi,s ∈ Rs[x] and Fi,l ∈ Rl[x], where Fi,s ∗ fi ≡ 1
mod S and Fi,l ∗ fi ≡ 1 mod L. Then Bob computes f and its two inverses, Fs

and Fl:

f =
Nf∏
i=1

fi Fs =
Nf∏
i=1

Fi,s Fl =
Nf∏
i=1

Fi,l.

Bob chooses a non-zero polynomial g ∈ Bg and computes:

h = g ∗ Fl ∗ S mod L.

Private key: f, fi, Fs.
Public key: h.

2.3 Encryption and Decryption

If a second entity, let’s say Alice, wnts to send a s−bit message m to Bob,
firstly will randomly select a non-zero polynomial ϕ0 ∈ Bϕ, a small positive
integer Nϕ and arbitrary Nϕ polynomials ϕi ∈ Bϕ ∈ [1, Nϕ]. The ciphertext is
given by the next formula:

e ≡ (ϕ0 ∗ h+ S ∗
Nϕ∑
i=1

ϕi +m) mod L. (1)
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Then, Alice sends the l−bit ciphertext e to Bob and after receiving e, Bob
will compute:

a ≡ f ∗ e mod L, (2)

recovering the message m by computing:

m ≡ Fs ∗ a mod S .

To ensure successful decryption, it is necessary that:

l > max(dega) = Nf · df + dϕ + s.

3 Security Analysis

For the success of the attack, the authors discovered several vulnerabilities.
First, they found that there is a hidden linear relationship between the public
keys and the random non-zero polynomial in the encryption phase. Second,
they constructed a linear system of equations with the unknown random non-
zero polynomial and recovered the plaintext message after obtaining the random
non-zero polynomial. In the last part of this section is presented the whole
algorithm of the attack.

3.1 The Hidden Linear Relationship

Theorem 1. As described in the DBTRU cryptosystem, let S = xs + 1 and L
= xl + 1, where s < l. Let ϕi ∈ Bϕ (i=0, 1, ..., Nϕ) be some randomly chosen
polynomials with ϕ0 ̸= 0. For the ciphertext:

e = (ϕ0 ∗ h+ S ∗
Nϕ∑
i=1

ϕi +m) mod L, (3)

if l ≥ s + 2dϕ + 2, then the part of the coefficients of e, namely, es+dϕ+1, ...,
el−1 are equal to the coefficients of ϕ0 ∗ h mod L, with the same degree.

Proof. As calculated above (3), we can rewrite e as:

e =

l−1∑
i=0

eix
i,

where ei ∈ GF(2) (i=0, 1, ..., l - 1). We assume:

ϕ0 = α0 + α1x+ ...+ αdϕ
xdϕ ,

where αi ∈ GF(2) (i=0, 1, ...,dϕ). In addition,

h = h0 + h1x+ ...+ hl−1x
l−1,
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with hj ∈ GF(2) (j=0, 1, ..., l-1). Next, we have:

deg(S ∗
Nϕ∑
i=1

)ϕi +m) ≤ s+ dϕ.

Considering the maximum degree of components of ϕ0 ∗ h, we have:

deg(ϕ0 ∗ h) ≤ dϕ + dh = dϕ + l − 1.

From the precise analysis above, we have only part of the coefficients of e re-

lated to the ϕ0 ∗ h, S ∗
Nϕ∑
i=1

ϕi and m. More specifically, only the coefficients

e0, e1, ..., edϕ−1 are affected by the modulo L, and es+dϕ+1, ..., el−1 are just equal
to the coefficients of ϕ0 ∗ h mod L with the same degree.

As a result of theorem 1, we can observe that the DBTRU break consists in
the irrationality of the ciphertext structure. In each encryption process, we can
build the following system of linear equations:

hl−1α0 + hl−2α1 + ...+ hl−dϕ−1αdϕ
= el−1

hl−2α0 + hl−3α1 + ...+ hl−dϕ−2αdϕ
= el−2

. . .
hs+dϕ+1α0 + hs+dϕ

α1 + ...+ hs+1αdϕ
= es+dϕ+1

(4)

with the partial coefficients ek =
∑

i+j=k αi · hj(s+ dϕ + 1 ≤ k ≤ l − 1) of the
ciphertext e.

Next, we redefine equation (4) as:

A =


hl−1 hl−2 · · · hl−dϕ−1

hl−2 hl−3 · · · hl−dϕ−2

...
...

. . .
...

hs+dϕ+1 hs+dϕ
· · · hs+1

 ,

where the elements of the matrix are tthe coefficients of the public key h.

The system of equations (4) has a unique solution, therefore the plaintext
and secret polynomial ϕ0 will be secure if l < s+ 2dϕ + 2.
In the next subsection will be presented how to recover the unique solution ϕ0.

Remark 1. Cao Minh Thang and Nguyen Binh [12] proposed an assessment
of the algebraic attack on this scheme. Focusing on too many unknown polyno-
mials was the real issue with their security analysis. With more attention, the
researchers ([13]) managed to discover the hidden linear relationship between
the public keys and the random non-zero polynomial.
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3.2 Recover the Non-Zero Polynomial ϕ0

First, we have to analyze the solutions of Equation (4). If we know that
the rank of matrix A defined above is equal to n, then Equation 4 should have
only one solution, which is ϕ0. This result (rank(A) is showed in [14], second
Theorem:

Theorem 2. Let N be a positive integer. Let p1, ..., pl be the distinct prime
factors of N. Consider the ring x × x matrices with entries in ZN. Then, the
proportion of invertible matrices (i.e., with determinant coprime to N) is equal
to:

l∏
i=1

n∏
k=1

(1− p−k
i ).

Applying this theorem leads us to following Corollary:

Corollary 1. Let p be a prime integer and t ≥ 0 be an integer. Let M(n+t)×n

(Zp) denote the ring consisting of (n + t) × n matrices with entries in Zp. The
probability of having at least one n × n invertible matrix in M(n+t)×n (Zp is:

1−

(
1−

n∏
k=1

(1− p−k)

) n+ t
n



For more information, you can look at the proof of this corollary at [13].

Table 1. Probability of at least one n× n invertible matrix in M(n+t)×n (Zp),
with p = 2.

n
t t = 0 t = 1 t = 2 t = 3

n = 28 0.2879 0.99995 1.00000 1.00000
n = 45 0.28879 1.00000 1.00000 1.00000
n = 148 0.28879 1.00000 1.00000 1.00000

Remark 1. From Table 1, we can see that even for p = 2, we only need to
choose 3 times or more from M(n+t)×n (Zp); then we can get a invertible n× n
matrix with a probability close to 1.

After obtaining ϕ0, an attacker can recuperate the message m by computing:

m ≡ (e− ϕ0 ∗ h)modS.
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Next, we display the proposed attack presented in [13]:

Algorithm 1 Algorithm 1: Main strategy of this attack

Input: ek =
∑

i+j=k ϕ
′
i · hj (s+ dϕ + 1 ≤ k ≤ l − 1).

1: Choose dϕ + 1 equations from the input system of linear equations, and
denote its coefficient matrix as A.

2: Determine whether detA is equal to be zero.
3: If the detA ̸= 0, apply Gaussian elimination to get the solution a =(

a0, a1, · · · , adϕ

)
of the selected systems of equations in Step 1.

4: Else, then reselect dϕ + 1 equations, and go back to Step 2, until we find a
system of equations for which its coefficient matrix is invertible.

5: For all equations entered, check if a =
(
a0, a1, · · · , adϕ

)
is a solution to each

equation. If so, then we claim to have the target polynomial ϕ0.
6: Compute (e− ϕ0 ∗ h) mod S.

Output: The s− bit plaintext message m.

4 Experiments Results

In DBTRU, the authors concluded that as a variant of NTRU, DBTRU has
advantages in both security and performance comparison with NTRU, as shown
in Table 1 and Table 2.

Table 1: Comparison in moderate security mode of NTRU.

Moderate Security NTRU DBTRU

Basic parameters
(N, p, q, df , dg, d) =
(107, 3, 64, 15, 12, 5)

(s, l, dϕ, dg, Nf , Nϕ) =
(37, 197, 27, 105, 3, 4)

Sm 226.5 251.21

Sk 250 251.71

Public key (bits) 642 197
Private key (bits) 340 222
Message-expansion 3.78 5.32
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Table 2: Comparison in highest security mode of NTRU

Highest Security NTRU DBTRU

Basic parameters
(N, p, q, df , dg, d) =
(503, 3, 256, 216, 72, 55)

(s, l, dϕ, dg, Nf , Nϕ) =
(197, 1019, 147, 500, 3, 4)

Sm 2170 2292.70

Sk 2285 2292.71

Public key (bits) 4024 1019
Private key (bits) 1595 1182
Message-expansion 5.05 5.17

Sage Math was used here to complete the experiments.

Table 3: The probability of having an invertible matrix

Parameters Once Twice Three times
(s, l, dϕ, dg, Nf , Nϕ) =
(37, 197, 27, 105, 3, 4)

0.2987 1 1

(s, l, dϕ, dg, Nf , Nϕ) =
(59, 293, 44, 120, 3, 4)

0.2957 1 1

(s, l, dϕ, dg, Nf , Nϕ) =
(197, 1019, 147, 500, 3, 4)

0.3033 1 1

From Table 3, the experiment data validate Remark 2.
Next, we give the total running time of breaking the DBTRU cryptosystem
under 10,000 sets of data in Table 4: The running time for breaking DBTRU.

Table 4: The running time for breaking DBTRU

Parameters
The Number of
Equations

The Number of
Variables

Running
Time(Sec)

(s, l, dϕ, dg, Nf , Nϕ) =
(37, 197, 27, 105, 3, 4)

132 28 15.7352

(s, l, dϕ, dg, Nf , Nϕ) =
(59, 293, 44, 120, 3, 4)

189 45 23.6364

(s, l, dϕ, dg, Nf , Nϕ) =
(197, 1019, 147, 500, 3, 4)

674 148 128.0634
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From Table 4 , the results show that for the three parameter choices recom-
mended in the DBTRU cryptosystem, our proposed linear algebra attack can
recover the plaintext within 1 s.

5 Conclusions

In CTRU, the analogue of public key cryptosystem NTRU, the ring of
integers is replaced by the ring of polynomials in one variable over a finite field.
Attacks based on either the LLL algorithm or the Chinese Remainder Theorem
was avoided. What we have to know is that an important tool of cryptanalys is
the Popov normal form of matrices with polynomial entries. Also, the speed
of encryption/decryption of CTRU is the same as NTRU for the same value
of N .

Compared to NTRU, DBTRU has certain advantages regarding security
and performance. At nearly the same level of security, DBTRU always has
smaller keys. In this opaper, the focus was on breaking DBTRU, by a linear
algebra attack, exploiting the secret linear relationship between public keys and
secret keys. This attack is not only practical, but the plaintext can be recovered
in less than 1s on a single PC.
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