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ABSTRACT
NIST issued a new call in 2023 to diversify the portfolio of quantum-resistant digital signature schemes since the current portfolio relies on lattice problems. The MAYO scheme, which builds on the Unbalanced Oil and Vinegar (UOV) problem, is a promising candidate for this new call. MAYO introduces emulsifier maps and a novel 'whipping' technique to significantly reduce the key sizes compared to previous UOV schemes. This paper provides a comprehensive analysis of the implementation aspects of MAYO and proposes several optimization techniques that we use to implement a high-speed hardware accelerator. The first optimization technique is the partial unrolling of the emulsification process to increase parallelization. The second proposed optimization is a novel memory structure enabling the parallelization of significant bottlenecks in the MAYO scheme. In addition to this, we present a flexible transposing technique for the data format used in MAYO that can be expanded to other UOV-based schemes. We use these techniques to design the first high-speed ASIC and FPGA accelerator that supports all operations of the MAYO scheme for different NIST security levels. Compared with state-of-the-art, like HaMAYO [23] and UOV [7], our FPGA design shows a performance benefit of up to three orders of magnitude in both latency and area-time-product. Furthermore, we lower the BRAM consumption by up to 2.8× compared to these FPGA implementations. Compared to high-end CPU implementations, our ASIC design allows between 2.81× and 60.14× higher throughputs. This increases the number of signing operations per second from 483 to 13424, thereby fostering performant deployment of the MAYO scheme in time-critical applications.
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1 INTRODUCTION
Public-key cryptography encompasses essential cryptographic primitives for key exchange, public-key encryption, key encapsulation, and digital signatures. Widely used public-key cryptographic algorithms are based on integer factorization or discrete logarithm problems, which are presumed to be computationally infeasible to solve using present-day computers. However, the emergence of a large-scale quantum computer poses a tangible threat to cryptographic primitives based on the above-mentioned mathematical problems as Shor’s quantum algorithm [25] can solve them in polynomial time. Over the last few years, quantum computer designs have seen accelerated advancements. Prominent developments in this field include IBM’s 5-qubit Tenerife in 2016, Google’s 53-qubit-effective Sycamore in 2019, USTC’s 76-qubit Jiuzhang in 2020, Xanadu’s 216-qubit Borealis and IBM’s 433-qubit Osprey in 2022, among others. Considering such rapid advancements, agencies, industries, and research institutions strive to facilitate a smooth transition to quantum-resistant public-key cryptography, commonly known as Post-Quantum Cryptography (PQC).

Existing PQC algorithms are grouped into five main categories based on their foundational mathematical problems: code-based, hash-based, isogeny-based, lattice-based, and multivariate-based problems. Each category has unique mathematical and practical characteristics, strengths, and constraints. To standardize PQC algorithms, the US standardization organization NIST initiated the project “Post Quantum Cryptography Standardization” in 2016 and called for proposals. In July 2022, NIST selected one key encapsulation mechanism, namely Crystals-Kyber [24], and three signature algorithms, namely Crystals-Dilithium [2], Falcon [22], and SPHINCS+ [12] for standardization. The first three of them use lattice-based constructions, which leads to a need for more diversity in the PQC portfolio. Hence, in 2022, NIST issued a new call [16] specifically for additional post-quantum signature schemes. The list of submissions to this call has various signature algorithms relying on code-based, multivariate-based, MPC-based, and isogeny-based constructions. MAYO [4, 5] is a new post-quantum digital signature scheme based on the Unbalanced Oil and Vinegar (UOV) construction [15], a multivariate quadratic signature scheme. MAYO has also been submitted to NIST’s new diversification call for quantum-resistant digital signatures, and it is one of eleven signature schemes based on multivariate cryptography. MAYO reduces the key size
significantly by using a minimal oil space and employs a special whipping up technique to avoid falling out of the oil and vinegar map. This technique makes MAYO more compact than state-of-the-art lattice-based signature schemes such as Falcon and Dilithium.

A new cryptographic signature scheme must be efficiently computable on diverse software and hardware platforms for broad adoption in real-world applications. Several implementation methods must be researched to examine the schemes’ speed, memory, and energy efficiency while considering specific application and platform requirements. This was also the case in the first three rounds of the NIST standardization project. There, we have seen numerous papers investigating the secure and efficient implementation [3, 8, 13, 14, 18] of novel PQC algorithms on high-end software, resource-constrained microcontroller, FPGA and ASIC hardware, and other platforms. Just few works are available in literature that consider implementations of UOV-based schemes, like MAYO.

The MAYO team provides a reference software implementation and an optimized version. The optimized version boosts the performance by utilizing AES-NI and AVX2 instructions during computations [21]. Another work [10] focuses on porting and optimizing the MAYO scheme for ARM microcontrollers and proposes new parameters to improve the signing and verification processes. Recently, an FPGA implementation of the MAYO scheme is proposed [23] that implements the MAYO scheme but does not support signature verification. Apart from MAYO works, some publications target the closely related UOV scheme [7] which the MAYO scheme is based on. Many operations performed in the MAYO scheme are similar to the UOV scheme. Hence we consider UOV works for comparison. At the time of writing this paper, there is one UOV work [7] that fully implements the UOV scheme. This work analyses techniques to port UOV to microcontrollers and FPGAs.

**Application-area:** Integrating multivariate signature schemes such as MAYO in high-performance real-time systems is constrained by the computationally intensive UOV mathematics. On the resource constrained Arm M4 microcontroller [5] running at 24MHz, a single signature generation at the lowest security level takes approximately 0.38 seconds. Furthermore, a highly optimized AVX2 software implementation [5] on an Intel Xeon Gold 6338 CPU at 2.0 GHz achieves only 4348, 1205, and 483 signature generations per second at security level 1, 3, and 5, respectively. This level of performance is insufficient for real-time applications (e.g., servers), particularly when compared to Hardware Security Modules (HSMs) like the Thales HSM [11], which can perform up to 10, 000 RSA and 20, 000 ECC operations per second. Our proposed hardware accelerator at 1.5 GHz achieves 48188, 22840, and 13424 signature generations per second for each security level.

**Contributions:** This paper investigates the potential of hardware acceleration to significantly improve the throughput and efficiency of the MAYO algorithm. We deploy several techniques dedicated to hardware platforms to enhance the performance of the MAYO scheme. In addition, our techniques also apply generally to the base UOV scheme [7]. Our contributions are as follows:

- First, we propose partial loop unrolling to reduce the latency of the emulsification process in the MAYO scheme. Our highly parallelized architecture allows the reconfiguration of the arithmetical block to perform the emulsification of different iterations simultaneously. This accelerates the emulsification in both signing and verification from \((k \times k + 1)/2\) to \(k\) iterations.
- Second, we present a novel memory structure that is both performant and memory-saving simultaneously. The memory structure allows a high degree of parallelization of matrix multiplications, which enables us to increase the performance. The performance benefits especially affect matrix multiplications involving oil space and vinegar maps. These are the major computation bottlenecks. Additionally, the memory structure allows us to perform the loop unrolling of nested loops during signature generation and verification.
- Third, we propose a novel flexible matrix transpose module design that operates on our optimized memory structure. The transpose unit is flexible regarding throughput, meaning that a trade-off between latency and resource utilization is possible at design time. Hence, a higher throughput leads to a lower latency and higher area consumption and vice versa.
- Fourth, we optimize the efficiency of our design by reducing the amount of memory to reach a low area-time product (ATP). Contrasting to other works, we do not store pseudo-randomly generated data in memory but immediately consume it for computations. This allows us to halve the required on-chip memory consumption on FPGAs. The impact on memory savings on ASIC platforms is even higher.

We combine all these techniques to design a hardware accelerator that supports all operations of the MAYO scheme. The supported operations include key generation, signing, and verification for different NIST security levels. We tested our optimized design on FPGA and verified its functionality via the reference implementation of the MAYO team. In addition to this, we also give implementation results for ASIC using 28nm technology.

**Outline:** In Section 2, we provide the background, such as finite field arithmetic, multivariate quadratic maps, and the Oil and Vinegar signature scheme [15]. It also contains a description of the MAYO signature scheme, which gives a detailed explanation of its specifications, like their whipping technique, emulsifier maps, and more. Section 3 gives an in-depth explanation of our optimization strategies and Section 4 shows how they are Incorporated. Section 5 we discuss the scheduling of the key generation, signing and verify operation. Section 6 gives an in-depth ablation study of our optimization strategies. Section 7 presents the evaluation and results compared to related works and in Section 8, we discuss the security aspects and implications of our work.

## 2 BACKGROUND

This section covers the background necessary to understand arithmetic used in the UOV [7] and MAYO [4] scheme.

### 2.1 Finite field arithmetic over \(\mathbb{GF}(2^4)\)

The arithmetic in the MAYO digital signature algorithm is mainly based on vector and matrix operation in the finite field \(\mathbb{GF}(2^4)\). Elements in this field can be represented as a polynomial of degree 3, e.g., \(a = a_3 x^3 + a_2 x^2 + a_1 x + a_0\), where \(a_3, a_2, a_1, a_0\) are elements of \(\mathbb{GF}(2)\). For the rest of the paper, we use the following encoding, an element \(a \in \mathbb{GF}(2^4)\) is encoded as an unsigned 4-bit integer,
whose 4 bits are the coefficients of the polynomial, e.g., Encode\(a = a_3x^3 + a_2x^2 + a_1x + a_0\) = \(a_3(2a_1a_0)\). For example, Encode\((1x^3 + 0x^2 + 1x + 0)\) is equal to \((1010)_2\), which is 10 in decimal.

### 2.2 Multivariate Quadratic Maps

The core of the Oil and Vinegar [15] and the MAYO scheme are multivariate quadratic maps. We follow the definition and notation presented in [4]. Such a map \(P(x) = (p_1, \ldots, p_m) : \mathbb{F}_q^m \rightarrow \mathbb{F}_q^m\) consists of \(m\) multivariate quadratic polynomials in \(n\) variables and the coefficients of the polynomials are in \(\mathbb{F}_q\), the finite field with \(q\) elements. This map is evaluated by simply evaluating each polynomial \(p_i\). Both, UOV and MAYO use homogeneous multivariate maps in the sense that every polynomial is in homogeneous form. In the quadratic case this results in polynomials where every nonzero term is quadratic. Let \(c_{ij}\) be the coefficient of the quadratic term \(x_i x_j\). Then, a polynomial can be expressed as

\[
p(x) = p(x_1 \ldots x_n) = \sum_{1 \leq i,j \leq n} c_{ij} x_i x_j. 
\]

Eq. 1 can be rewritten into

\[
p(x) = x^T \begin{pmatrix} c_{11} & c_{12} & \cdots & c_{1n} \\ 0 & c_{22} & \cdots & c_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & \cdots & c_{nn} \end{pmatrix} x. 
\]

MAYO uses this upper triangular matrix form of Eq. 2 and defines polynomial evaluation as

\[
p_i(x) = x^T P_i x = x^T \begin{pmatrix} p^{(1)}_i \\ p^{(2)}_i \\ 0 \end{pmatrix} x. 
\]

Since there are \(m\) different multivariate quadratic polynomials, we end up with \(m\) different \(P_i\) matrices, which need to be evaluated. Therefore, the result of the multivariate quadratic map is defined as \(P(a) = b\) with \(b = (p_1(a), \ldots, p_m(a))\).

### 2.3 Oil and Vinegar

The original Oil and Vinegar algorithm was presented by Patarin [19] in 1997. The motivation was to create a cryptographic scheme based on a set of multivariate quadratic equations, since solving such equations is NP-hard [15]. The main idea behind these schemes is to introduce a trapdoor into the set of equations to allow efficient sampling of preimages. While the original scheme was broken, its modified version Unbalanced Oil and Vinegar still seems to be secure at the current state and, therefore, was chosen as the foundation of the MAYO scheme.

The description and notation of the Oil and Vinegar signature scheme is adapted from [4]. The central object of this scheme is the multivariate quadratic map, which acts as a public key in the scheme. To sign a message \(M\), it first obtains its digest using a cryptographic hash function \(H\) and a random salt. Then, the signature \(s\) is the preimage under the multivariate quadratic map \(P\) of the specific digest value such that \(P(s) = H(M)(\text{salt})\). However, since sampling preimages for multivariate quadratic maps, known as MQ problem, is considered hard, we need a trapdoor to obtain them efficiently. The trapdoor information in the Oil and Vinegar scheme is the so-called Oil space, a \(m\) dimensional linear subspace \(O \subset \mathbb{F}_q^m\) where \(P\) vanishes, meaning that

\[
P(o) = 0 \quad \text{for all} \quad o \in O. 
\]

Knowledge of the oil space allows to efficiently sample preimages of \(P\) and, thus, a basis of the oil space acts as the secret key. Specific attacks against Oil and Vinegar schemes try to recover the oil space from the public key, which led to the break of the original Oil and Vinegar version. Since \(O\) is hidden in \(\mathbb{F}_q^m\), increasing \(n\) for a fixed \(m\) renders these attacks more difficult. The Unbalanced Oil and Vinegar scheme follows this principle and uses \(n = 3m\) to prevent the recovery of the oil space.

To understand how this information helps to generate the signature, the polar form of quadratic polynomials is needed. Every homogeneous multivariate quadratic polynomial has an associated symmetric and bilinear form \(p'(x, y) = p(x + y) - p(x) - p(y)\). Similarly, the polar form of a multivariate quadratic polynomial map consisting of \(m\) polynomials is defined as

\[
p'(x, y) = P(x + y) - P(x) - P(y).
\]

Given a target \(t \in \mathbb{F}_q^m\), one selects a vector \(v \in \mathbb{F}_q^m\) and solves \(P(v + o) = t\) for \(o \in O\). From Eq. 5, it follows that

\[
P(v + o) = P(v) + P(o) + P'(v, o) = t. 
\]

Since \(P(v)\) is fixed and due to Eq. 4, only the linear system \(P'(v, o) = t - P(v)\) remains to be solved for \(o\) and the signature is computed via \(s = v + o\). The security of the signature algorithm is based on the MQ problem, which is considered NP-hard if \(n - m\), even for quantum computers [4]. However, the Oil and Vinegar scheme suffers from large public key sizes in the order of 50 kB, which limits the use case as a practical signing algorithm.

### 2.4 MAYO Signature Algorithm

In this section, we give a short description of the MAYO scheme. The description and notation is adapted from [4] according to the latest specifications described in [5]. Readers may refer to [4, 5] for more details. MAYO modifies the original Oil and Vinegar scheme to tackle the problem of large key sizes. The design philosophy is closely related to UOV and follows the same principles. Its security is also based on the MQ problem, and signatures are preimages of the hashed message under a multivariate quadratic map. The key generation, signing, and signature verification are similar to those of Oil and Vinegar. The main difference lies in the choice of the oil space dimension. MAYO uses an oil space that is too small for quantum computers [4]. However, the Oil and Vinegar scheme suffers from large public key sizes in the order of 50 kB, which limits the use case as a practical signing algorithm.
2.4.1 Public Key Size. The public key in the Oil and Vinegar scheme is the multivariate quadratic map $P$ consisting of $m$ multivariate quadratic polynomials in $n$ variables. Thus, the memory requirement for storing $P$ is $m^2 \log q$ due to the upper triangular matrix form of a polynomial defined in Eq. 3. Pätzold et al. [20] showed that $P^{(1)}_i \in \mathbb{F}_q^{(n-o)\times(n-o)}$ and $P^{(2)}_i \in \mathbb{F}_q^{o\times(n-o)}$ can be generated pseudo randomly and, as a result, only $P^{(3)}_i \in \mathbb{F}_q^{o\times o}$ needs to be stored as public key. This method reduces the key size to $m^2 \log q$. However, the original Oil and Vinegar scheme requires $o$ to be at least as large as $m$, otherwise the linear system obtained from Eq. 6 is unsolvable with high probability. The MAYO scheme proposes a novel whipping technique to allow a further reduction of the public key by reducing the dimension of the oil space.

2.4.2 Whipping Technique. As mentioned in Section 2.4, MAYO transforms $P$ up into a larger map $P^r$. This whipping transformation must have the property that if $P$ vanishes on a subspace $O \subseteq \mathbb{F}_q^m$, then $P^r$ needs to vanish on $O^k \subseteq \mathbb{F}_q^m$, where $k$ is the whipping parameter which controls the size of the oil space with $o = \lceil m/k \rceil$. The concrete whipping operation is defined as

$$P^r(x_1, \ldots, x_k) = \sum_{i=1}^k E_{ii}P(x_i) + \sum_{i=1}^k \sum_{j=i+1}^k E_{ij}p^r(x_i, x_j).$$

(7)

The matrices $E_{ij} \in \mathbb{F}_q^{m \times m}$ are the so-called emulsifier maps and fundamental for the security of the whipping technique. These emulsifier maps are described in detail in Sec. 2.5. Further, the signature of MAYO can be sampled similar to Eq. 6 of UOV by solving the linear system of Eq. 8

$$P^r(v_1 + o_1, \ldots, v_k + o_k) = t,$$

(8)

which has $m$ equations in $ko$ variables.

2.4.3 Scheme Description. In this section, we briefly describe the key generation, signature generation and signature verification algorithms of MAYO.

Key Generation: To generate a key-pair, a randomly-generated seed is expanded and its output is used as matrix $O \in \mathbb{F}_q^{(n-o)\times o}$. $O$ is the secret key and the according oil space $O$ is the rowspace of $(O^\top I_o)$, where $I_o$ denotes the identity matrix of size $o$. As described in Eq. 4, the multivariate quadratic map $P$ must vanish on $O$. Thus, a polynomial $p_i(x)$ of $O$ has to fulfill

$$(O^\top I_o) \begin{pmatrix} p^{(1)}_i \\ p^{(2)}_i \\ p^{(3)}_i \end{pmatrix} = 0.$$  

(9)

Therefore, it is possible to generate $P^{(1)}_i$ and $P^{(2)}_i$ pseudo-randomly from a seed and set $P^{(3)}_i$ to $\text{Upper}(O^\top P^{(1)}_i + O^\top P^{(2)}_i)$, where $\text{Upper}(\cdot)$ is defined as $\text{Upper}(M_{ij}) = M_{ij}$ and $\text{Upper}(M_{ij}) = M_{ij} + M_{ji}$ for $i < j$. Generating large parts of the matrices pseudo-randomly enables the significant key size reduction since we do not need to store the whole key information. Instead we generate parts of the public and private key based on the respective seed. In case of private key we now only need to store the private seed while the public key consists of public seed and $P^{(3)}_i$. Additionally, the whipping transformation described in Section 2.4.2 reduced the size of $P^{(3)}_i$ from $m \times m$ to $o \times o$.

Signature Generation: To compute a signature of a message $M$, a random salt is generated and the digest $t = H(M||\text{salt})$ is computed. Afterwards, one chooses vectors $(v_1, \ldots, v_k)$ and solves the linear system for $(o_1, \ldots, o_k)$ as shown in Eq. 8. As described by Beullens et al. [5], the last $o$ entries of $v_i$ can be set to 0 without affecting the distribution of the signing output. Thus, one generates $v_i \in \mathbb{F}_q^{(n-o)}$ randomly and sets $v_i$ to $(v_i, 0)$. As a result of this choice, only $P^{(1)}_i$ is needed for the signature computation. Similar to Eq. 6, the oil space trapdoor information enables the partition of Eq. 8 into a constant and a linear part, which leads to

$$P^r(v_1 + o_1, \ldots, v_k + o_k) = \sum_{i=1}^k E_{ii}P(v_i + o_i) \text{ (constant)}$$

$$+ \sum_{i=1}^k \sum_{j=i+1}^k E_{ij}p^r(v_i + o_i, v_j + o_j) \text{ (linear)} = t.$$  

(10)

The constant part can be calculated using

$$p_i(v_k) = v_k^\top P^{(1)}_i v_k.$$  

(11)

For the computation of the linear part, the evaluation of the linear transformation $P^r(v_k, \cdot)$ has to be carried out. To achieve that, the matrix representation of the linear transformation can be used, which is defined as

$$L_i = (P^{(1)}_i + P^{(2)}_i) \text{O} + P^{(3)}_i.$$  

(12)

Then, each component $p_i'(v_k, \cdot)$ of $P^r$ is defined as $v_k^\top L_i$. Applying Eq. 11 and Eq. 12 to Eq. 10 results in the augmented matrix which needs to be solved for $o_i$ to compute the signature. The linear system can be solved using one of the many available algorithms, e.g., Gaussian elimination.

Signature Verification: Given a message $M$ and a signature $(\text{salt}||s_1, \ldots, s_k)$, only the digest $t = H(M||\text{salt})$ is obtained and the whipped up map $P^r(s_1, \ldots, s_k) = t$ is evaluated. If $t = i$, the signature is accepted, otherwise rejected.

2.5 Emulsifier maps

One vital component of the MAYO signature scheme is the so-called emulsifier maps $E \in \mathbb{F}_q^{m \times m}$. Their usage is the main difference to the original Oil and Vinegar algorithm and the reason for the compact public key size. $E$ corresponds to a multiplication by $z$ in a finite field $\mathbb{F}_q[z]/f(z)$ where used in computations of the form $E^u$, where $u$ denotes a vector of length $m$ and $l$ takes values from $0$ to $k(k+1)/2 - 1$. However, instead of computing the matrix multiplications explicitly, it is more efficient, especially regarding memory access limits in hardware, to interpret $u$ as single polynomial and perform the reduction mod $f(z)$ once, which resembles a multiplication in the finite field $\text{GF}(2^m)$. Similar to the finite field described in Section 2.1, elements of $\text{GF}(2^m)$ can be represented as a polynomial, however, this time of degree $m - 1$ and with coefficients in $\text{GF}(2^4)$. Therefore, $a \in \text{GF}(2^4)$ is of the form

$$a = a_{m-1}2^{m-1} + a_{m-2}2^{m-2} + \cdots + a_1z + a_0.$$  

(13)

The emulsifier map $E$ now represents a multiplication by $z$. Analog to field multiplication in $\text{GF}(2^m)$, we need to reduce the
resulting polynomial, to receive a valid GF((2^k)^m) element again. In this case, the reduction polynomial is z^4 + 8z^3 + 2z^2 + 8. To apply E to a vector a, we interpret a as polynomial of the form seen in Eq. 13, and perform the following computations:

\[
b = a, \quad b_1 = a_{i-1} \quad \text{for } i \notin \{0, 2, 3\}.
\]

(14)

It is important to note that the additions and multiplications in Eq. 14 are GF(2^k) operations. This approach blends well with our packed format described in Section 4.3, as we are able to load m values and, therefore, a whole GF((2^k)^m) element in one cycle in hardware. To evaluate E^u, we perform this computation l times.

3 OPTIMIZATION STRATEGIES

This section presents several high-level optimizations to improve MAYO’s performance and memory consumption on hardware.

3.1 On-the-fly Coefficient Generation

The P_{i,m} matrices are the fundamental building block of the MAYO scheme. MAYO splits each P_i matrix into three sub-matrices P_i^{(1)}, P_i^{(2)}, and P_i^{(3)} as shown in Eq. 3. Table 1 shows the dimension of the P_i and its sub-matrices for NIST security levels 1 (MAYO1), 3 (MAYO3), and 5 (MAYO5). The table indicates the large size of the P_i matrices which lead to a high memory consumption making it an important aspect in the designing stage. Let us consider the smallest level MAYO1 with parameters (n = 66; m = 64; o = 8; k = 9; q = 16) as an example to give an impression of the total memory consumption. There are m P_i matrices each with size n x n leading to a total of (n x n) x m = 278,784 elements. Each matrix element is in GF(2^k) and we need 4 bits to represent each element, leading to 136 kB that would need to be stored in memory. We optimize the efficiency of our design by reducing the memory consumption of each P_i from n x n elements to just o x o elements. This is possible since the coefficients of the P_i^{(1)} and P_i^{(2)} matrices can be generated pseudo-randomly based on the public seed. To be precise, every time some P_i^{(1)} or P_i^{(2)} matrix is needed in an operation, it is possible to generate the matrix element instead of retrieving their elements from on-chip storage. Thus, it is only required to store the P_i^{(3)} matrices. This measure reduces the overall memory demand while not affecting the performance.

3.2 Parallel Matrix Column Multiplication

Generating the coefficient of P_i^{(1)} and P_i^{(2)} on the fly significantly reduces the memory usage. However, it still allows us to carry out the matrix multiplications efficiently. Matrix multiplication can be broken down into several vector-vector multiplications, as shown in Eq. 15. Each row vector of matrix A is multiplied with each column vector of matrix B in a multiply-and-accumulate (MAC) fashion. Every vector-vector multiplication obtains one element of the result matrix C.

\[
\begin{pmatrix} a_0 & a_1 & a_2 \\ a_3 & a_4 & a_5 \end{pmatrix} \times \begin{pmatrix} b_0 & b_1 \\ b_2 & b_3 \end{pmatrix} = \begin{pmatrix} c_0 & c_1 \\ c_2 & c_3 \end{pmatrix}
\]

(15)

The elements sharing the same color can be multiplied in parallel. Therefore, we can parallelize the multiplication of one left-hand coefficient (i.e., a_0) with the according row coefficients (b_0 and b_1) of the right-hand side. To take advantage of this observation, we instantiate as many MAC units as there are columns in B. In the case of MAYO, the number of columns is fixed to k, meaning that either 9, 11, or 12 units are needed depending on the security level. This optimization reduces the latency of these operations by a factor of k.

3.3 Parallelizing Computation of L_i

The on-the-fly generation of the P_i^{(i)} matrices demands proper treatment in various locations of MAYO. One such location is the MAYO.ExpandSK() operation, shown in Eq. 16. The shown addition of P_i^{(1)} and P_i^{(1)\top} is not easily possible since we generate the P_i^{(1)} matrix in a row-wise manner to simplify on-demand seed expansion. The row-wise generation affects the computation of L_i in MAYO.ExpandSK() (Step 17 of Algorithm 6 of [5]). Hence, we adapt the computation of L_i as shown in Eq. 16.

\[
L_i = \left( P_i^{(1)} + P_i^{(1)\top} \right) O + P_i^{(2)} = \frac{P_i^{(1)} O + P_i^{(1)\top} O + P_i^{(2)}}{\text{MAC MAC MAC}}. \quad (16)
\]

We can see that two matrix multiplications are involved in our adapted computation. The left operands of each multiplication P_i^{(1)} and P_i^{(1)\top} are generated pseudo-randomly. The row-wise generation is exactly the required order for a straightforward matrix-matrix multiplication as discussed in Sec. 3.2. Thus, we use a simple multiply and accumulate (MAC) unit for this computation. Yet, the row-wise generation of P_i^{(1)} corresponds to a column-wise generation of P_i^{(1)\top}, which hinders a straightforward matrix-matrix multiplication in the second multiplication. The following examples in Eq. 17 and Eq. 18 give an impression of this limitation and present our adapted algorithm to solve this challenge. We consider a simple matrix-vector multiplication of P and o where P is generated in a row-wise manner.

\[
u =Po = \begin{pmatrix} P_{1,1} & P_{1,2} \\ P_{2,1} & P_{2,2} \\ P_{3,1} & P_{3,2} \end{pmatrix} \begin{pmatrix} o_1 \\ o_2 \end{pmatrix} = \begin{pmatrix} P_{1,1} o_1 + P_{1,2} o_2 \\ P_{2,1} o_1 + P_{2,2} o_2 \\ P_{3,1} o_1 + P_{3,2} o_2 \end{pmatrix} \quad . \quad (17)
\]

Eq. 17 shows a standard matrix multiplication of Po. We obtain one element of the resulting vector u after consuming one full row of P and the column of o, as shown in Eq. 17. Hence, we accumulate the computations colored in red inside a MAC unit until all elements of the respective row of P are consumed. This procedure is repeated
for each row in \( P \) (colored blue and orange).

\[
v = P^\top o = \begin{pmatrix} P_{1,1} & P_{2,1} & O_1 \\ P_{1,2} & P_{2,2} & O_2 \\ P_{1,3} & P_{2,3} & O_3 \end{pmatrix} = \begin{pmatrix} p_{1,1}o_1 + p_{2,1}o_2 \\ p_{1,2}o_1 + p_{2,2}o_2 \\ p_{1,3}o_1 + p_{2,3}o_2 \end{pmatrix}. \tag{18}
\]

Eq. 18 shows a similar matrix multiplication just with transposed \( P^\top \) as the first operand. Yet, we cannot simply use the same MAC unit as in the previous case since the required elements for computing one element of \( v \) are no longer generated directly after each other. Therefore, we have to store the intermediate MAC results for each element of \( v \) in memory and retrieve them again for MAC-ing the following generated coefficients to carry out the accumulation. This approach referred to as BMAC enables us to compute the transposed matrix multiplication while maintaining the row-wise generation order of \( P_i^{(1)} \) through the computations.

Our presented BMAC approach is extendable to matrix-matrix multiplications. Each column vector of the right-hand side operand is processed in parallel by one dedicated BMAC unit, as discussed in Sec. 3.2. We apply this optimization to the computation of \( P_i^{(1)} o \) and \( P_i^{(1)\top} o \) within the MAYO.ExpandSK() function. Additionally, it is possible to parallelize the calculation of \( P_i^{(1)} O \) and \( P_i^{(1)\top} O \). Both MAC and BMAC operations take the same elements of \( P_i^{(1)} \) and \( O \) as input during the matrix multiplications.

### 3.4 Block Matrix Multiplication during Signature Verification

In the signature verification, we need to compute line 7 in Alg. 5 MAYO.Verify(). Due to the optimization described in Section 3.1, it is not possible to perform the matrix multiplication using the standard approach as the elements of \( P_i^{(2)} \) are generated after \( P_i^{(1)} \), when AES128 is used as pseudo-random function. Therefore, we apply a block matrix multiplication to line 7 in Alg. 5 MAYO.Verify() to calculate the results of \( P_i^{(1)} P_i^{(2)} \) and \( P_i^{(1)} \) individually. Forward, we combine the intermediate results accordingly using vector addition. Thus, only the intermediate results of the multiplication \( P_i s_i \) need to be stored, which are much smaller than the \( P \) matrices.

### 4 THE PROPOSED HARDWARE

This section explains the proposed hardware architecture and the main arithmetic blocks in a bottom-up fashion. We start with the overall design of our architecture to give an overview. Then, we present our pseudo-random data sampling, arithmetical units, memory management, and transpose units.

#### 4.1 Overall Design of Processor

This section shows how we combine all the components into one core. The overall architecture of the core is shown in Fig. 1. The right side of Fig. 1 shows the arithmetical block unit discussed in Sec. 4.4. It instantiates \( k \) many GF(16) ALUs, to allow a parallel computation of \( O, v, \) and \( s \). This parallel processing requires a total of \( k \) many memory banks, one for each GF(16) ALU. These memory banks are part of the Memory Wrapper discussed in Sec. 4.3, as shown in the bottom of Fig. 1. The Memory Access Controller is responsible for the data transfer between ALU, Memory Wrapper, and all other units. All of the other supplementary units required for MAYO are shown on the left. All of the units within the core are controlled via the Control Logic. The control logic uses a Finite-State-Machine (FSM) approach to run the subroutines of MAYO, namely key generation, secret key expansion, signature generation, public key expansion, and signature generation by reusing the same compute units, as shown in Fig. 1. The FSM is already designed to be easily replaceable with an instruction-set architecture (ISA) to allow fast adaption to possible changes in the scheme.

#### 4.2 Hashing and Pseudo-Random Data

In the latest specifications of MAYO [5], SHAKE256 is used for hashing and AES128 in counter mode to generate data from a public seed. An analysis of the MAYO software implementation shows that only a small time-share of the execution is spent on hashing via SHAKE256. However, the major time-share is spent on pseudo-random data sampling via AES128. The sampling based on AES128 in software benefits from the AES-NI instruction-set extension [1]. The AES-NI instructions invoke a built-in hardware accelerator for AES on high-end CPUs. This accelerates the major share of pseudo-random data sampling in MAYO.

There are two approaches to implement AES128 in counter mode. One can use either an iterative or a fully pipelined unrolled approach [26]. We will refer to the iterative approach as AES128-R and to the fully pipelined unrolled one as AES128-P through the rest of the paper. The iterative approach (AES128-R) instantiates one full AES round function that is iterated multiple times to perform one whole encryption. The advantage of this approach is the low area utilization since modules, like SubBytes(), ShiftRows(), MixColumns(), and AddRoundKey(), are reused multiple times.
The main disadvantage of AES128-R is the lower throughput as each encryption occupies the hardware instance completely. In our architecture, the AES128-R requires around 1.2k LUTs, 600 FFs, and outputs 128 encrypted bits after 12 cycles. In contrast to the iterative approach, the pipelined and fully unrolled approach (AES128-P) gives high throughput but causes high resource consumption. Compared to the AES128-R, AES128-P consumes around 10k LUTs, 6k FFs, and delivers 128 bits in each cycle after filling the pipeline.

In MAYO, AES128 is mainly responsible for generating the two matrices $P_i^{(1)}$ and $P_i^{(2)}$. The size of these two matrices depends on the selected NIST security level, which is either 1, 3, or 5. In case of the $P_i^{(1)}$ matrix, its size is either 1711, 4005, or 7381 elements while the size of $P_i^{(2)}$ is either 464, 890, or 1452 for each respective security level. It is possible to calculate the amount of time it takes to generate these matrices by using the equation $\left\lceil \frac{s_{m \cdot 5 \cdot r}}{l} \right\rceil$, where $s_{m \cdot 5 \cdot r}$ and $l$ represents the size of the matrix, size of each element, the bit-rate, and the latency of the bit-rate of each generation cycle. Note that the bit-rate for AES128 is 128 bit per 12 cycles in AES128-R and 128 bit per cycle in AES128-P once the pipeline is filled. Table 2 shows the total latency that both approaches require for sampling. Comparing the latency shows that AES128-P is around 12x to 15x faster than AES128-R while requiring around 9x more resources. Note, that we use $n = \text{wordsize}/128$ many AES cores for each security level, where the wordsize is either 256b, 384b, or 512b.

### 4.3 Organization of On-Chip Memory

One key factor of an efficient hardware implementation is a well-designed memory layout. A major factor of our memory layout is that it needs to support fast loading of relevant elements since the MAYO scheme mainly consists of matrix and vector operations. These operations are either performed on packed or unpacked data, explained as follows:

1. **Unpacked**: One memory location of a BRAM stores a whole vector $v$ or a row of the matrix $A$, marked in orange in Fig. 2a. This format is used when computing the matrix $A$ that is used in MAYO.Sign() as well as in SAMPLESOLUTION() and EF(). This allows us to load a whole row within a single load cycle.

2. **Packed**: One memory location of a BRAM stores $m$ elements $(p_i(x,y))$ for $i = 1...m$, marked in orange in Fig. 2b. The elements $(p_i(x,y))$ is the $(x,y)$-th coefficient of the matrix $P_{i \in m}$. The packed memory format is used each time a matrix in the form $P_{i}$ is involved. This means that loading one BRAM location gives us $m$ elements with the same indices from $m$ different matrices.

The $m$ multivariate quadratic polynomials operate on input values with the same indices, as shown in Fig. 2b. Therefore, we simply pack all the $m$ different matrix elements with the same index into one BRAM entry as they share the same input value. Thus, the packed format allows us to efficiently load and evaluate the $m$ different polynomials in parallel. Consequently, all vectors and matrices to the multivariate quadratic map are stored in the packed format, while the remaining are stored as unpacked.

Our parametric Memory Wrapper design is shown in Fig. 3, for its configuration in security level 1. The architecture of our core consists of an I/O Buffer and the actual Memory Wrapper. The memory wrapper contains a total of $k + 1$ many memory banks $(MEM_{i \in (k+1)})$, which are responsible for storing our packed and unpacked data during the operations in MAYO. One memory location of each memory bank is spread over the vertically arranged BRAMS, as marked in red. This memory location stores either data in packed or unpacked form as described in the listing above. We split the memory bank into two regions marked in yellow and orange, as shown in Fig. 3. The two memory banks $MEM_1$ and $MEM_2$ in the yellow region have a different word size. This is caused by the fact that we can store both packed and unpacked data. The word size of the packed data is 256b, which results from the size of an element in the GF$(2^9)$ field and the number of $m$ elements used in $P_{i \in m}$. Yet, the unpacked data requires a word size of 292b instead of 256b, which is used to store a whole row of a matrix $A \in \mathbb{GF}(2^9)^{k \times m+1}$. The orange region on the right side of Fig. 3 supports a word size of 256b to store only packed data. In addition to that, the number of memory banks within this region depends on the parameter $k$ of the chosen security level.

#### 4.3.1 Parallel Computation using our Memory Layout

The described memory structure allows for the full parallel computation of various operations. These operations include matrix-vector and vector-vector multiplication, which are parallelized over the parameters $k$ and $o$, respectively, as explained in Sec 3.2. To give an example of the parallelization, we consider the computation of $u$ during MAYO.Sign() (Line 14 in Alg. 3). We can simultaneously perform the $k$ computations of $P_u^{(1)}v_0$, $P_u^{(1)}v_1$, ..., $P_u^{(1)}v_{k-1}$ through our dedicated memory structure. Here, each $MEM_{i \in (k+1)}$ memory stores the data of a single $v_i$ vector to allow parallel computation
of all \(v_i\). Note that the operands involved in such parallel computations are either \(O, s_j, v_i, L_a, P_a, S_a\), etc. The sizes of these operands are between \(n-o\) and \(n\) elements. Therefore, the memory banks \(MEM_{k \times 1}\) need a depth of \(max(n, n-o) = n\) elements to store the required data. This leads to a depth of \(n = 66\) when considering \(MAYO_1\) security level.

4.3.2 Memory Consumption. Table 1 shows the memory consumption of \(P_i, P_i^{(1)}, P_i^{(2)}, P_i^{(3)}\), and \(L_i\) for \(MAYO_1\). Not taking advantage of the upper triangular form of the \(P_i\) matrix would require a total of 136.125 kB. Under consideration of the upper triangular form, the memory demand for \(P_i\) reduces to 69.094 kB. However, our architecture only stores \(P_i^{(3)}\) and \(L_i\) in memory. The other components \(P_i^{(1)}\) and \(P_i^{(2)}\) are generated on-the-fly, as discussed in Sec. 3.1.

The optimizations mentioned above, combined with the customized memory layout discussed in Sec.4.3, result in reduced BRAM consumption. Specifically, for \(MAYO_1\), the required number of BRAM36K units can be calculated as \(4 \times 5 + (k-1) \times 3.5 = 45.5\). As illustrated in Fig.3, one BRAM36K unit is designated as an IO Buffer, while \(2 \times 4 + (k-1) \times 4 = 41\) BRAM36K units are allocated for parallel computation to supply the ALU, as elaborated in Sec. 4.3.1. Additionally, 3.5 BRAM36K units are utilized to cache the oil space and vinegar maps. Thus, the total on-chip memory requirement for \(MAYO_1\) amounts to 45.5 BRAM36K units.

The memory blocks \(MEM_{k \times k+1}\) marked orange in Fig. 3 use a depth of \(max(n, n-o) = n\) elements. This is due to the utilization of these BRAMs for temporal values like \(P_i^{(1)}\) and \(P_a\). As the FPGA platform provides BRAMs with a fixed depth of 512 words only, 512 \(\times n\) memory locations remain unused. In contrast, on ASIC we reduce the memory requirement to a depth of \(n\) by utilizing memories with a finer granularity. This allows us to save memory in the \(k-1\) memory units in ASIC compared to FPGA.

4.3.3 Transpose of Packed and Unpacked Matrix. Our architecture needs to support two different types of transpose operation due to the packed and unpacked data format. Transposing data in packed format is trivial since it only requires swapping the data at certain indexes inside a BRAM. Meaning that we need to load an element \(a\) from index \(i_a\) and another element \(b\) from index \(i_b\) and store \(a\) on index \(i_b\) and \(b\) on index \(i_a\). This indicates that a transpose operation on packed data is relatively simple.

A transpose operation on an unpacked data format is more complex since the data of a matrix is stored differently. Compared to the packed format that stores each element in a separate BRAM slot the unpacked format stores all elements of a row in one slot. This allows us to load and store a whole row of an unpacked matrix in one cycle. However, a transposing operation on unpacked data is much more complex, since we need to split a row into its elements and store these elements at different addresses of the BRAM. This spreading of data to different memory slots leads to a longer latency during the store operation. The logic for the store operation needs to compensate that each element of the matrix is a small chunk of 4 bit data. This 4 bit chunk needs to be written into a specific part of a memory slot of our memory bank, while the remaining data of the memory slot needs to be preserved. In the case of security level 1, each memory element has a size of 292 bit which means that 4 bits at a certain location need to be updated as the remaining 288 bits stay the same.

We developed a scaleable method to transpose an unpacked matrix in a pipelined fashion. This method uses three modules to load, transpose, and store data of a given unpacked matrix \(A\). The parametric transpose module instantiates \(\tau\) many parallel shift registers which allows tuning the throughput of the transpose unit depending on \(\tau\). The following will explain the transpose operation on a matrix \(A\) with the dimensions \(73 \times 64\) as used in security level 1. The number of parallel shift registers in this example is \(\tau = 2\). Fig. 4 shows the data flow during the transpose operation. The matrix \(A\) is stored in a row-wise manner in \(MEM_1\) (green) and the goal is to get the transpose \(A^\top\) into \(MEM_2\) (orange). The load logic iterates through \(MEM_1\) to load each row of matrix \(A\). It then selects \(\tau = 2\) elements of the loaded row depending on the currently targeted row of \(A^\top\). This means that in the first iteration, \(a_{0,0}\) and \(a_{0,1}\) are selected from the first row of \(A\) and forwarded to the shift register. This is repeated for all rows in \(A\) which fully fills the shift registers. Hence, after the first iteration over all rows of \(A\), Shift Register 0 will store \((a_{0,0}, a_{1,0}, a_{2,0},..., a_{72,0})\) while Shift Register 1 will store \((a_{0,1}, a_{1,1}, a_{2,1},..., a_{72,1})\), as shown on top of Fig. 4. This behavior mimics a transpose of the first \(\tau = 2\) columns of \(A\) and gives us the first \(\tau = 2\) rows of \(A^\top\) which are stored to \(MEM_2\). This procedure is repeated until all columns of \(A\) are handled which yields the transposed matrix \(A^\top\) in \(MEM_2\).

\[
\text{transpose latency} = \left\lceil \frac{\#rows}{\tau} \right\rceil \times \#columns \tag{19}
\]

Note, that the number of parallel running shift registers \(\tau\) can be changed freely by adapting a parameter within our design. This number directly influences the latency of the operation as well as the resource utilization, as shown in Eq. 19. This means that a lower \(\tau\) will result in a high latency and low flip-flop utilization while a higher \(\tau\) will decrease the latency and increase the total number of required flip-flops. This allows us to flexibly adapt the transpose unit depending on the available resources in hardware.
4.4 Arithmetic Units

The MAYO scheme operates on the finite field $GF(2^4)$. The field $GF(2^4)$ defines the addition and multiplication operations, as described in Sec. 2.1. Our design needs to support these operations in hardware and uses them for more advanced operations like multiply-accumulate. In addition to this, we also need to support reduction in $GF((2^4)^m)$ as described in Sec. 2.5. We first explain addition, subtraction, and multiplication operations on the finite field of $GF(2^4)$. These can be done via a combination of bitwise AND and XOR operations. Second, we show how all functionalities of the MAYO scheme can be implemented by using the basic building blocks of field addition and multiplication. As an example, the MAYO schemes require a accumulation operation during vector or matrix multiplications. This accumulation can be done by combining a multiplication and addition with an accumulator register. The architecture of our ALU-BLOCK is shown in the center of Fig. 1. It consists of $k$ many instances of our arithmetical units ($GF(16)$ ALU). The internal architecture of one $GF(16)$ ALU is shown on the right side in Fig. 1. The ALU contains the control logic and three arithmetical units marked in grey. These three units are responsible for addition, accumulation (MAC), and emulsification. Each of these arithmetical units does not only process one $GF(16)$ element but $m$ elements concurrently. This allows us to compute on $m$ elements with the same indices from all $m$ matrices $P_{i,j}$ in parallel.

5 SCHEDULING OF OPERATION

This section gives an overview of how we schedule the computation of each operation of MAYO within our architecture. The purpose of this section is to show how the MAYO scheme benefits from our optimizations when it comes to key generation, signature generation, and signature verification. Note that we include expansion operations of secret and public key within sign and verification respectively.

Key Generation: An algorithmic representation of the original key generation operation is shown in Alg. 1. The main computation happens in lines 2 and 3. First, both $P_i^{(1)}$ and $P_i^{(2)}$ are sampled via the public seed $seed_k$. In the next step each sub-matrix of $P_i^{(3)}$ is computed by line 4: $Upper(-P_i^{(1)}P_i^{(1)}O + P_i^{(2)}P_i^{(2)})$. This computation consists of six sub-operations in total; three matrix-matrix multiplications, one matrix-matrix addition, one negation, and one upper trianguation operation. We can see that a multiplication with $O^T$ happens twice, therefore, it can be reduced to just one multiplication by pulling out the multiplication of $O^T$. Hence the computation of $P_i^{(3)}$ in line 4 changes to $Upper(-O^T(P_i^{(1)}O + P_i^{(2)}))$. This change from two to one matrix-matrix multiplication saves a total of $(n - o)(o \cdot o - 1)(o \cdot o)$ operations. In addition to this, we apply our parallel matrix column multiplication strategy that operates on the whole $O$ concurrently, as described in Sec. 3.2.

Expansion of Secret Key: The MAYO scheme splits the computations of the signature into two operations, called $Mayo.expansionSK()$ and $Mayo.sign()$, shown in line 4 in Alg. 3. First, the expansion function takes both public and private seeds and computes the matrix representation of the linear part $L_i$ defined as $L_i = (P_i^{(1)} + P_i^{(1)}O)O + P_i^{(2)}$. Whereas $L_i$ is needed during evaluation of the linear transformation $P'(v_k \cdot \cdot)$. Our on-the-fly data sampling via AES128 makes it challenging to compute $L_i$ since $P_i^{(1)}$ and $P_i^{(1)}T$ needs to be added. This challenge is discussed in detail in Sec. 3.3. We use the described adaption for computing $L_i$ by utilizing a combination of MAC and BMAC. The MAC and BMAC operations allow us to perform both computations in a pipelined manner without any transpose of $P_i^{(1)}$. The respective execution flow is as follows: (1) we generate one row of $P_i^{(1)}$ via on-the-fly data sampling, (2) we perform a MAC operation on this row of $P_i^{(1)}$, which is followed by (3) a BMAC operation. This procedure (1-3) is repeated for all rows of $P_i^{(1)}$. Finally, all partial computation results are accumulated to yield $L_i$.

Signature Computation: The Mayo.Sign() function is used for signature generation and follows Mayo.expansionSK(). The function follows Alg. 3. The MAYO.Sign() function needs to find a preimage for a given hash $t$ of the digested message and a given salt. Obtaining a preimage of $t$ requires solving a linear system $Ax = y$, which is quite hard. The preimage is then used to generate the signature according to Eq. 10. We split this process into five parts, namely (1) deriving $v$ and $r$, (2) calculating $y$, (3) calculating $A$, (4) check if the resulting system of $Ax = y$ is solvable, and (5) computing the signature. These four steps are repeated as long as no solvable equation system is found. In the first step, we derive $v$ and $r$ by hashing a combination of $M_{digest}$, salt, secret key $seed_k$, and a
counter $ct$ via SHAKE256. This step corresponds to line 8 in Alg. 3. The counter $ct$ keeps track of the number of unsuccessful attempts to find a preimage for $t$. The resulting $v$ and $r$ are stored in the on-chip data cache to allow parallel computation, as explained in Sec. 3.2. Second, we calculate $y$ that is used as the right side of the linear equation system $Ax = y$. The computation of $y$ is done in a nested loop, as in lines 13 to 16 in Alg. 3. We first perform a precomputation of $s_i = \mathbf{P}_i^{(1)} v_i$ which result is used in the following nested loop computation. The main purpose of the precomputation is to avoid repeating identical operations within the loop. After the precomputation, we perform the computations within the nested loop by fully unrolling the inner loop. Therefore, our ALU BLOCK uses up to $k$ many GF(16) ALUs. Each GF(16) ALU is responsible for computing one of the $i - (k - 1)$ loop iterations in the inner loop. Fig. 5 shows the unrolled data flow during the computation of the innermost loop. It shows how $u$ is computed in two phases depending on values of the loop variables $i$ and $j$, marked in green. The following emulsification of $E^T u$ and the accumulation of $y$ are marked orange and red respectively. The operation (3) of the Mayo.Sign() is the computation of $A$. This step is very similar as described above for computing $y$ in step (2). The only difference is that the procedure for computing $y$ is repeated several times since $A$ is a matrix. After finishing both computations $A$ and $y$, we move on to step (4). This step uses SAMPLESOLUTION() (Alg. 2) to check whether the linear system is solvable. If the system is solvable, we start computing the signature. Otherwise, we need to repeat all steps (1-4) with an incremented counter CTR. The probability that the sampling of a solution fails is increasingly low, however, if it happens the loop has to run again (step 1-4). In case the sampling of a solution is successful, the computations can move to step (5) to compute the signature by using the solution $x$ that was calculated in step (4).

**Signature Verification:** The Mayo.Verify() function is used to verify whether a given signature in combination with a message is valid. The steps in Mayo.Verify() is relatively similar to the computation of $y$ in Mayo.Sign(), as in Alg. 5 shows. Hence, we use the same loop unrolling technique as in the signature generation to accelerate the verification process. The main difference between signing and verifying is in the pre-computation step. In contrast to signing, which computes $s_i = \mathbf{P}_i^{(1)} v_i$, the verification needs to compute $w_i = \mathbf{P}_i s_i$. The $\mathbf{P}_i$ matrix is a collection of $\mathbf{P}_i^{(1)}$, $\mathbf{P}_i^{(2)}$, and $\mathbf{P}_i^{(3)}$. We split the computation of $\mathbf{P}_i s_i$ into three blocks for each of the sub-matrices as described in Sec. 3.4.

## 6 DETAILED ABLATION STUDY

This section analyses the effect of each of our optimization techniques presented in Sec. 4 and discusses the impact on the overall performance and memory usage. The analysis includes on-the-fly coefficient generation, parallel multiplication, and other critical methods for security level MAYO1 and AES128-P. The impact of these optimizations on the latency of Mayo.KeyGen, Mayo.Verify, and Mayo.Sign is visually represented in Fig. 6a, Fig. 6b, and Fig. 6c, respectively. The first bar of each diagram represents the baseline implementation without any of our optimization techniques. The following bars add one optimization per bar to illustrate the impact of each optimization.

We first consider the on-the-fly coefficient generation method (OPT1) as discussed in Sec. 4.2. This optimization reduces total memory consumption and lowers latency. Without this technique, memory consumption increases from 2KB to 130kB at the MAYO1 security level, with even higher demands at increased security levels. Furthermore, state-of-the-art works [23] first generate data like $P_i^{(1)}$ and store it in memory. Once all data is generated, the actual computation is started. In contrast to that, our approach directly consumes the generated data which reduces the latency. This latency reduction affects step 4 in key generation (Alg. 1), step 4 and 14 in sign (Alg. 3), and step 7 in verify (Alg. 5), as shown in the OPT1 bars in Fig. 6.

The design of our memory structure (OPT2), explained in Sec. 4.3, enables parallel read and write operations during computation. Without this optimization, the low memory bandwidth would lead to an under-utilization of our parallel GF16 ALU cores. All computation steps of Alg. 1-5 are affected by this memory structure that allows high parallelization. The impact of OPT2 is illustrated in Fig. 6. The large difference between OPT1 and OPT2 in all three operations shows the significant latency reduction enabled by this optimized memory structure.

The signature generation requires a transpose operation of the $A$ matrix in line 4 and 8 of Alg. 4. Compared to state of the art works [7, 23] that use index based transposition, we choose a pipelined multi-pass approach that operates on multiple columns simultaneously due to the unpacked data format that is used to store the matrix $A$ in Alg. 2. Transposing $A$ is particularly challenging due to the

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Baseline</th>
<th>OPT1</th>
<th>OPT2</th>
<th>OPT3</th>
<th>OPT4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mayo.KeyGen</td>
<td>0</td>
<td>100</td>
<td>200</td>
<td>300</td>
<td>400</td>
</tr>
<tr>
<td>Mayo.Sign</td>
<td>0</td>
<td>100</td>
<td>200</td>
<td>300</td>
<td>400</td>
</tr>
<tr>
<td>Mayo.Verify</td>
<td>0</td>
<td>100</td>
<td>200</td>
<td>300</td>
<td>400</td>
</tr>
</tbody>
</table>

Figure 6: Performance impact of our techniques in terms of overall latency (n.a. means not affected by this optimization).
sub-byte granularity of the unpacked data, as explained in Sec. 4.3.3. Our scalable and pipelined approach of the transpose operation improves the efficiency and area utilization. The pipelined loading, transposing, and storing of data minimize the latency of transpose operations, as explained in detail in Sec. 4.3.3. Fig. 6b shows the impact of OPT3 on the performance of signature generation.

The partial-unrolling technique (OPT4) enhances the performance of the emulsification process in line 15, 18 and 20 of Alg. 3 and line 8 of Alg. 5 by allowing existing arithmetic blocks to execute multiple iterations simultaneously (as described in Sec. 5). This optimization reduces the required number of iterations from \((k(k+1))/2\) to just \(k\) for both signing and verification processes as illustrated in Fig. 6b and 6c. Additionally, it conserves memory resources, as data is processed immediately in subsequent operations, avoiding unnecessary interaction with memory.

In conclusion, this detailed study in addition with Fig. 6a, Fig. 6b, and Fig. 6c clearly demonstrate the substantial benefits of our optimization techniques. These include drastic reductions in memory usage, computational latency, and overall system overhead, underlining the importance of each method in achieving a highly efficient hardware implementation.

### 7 EVALUATION AND RESULTS

In this section, we present the area and performance results of our hardware architectures with round-based Aes128-R and fully-unrolled Aes128-P seed expansions for different security levels of MAYO. We implemented our design in SystemVerilog and synthesized the ASIC design for 28nm technology. Furthermore, we verified our MAYO accelerator by synthesizing, implementing, and running it on FPGAs. For that, we used the Vivado 2022.2 tool and targeted Artix7 (xc7a200t) and Kintex7 (xc7k410t) FPGAs. We chose these FPGA platforms to allow a fair comparison to related works. Related works [7, 23] present results for different Artix7 platforms. However, our high-speed design for MAYO1 and MAYO2 does not fit on the Artix7 FPGAs. Hence, we implemented MAYO3 and MAYO4 on the larger Kintex7 FPGA. Kintex7 and Artix7 FPGAs use the same AMD 28nm [28] High-Performance, LowPower (HPL) technology [27, 29], but Kintex7 has a higher resource budget. Still, the performance figures are the same, which allows a fair comparison between these two architectures.

#### 7.1 Area and Performance Results

In the first part of this section, we present the performance results of our hardware architectures with both round-based (AES128-R) and fully-unrolled (AES128-P) seed expansions. In the second part, we provide an in-detail analysis of the area utilization of all the sub-modules used to build our high-speed architecture.

**Performance results:** The performance results of our high-speed hardware architectures with AES128-R and AES128-P are shown in Table 5. The table shows the latency of each operation in cycles and ms for different security levels. The architecture with AES128-P achieves up to 6.0x, 8.3x and 3.5x better latency compared to the architecture with AES128-R for MAYO.KeyGen(), MAYO.Verify() and MAYO.Sign(), respectively, across different security levels. These speedups are less than the sole PRNG performance difference of 13x between AES128-R and AES128-P primitives. However, this is expected since not all operations depend on the performance of the PRNG that generates data on-demand through seed expansion. It is noteworthy that the architecture with AES128-P requires between 10% and 20% more LUTs and FFs compared to the architecture with AES128-R. However, this area overhead is negligible compared to the increase in performance between 3.0x and 8.3x across all operations and security levels of the MAYO scheme.

**Area utilization:** Our architecture has a rather high LUT utilization on FPGA, as Table 3 shows. This is due to the extensive parallelization of computations. The Memory-Unit incorporates a complex data bus, which allows reading and writing data from multiple memories to feed \(k\) parallel ALU-Blocks. Although this enables our design to perform most computations in parallel and avoid loading the same data from memory multiple times, it increases implementation complexity. The inputs and outputs of all ALU-Blocks are buffered to improve the frequency of the design. This also increases the FF utilization since about one-third of the overall FF utilization is used for the ALU-Blocks. The following example gives an impression of the FF consumption of the ALU-Block. Every ALU-Block has \(k\) ALU-Units and each ALU-Unit has three inputs, one accumulation buffer, and one output. Each input, accumulation buffer, and output has a size of \((k \cdot o + 1) \cdot \log_2(16) \in \{292, 444, 580\}\), depending on the chosen security level. This leads to an FF consumption of \(k \cdot (3 + 1 + 1) \cdot (k \cdot o + 1) \cdot \log_2(16) \in \{13140b, 24420b, 34800b\}\) just for buffering in the ALU-Block. Note that the implementation results in Table 3 are slightly lower due to the optimization strategy of Vivado. The rest of the FF in our architecture is mainly used within modules like CACHES, Keccak, and SIGN.

In our architecture, BRAM utilization is relatively low thanks to on-demand seed expansion and optimized memory structure with careful computation scheduling. Combining these techniques allows us to lower the required BRAMs compared to related works in the literature, as we will show later in this section. This is because

<table>
<thead>
<tr>
<th>Design</th>
<th>Resources</th>
<th>Memory</th>
<th>Caches</th>
<th>AES128</th>
<th>Keccak</th>
<th>ALU-Block</th>
<th>KeyGen</th>
<th>ExpandIn</th>
<th>Sign</th>
<th>ExpandOut</th>
<th>Verify</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAYO1</td>
<td>LUTs</td>
<td>FFs</td>
<td>BRs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2xAES128-R)</td>
<td>154.5</td>
<td>0.1</td>
<td>2.2</td>
<td>12.9</td>
<td>19.9</td>
<td>0.9</td>
<td>7.4</td>
<td>13.5</td>
<td>5.0</td>
<td>1.0</td>
<td>0.0</td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td>FFs</td>
<td>30.6</td>
<td>0.1</td>
<td>2.2</td>
<td>9.1</td>
<td>13.3</td>
<td>4.3</td>
<td>6.6</td>
<td>3.5</td>
<td>2.5</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>MAYO2</td>
<td>LUTs</td>
<td>FFs</td>
<td>BRs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(3xAES128-R)</td>
<td>251.5</td>
<td>0.1</td>
<td>2.6</td>
<td>6.0</td>
<td>22.2</td>
<td>3.3</td>
<td>5.6</td>
<td>27.7</td>
<td>0.0</td>
<td>7.4</td>
<td>0.0</td>
<td>45.5</td>
</tr>
<tr>
<td></td>
<td>FFs</td>
<td>45.5</td>
<td>0.1</td>
<td>2.6</td>
<td>9.1</td>
<td>13.3</td>
<td>4.3</td>
<td>6.6</td>
<td>3.5</td>
<td>2.5</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>MAYO3</td>
<td>LUTs</td>
<td>FFs</td>
<td>BRs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4xAES128-R)</td>
<td>31.2</td>
<td>0.1</td>
<td>4.7</td>
<td>2.5</td>
<td>21.5</td>
<td>8.6</td>
<td>4.9</td>
<td>25.8</td>
<td>0.0</td>
<td>5.8</td>
<td>0.0</td>
<td>194.5</td>
</tr>
<tr>
<td></td>
<td>FFs</td>
<td>194.5</td>
<td>0.1</td>
<td>4.7</td>
<td>9.1</td>
<td>13.3</td>
<td>4.3</td>
<td>6.6</td>
<td>3.5</td>
<td>2.5</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 3: Resource utilization of sub-modules on FPGA.
our architecture only needs to store interim results and not the large $P^{(1)}_i$ and $P^{(2)}_i$ matrices that require up to a few thousand kB of memory, as Table 5 shows. For ASIC implementations of our design, on-chip SRAMs use the most area, namely between 59% and 76% of the total area. For the architecture with Aes128-R for MAYO3, MAYO3 and MAYO5, 71%, 68%, and 76% of the total area are consumed by on-chip SRAMs, respectively. Similarly, for MAYO1, MAYO3 and MAYO5, 59%, 59%, and 69% of the total area of the architecture with Aes128-P are consumed by on-chip SRAMs, respectively. On ASIC, the on-chip SRAM consumption takes up the majority of the area, which shows that our memory optimization strategy has a much higher impact on ASIC compared to FPGA platforms.

Architecture includes multiple sub-modules as shown in Fig. 1. In addition to this, Table 3 shows the detailed resource distribution over all sub-modules, like CENTER, BLOCKS, Aes128-Rmem, Kec-Unit, and more for the architectures with Aes128-R and Aes128-P. The largest share of LUT consumption, around 21% to 34%, is dedicated to the module that performs the signature generation. This is due to the sampling of the solution which includes units to perform transpose, echelon, and back substitution. The ALU-Block and Memory-Unit are the second and third largest modules in terms of LUT. These two modules are required to feed and compute data in a parallel manner. The remaining modules only cause a minor share of LUT consumption.

### 7.2 Comparisons of Optimization Techniques

Our proposed optimization techniques target a high-performance hardware architecture. Hence, we enhance the parallelism in our system which is a core feature in hardware designs. The inherent operations in the MAYO scheme suit this design paradigm well as they rely on multiple independent matrix multiplications. Our design parallels these computations over the parameters $m$ and $k$, as discussed in Sec. 4.3.1 and 3.2, leading to a two-dimensional parallelization. This allows a performant overall computation of the MAYO operations. In addition, we solved arising issues caused by this parallelism, as explained in detail in Sec. 3.3 and 4.3.3.

Although the superior performance, this type of 2-dimensional parallelization has not been used in prior work. HaMAYO [23] does not report parallel computation on a set of matrix-vector multiplications or during the evaluation of the quadratic maps, which was explained in Sec. 2.2. On the other hand, the UOV scheme does not use multiple parallel matrices or the emulsification technique. Therefore, the work [7] cannot benefit from the same parallelization level. However, the Gaussian elimination operation in UOV and MAYO is similar. The work of [23] uses a serial computation while [7] uses a systolic array to perform the Gaussian elimination. In contrast to that, we reuse our parallelization technique over $m$ to concurrently compute over a whole row of the matrix $A$ to bring it to Echelon form. Thereby we reuse our GF16 ALUs to lower area consumption compared to the systolic array.

In addition to this, we feed our unrolled architecture with on-the-fly generated data during the expansion of the seed. This technique has not been used in HaMAYO and UOV works which reduces their performance and increases memory consumption. Moreover, we show how to partial loop unrolling the emulsification process which reduces the latency of signature generation and verification.

### 7.3 Comparisons with Related Works

There are only a few works in literature implementing the MAYO digital signature scheme. Table 5 provides area and performance comparisons of FPGA [7, 23], microcontroller [5, 7, 10] and high-end CPU [5] implementations of MAYO with our implementations on FPGA and ASIC. Further, we also included FPGA and microcontroller implementations of the UOV scheme [7] which uses similar construction and computations as the MAYO, e.g., using emulsifier maps to reduce the size of the signature. These similarities make it possible to present a comparison between [7] and our work. To the best of our knowledge, there are no ASIC implementation results for the MAYO schemes and we present the first accruing results.

#### Comparisons with high-end server CPU

The MAYO team provides a reference implementation as well as an optimized C version using AVX2 and Aes-Ni [21]. For comparison, we use this most optimized implementation on the high-end Intel Xeon Gold 6338 CPU (Ice Lake) with 2GHz [5], as shown in Table 4 and 5. We will first elaborate on the technology difference between the CPU and ASIC then we will analyze the throughput per second of both, CPU and ASIC platforms. The CPU used to collect the reference values runs on 2GHz and uses 10nm technology, whereas our ASIC implementation runs on 1.5GHz and uses 28nm technology from TSMC. Hence, the high-end CPU uses superior fabrication technologies. Nevertheless, our MAYO ASIC clearly outperforms the CPU, as discussed in the remainder of this section. In addition to that, our ASIC design includes all required SRAM memory (which consumes between 58% and 76% of die area) and can readily be integrated into larger products. This is another difference to the CPU requiring a significant amount of peripheral components such as DRAM. These components cause higher energy consumption and cost effort. An important aspect of high-speed architecture is the comparison of throughput per second. Table 4 shows the throughput per second of different security levels. We use the reference values of the optimized version from the MAYO team [5] that uses both Avx2 and Aes-Ni as a basis to illustrate our speedup. The reference implementation performs best in the case of security level 1, where it can perform either 18, 182 key generations, 4, 348 signature generations, or 11, 429 signature verifications per second. Yet, the throughput per second decreases by a factor of around 4 with each increase in

### Table 4: Throughput comparison with related works

<table>
<thead>
<tr>
<th>Works</th>
<th>Platform</th>
<th>Throughput per second</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>[23]</td>
<td>IXG 6338 @ 2GHz</td>
<td>45.60/27.79/60.14</td>
<td>(Aes128-P) Uses 2x/3x/4x (Aes128-R for MAYO3/F) Uses Aes-Ni</td>
</tr>
<tr>
<td>[5]</td>
<td>IXG 6338 @ 2GHz</td>
<td>14.22/11.08/28.61</td>
<td>(Aes128-R) for MAYO3/F</td>
</tr>
</tbody>
</table>

### Table 5: Comparison of Impl. results with related works

<table>
<thead>
<tr>
<th>Works</th>
<th>Platform</th>
<th>Keygen</th>
<th>Sign</th>
<th>Area (mm²)</th>
<th>Latency (sec/m)</th>
<th>Verify</th>
</tr>
</thead>
<tbody>
<tr>
<td>[7]</td>
<td>Artix7@96MHz</td>
<td>111.9W@11.74</td>
<td>389.8/1.92</td>
<td>199.8/1.73</td>
<td>3596.7/3.79</td>
<td>213.2/2.60</td>
</tr>
<tr>
<td></td>
<td><a href="mailto:Artix7@90.8MHz">Artix7@90.8MHz</a>⁴</td>
<td>11.05W@12.41</td>
<td>718.9/6.43</td>
<td>115.1/1.27</td>
<td>345.2/2.56</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Artix7@93MHz⁶</td>
<td>16.4W@14.41</td>
<td>313.8/7.40</td>
<td>213.2/2.60</td>
<td>115.1/1.27</td>
<td></td>
</tr>
<tr>
<td></td>
<td><a href="mailto:Artix7@92.6MHz">Artix7@92.6MHz</a>⁷</td>
<td>147.4W@16.96</td>
<td>1014.7/2.25</td>
<td>115.1/1.27</td>
<td>345.2/2.56</td>
<td></td>
</tr>
<tr>
<td>[5]</td>
<td>AC-384 @ 6Gbps⁸</td>
<td>2.65G/1.34</td>
<td>9.68/0.52</td>
<td>6.85/0.20</td>
<td>30.6/2.75</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ING-384 @ 2Gbps⁹</td>
<td>996W/2.36</td>
<td>718.9/6.43</td>
<td>115.1/1.27</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Comparisons with FPGA implementations for MAYO/UOV security level 1

The work in [7] presents an implementation of the UOV scheme and provides area/performance results for all operations and security levels on Artix7 FPGA. [7] presents implementation results for different configurations such as arithmetic with GF(256) and GF(16) as well as implementations using either a full-round or reduced-round based AES128 for pseudo-random data sampling. We use two of their implementations with GF(16) arithmetic that use seed expansion with AES128-R and AES128-P since they best resemble our parameters and design methodology. We will use the results of Artix7 FPGA for security level 1 and Kintex7 FPGA for security levels 3 and 5. Our architectures with AES128-R outperform their comparable architecture for key generation/signature generation/verification by up to 505×/7×/8×, 270×/7×/13×, and 368×/10×/20× for security levels 1, 3, and 5, respectively. Our architectures with AES128-P outperform their comparable architecture by up to 1524×/20×/24×, 1535×/20×/22×, and 2095×/26×/27× for security levels 1, 3, and 5, respectively. This shows that we outperform them by up to three orders of magnitude for the key generation with the security level. Compared to that, we present two architectures with either AES128-R (round-based) or AES128-P (fully unrolled) seed expansion, as explained in Section 4.2. In comparison to [5], we achieve a speedup of 2.18×, 3.62×, and 4.35× for AES128-R and 14.42×, 11.08×, and 26.61× for AES128-P in security level 1. Furthermore, our throughput per second decreases only by a factor of 2 with each increase in the security level. This is a clear improvement compared to the factor of 4 in [5]. In the highest security level 5, our ASIC with AES128-P can perform 753888, 134224, and 101950 key generations, signature generations, and signature verifications per second, respectively. Compared to [5], which achieves 1653, 483, and 1695 operations per second, we reach a speed of 45.60, 27.79, and 60.14, respectively. These results show that our proposed optimization techniques support the performant deployment of multi-multivariate signature schemes in time-critical applications like HSMS.

#### Comparisons with FPGA implementations for MAYO:

To the best of our knowledge, there is only one FPGA implementation of the MAYO in the literature, HaMAYO [23], which is a configurable and fault-tolerant hardware implementation of the MAYO scheme that uses the outputted parameters of the MAYO scheme. Note, that HaMAYO is only capable of performing key generation and signature generation operations for security level 1. In contrast to HaMAYO, we support all operations and security levels 1, 3, and 5 of the MAYO scheme. Compared to HaMAYO, our architecture with AES128-R requires 4.4×/2.5× more LUT/FF, but 5.5×/2.8× less DSP/BRAM. We achieve a speedup of 25× and 22× for key generation and signature generation compared to HaMAYO for security level 1 on Artix7 FPGA. In the case of our architecture with Aes128-P, the speedup is even higher, namely 125× and 67× for key generation and signature generation. It is noteworthy to mention that the target of our architecture is high speed, while HaMAYO seems to be more targeted towards low consumption. To that end, we also provide a comparison for Area-Time-Product (ATP) using the formula \( ATP = \frac{\text{Area} \times \text{Time}}{\text{Performance}} \) presented in [30]. Fig. 7 shows the ATP of our work, HaMAYO [23], and UOV [7], for each operation of the security level 1. Our architectures with AES128-R and AES128-P show 14×/61× and 13×/33× lower ATP, respectively, compared to the HaMAYO for key generation/signature generation operations of MAYO. One would argue that our speedup of one order of magnitude solely comes from the high area utilization of our architecture; however, the ATP comparison shows that this is not the case. Consuming a similar number of resources, other implementations will not match our speed, e.g., doubling the resources of HaMAYO may double its speed but cannot bridge the present speed gap. Note that the MAYO team updated the field operations of the scheme from GF(256) (8-bit) to GF(16) (4-bit) to enable faster computation as well as smaller keys. We already adopted this change within our design while HaMAYO operates on the previous GF(256) field. In addition, one major contribution of HaMAYO is their focus on low memory consumption, however, our high-speed architecture still consumes 3× less memory.
Table 6: Power consumption on different Platforms

<table>
<thead>
<tr>
<th>Platform</th>
<th>PRNG Type</th>
<th>MAYO1</th>
<th>MAYO2</th>
<th>MAYO3</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-28nm @ 1.5GHz</td>
<td>Aes128-R</td>
<td>2.94 W</td>
<td>3.95 W</td>
<td>6.99 W</td>
</tr>
<tr>
<td>A-28nm @ 1.5GHz</td>
<td>Aes128-P</td>
<td>3.21 W</td>
<td>4.39 W</td>
<td>7.61 W</td>
</tr>
<tr>
<td>Kintex7 @ 100MHz</td>
<td>Aes128-R</td>
<td>0.37 W</td>
<td>0.55 W</td>
<td>0.98 W</td>
</tr>
<tr>
<td>Kintex7 @ 100MHz</td>
<td>Aes128-P</td>
<td>0.69 W</td>
<td>0.81 W</td>
<td>1.20 W</td>
</tr>
</tbody>
</table>

operation due to our massive parallelization of the matrix-matrix multiplications. However, our high parallelism comes at a price of resource utilization leading to $3.2\times/4.1\times/2.8\times$ and $1.3\times/1.9\times/2.0\times$ higher LUTs and FFs usages, respectively, for security levels 1/3/5 with the architecture using Aes128-R. Similar results can be seen in the architecture that uses Aes128-P. For signature generation and verification operations, our designs still outperform theirs by one order of magnitude. The decrease in speedup is because they utilize more memory to buffer temporary data in the key generation that can be reused during signing and verification. Yet, their design uses $1.6\times/1.9\times/1.8\times$ more BRAMs for security levels 1/3/5. These results clearly show that despite the increase in the utilization of LUTs and FFs, our design still outperforms HaMAYO [23] and UOV [7] by up to three orders of magnitude in both speed and ATP comparison. In addition to performance improvement, our optimized memory management shows how to reduce the consumption of BRAMs for multivariate schemes on hardware.

Comparisons with ARM-based implementations: There are two ARM-based microcontroller implementations of MAYO scheme [5, 10] and both works target only security level 1 of the MAYO scheme. Compared to [5], our FPGA architecture on Kintex7 using Aes128-R outperforms the key generation, signing, and verification operation by $55\times$, $30\times$, and $51\times$, respectively. In the case of Aes128-P, our architecture outperforms [5] by $273\times$, $90\times$, and $381\times$, respectively. The implementation in [10] presents results only for signature generation and verification. Our FPGA design with Aes128-R/Aes128-P outperforms their performance by $93\times/279\times$ and $40\times/297\times$, for signing and verifying, respectively.

7.4 Power consumption
Power consumption is a critical parameter in the design and optimization of hardware platforms. Table 6 shows our power consumption on both FPGA and ASIC for all configurations. The power consumption falls in the range of 0.37 W and 1.20 W on FPGA and between 2.94 W and 7.61 W on ASIC depending on the security level. The higher power consumption on ASIC is mainly due to the high frequency (15x higher) compared to FPGA, whereas the energy consumption per operation is lower in the ASIC case. Considering the energy consumption for MAYO1 with Aes128-R, our design requires 1.74mJ and 0.17mJ per signature computation for FPGA and ASIC respectively. A comparison of power consumption to related hardware accelerators is not possible since [7, 23] do not provide power results.

8 DISCUSSION OF SECURITY ASPECTS
The MAYO team provides an in-depth mathematical security analysis of their cryptographic construction [5]. After presenting and evaluating our optimizations for a high-performance MAYO implementation, we now examine its physical security aspects that are particularly relevant to hardware platforms.

Secret-independent control flow: Secret-dependent branching can introduce variations in execution time that are exploitable through timing attacks. These attacks allow an attacker to deduce secret information based on the duration of specific operations.

By default, all other operations within MAYO’s signing, except solving a linear equation, are constant-time. Therefore, our hardware design executes them with secret-independent timing. The signing operation involves solving a linear equation $Ax = y$ using Gaussian elimination as shown in line 3 of Alg. 2. A straightforward implementation of Gaussian elimination is not constant-time due to the conditional swapping of rows during the pivot search. The authors of [6] address this issue by proposing a constant-time implementation of Gaussian elimination. Our work includes a similar approach for constant-time Gaussian elimination. The overhead introduced by the constant-time implementation is at most 3% of the signing latency.

On-the-Fly Data Generation: The baseline MAYO scheme uses AES-128-CTR with a public seed to expand the $P_i$ matrices, as shown in line 3 of Alg. 1. Prior works follow this approach and store the expanded $P_i$ matrices in memory before further computations. In contrast, our proposed on-the-fly generation does not store the expansion result in memory, but directly feeds the output of the AES-128-CTR to the GF16 ALUs. Therefore, we omit storing the data in memory, which does not open additional attack surfaces compared to non-optimized architectures. However, we acknowledge the possibility of fault injections to the seed expansion. Yet, fault attacks cannot gain additional advantages from our on-the-fly seed expansion optimization. Fault attacks would also be possible in all implementations unless countermeasures are incorporated.

Parallel Computation and Hardware Noise: One of the significant advantages of hardware implementations over software is the ability to perform parallel computations in a greater context. This shift from sequential or multi-threaded computation to parallel processing not only enhances performance but also makes certain advanced side-channel attacks, such as DFA, harder. In a parallel computation environment, the power profiles become more complex and less predictable, making it difficult for attackers to correlate power consumption with secret data. Therefore, it becomes more challenging to extract useful information related to secret data from the noisy observed data.

However, using parallelization as an argument for security is not always valid, as shown in surveys like [9, 17]. Furthermore, attackers can mitigate the higher noise level in parallel computing by collecting more power traces. Resistance against differential power analysis-based attacks is achievable by applying masking techniques. We leave the design and analysis of masking schemes for MAYO as a topic for future work.

9 CONCLUSION
In this paper, we proposed and implemented several optimization techniques for the MAYO post-quantum signature scheme for each NIST security level. On FPGA platforms we achieve a general speed-up of up to three orders of magnitude compared to similar works.
while reducing the memory consumption by up to 2.8X. In the context of throughput per second, our ASIC shows a speed-up of up to one order of magnitude compared to the most optimized C implementation on CPUs with instruction set extensions like AES-NI and AVX2. These results show that our proposed optimization techniques support the performant deployment of multi-multivariate signature schemes in a post-quantum world.
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A APPENDIX

Algorithm 1 MAYO.Keygen() of MAYO signature scheme [5]

Mayo.KeyGen():

Input: None

Output: Compact representation of a secret key csk ∈ B^csk_bytes and public key cpk ∈ B^pk_bytes

1. seed ck ← RANDOM(csk_seed_bytes)
2. seed pk, O ← SHAKE256(seed ck)
3. P[1], P[2], P[3] ∈ [m] ← AES128(seed pk)
4. P(i) ∈ [m] ← Upperi-O T(i)O - O T(i)P(i) ∈ [m]
5. cpk = (seed ck || P[i] ∈ [m])
6. csk = seed ck
7. return (cpk, csk)
Algorithm 2 Sampling Solutions [5]

SampleSolution(A, y, r):
Input: Linear system in matrix form $A \in \mathbb{F}_q^{m \times k}$, Target vector $y \in \mathbb{F}_q^m$, Randomization vector $r \in \mathbb{F}_q^k$
Output: Solution $x \in \mathbb{F}_q^k$ or ⊥ if system is unsolvable

1: $x \leftarrow r$  \hspace{1em} \text{// Randomize system}
2: $y \leftarrow y - Ar$
3: $(A||y) \leftarrow \text{GaussianElimination}((A||y))$  \hspace{1em} \text{// Compute Echelon Form of $A||y$}
4: if $|A[m-1,:]| = 0$ then \hspace{1em} \text{// Check if $A$ has rank $m$}
5: return $⊥$
6: for $r$ from $m-1$ to 0 do  \hspace{1em} \text{// Back substitution}
7: \hspace{2em} $c \leftarrow 0$
8: \hspace{2em} while $A[r,c] = 0$ do  \hspace{1em} \text{// Get index of first non-zero element}
9: \hspace{3em} $c \leftarrow c + 1$
10: \hspace{3em} $x_c \leftarrow x_c + y_r$
11: \hspace{2em} $y \leftarrow y - y_r A[:,c]$
12: return $x$


Mayo.Sign(csk, M) that incorporates Mayo.ExpandSK(csk):
Input: Expanded secret key $esk \in B^{seckbytes}$, Message $M \in B^*$
Output: Signature $sig \in B^{sigbytes}$

1: seed_{sk} \leftarrow csk
2: seed_{pk}, O \leftarrow SHAKE256(seed_{sk})
3: $(P_1^{(1)}, P_1^{(2)})_{i \in [m]} \leftarrow \text{AES128}(seed_{sk})$
4: $(L_i)_{i \in [m]} = \{(P_i^{(1)} + P_i^{(2)})O + P_i^{(2)}\}_{i \in [m]}$  \hspace{1em} \text{// ExpandSK}
5: salt \leftarrow SHAKE256(M || seed_{sk})
6: $t \leftarrow SHAKE256(M || salt)$
7: for $ctrl$ from 0 to 255 do  \hspace{1em} \text{// Attempt to find preimage of t}
8: \hspace{2em} $(v_i)_{i \in [k]}, r \leftarrow SHAKE256(M || salt || seed_{sk} || ctrl)$
9: \hspace{2em} $y \leftarrow t, l_y \leftarrow 0, l_A \leftarrow 0$
10: \hspace{2em} for $i$ from 0 to $k-1$ do  \hspace{1em} \text{// Attempt to invert $E$}
11: \hspace{3em} \text{// Compute y from $0$ to $m-1$ do}
12: \hspace{4em} $(M_{[i,:]}[j,:])_{j \in [m]} \leftarrow \{v_i^T L_j\}_{j \in [m]}$
13: \hspace{4em} for $j$ from $k-1$ to $i$ do  \hspace{1em} \text{// Compute y}
14: \hspace{5em} $u \leftarrow \{v_i^T P_a v_i\}_{a \in [m]}$  \hspace{1em} \text{// if $i = j$}
15: \hspace{5em} $y \leftarrow y - E^{\lceil l_y \rceil} u$
16: \hspace{5em} $l_y \leftarrow l_y + 1$
17: \hspace{5em} for $j$ from $k-1$ to $i$ do  \hspace{1em} \text{// Compute A}
18: \hspace{6em} $A(:, i : (i+1)] \leftarrow A(:, i : (i+1)] + E^{\lceil l_A \rceil} M_j$
19: \hspace{6em} if $i \neq j$ then
20: \hspace{7em} $A(:, i : (i+1)] \leftarrow A(:, i : (i+1)] + E^{\lceil l_A \rceil} M_i$
21: \hspace{7em} $l_A \leftarrow l_A + 1$
22: \hspace{4em} \text{// SampleSolution($A, y, r$)}
23: \hspace{5em} if $i \neq ⊥$ then
24: \hspace{6em} break
25: \hspace{4em} for $i$ from 0 to $k-1$ do  \hspace{1em} \text{// Compute signature}
26: \hspace{5em} $s[i : (i+1)] \leftarrow (v_i + Ox[j : (i+1)]) || x[j : (i+1)]$
27: \hspace{5em} return $sig = s || salt$

Algorithm 4 Adapted Sampling Solutions [5]

SampleSolution(A, y, r):
Input: Linear system in matrix form $A \in \mathbb{F}_q^{m \times k}$, Target vector $y \in \mathbb{F}_q^m$, Randomization vector $r \in \mathbb{F}_q^k$
Output: Solution $x \in \mathbb{F}_q^k$ or ⊥ if system is unsolvable

1: $x \leftarrow r$
2: $y \leftarrow y - rA$
3: $B_T \leftarrow (A^T)$  \hspace{1em} \text{// Append $y$ to $A^T$ as row}
4: $B \leftarrow (B_T)^T$  \hspace{1em} \text{// Transpose augmented matrix $B_T$ to enable fast computation of GaussianElimination}
5: $(A||y) \leftarrow \text{GaussianElimination}(B)$
6: if $|A[m-1,:]| = 0$ then
7: \hspace{1em} return $⊥$
8: $A_T \leftarrow A^T$  \hspace{1em} \text{// Transpose echelon form of $A$ to enable fast column access}
9: for $r$ from $m-1$ to 0 do
10: \hspace{2em} $c \leftarrow 0$
11: \hspace{2em} while $A[r,c] = 0$ do
12: \hspace{3em} $c \leftarrow c + 1$
13: \hspace{3em} $x_c \leftarrow x_c + y_r$
14: \hspace{2em} $y \leftarrow y - y_r A_T[c,:]
15: return $x$

Algorithm 5 Mayo.Verify() of MAYO signature scheme [5]

Input: Expanded public key $epk \in B^{pkbytes}$
Message $M \in B^*$
Signature $sig \in B^{sigbytes}$
Output: An integer result to indicate if $sig$ is valid (result = 0) or invalid (result ≠ 0)

1: seed_{pk} \leftarrow $(P_1^{(1)})_{i \in [m]} \leftarrow epk$
2: $(P_1^{(1)}, P_1^{(2)})_{i \in [m]} \leftarrow \text{AES128}(seed_{pk})$  \hspace{1em} \text{// ExpandPK}
3: salt, $(s_i)_{i \in [k]} \leftarrow sig$
4: $t \leftarrow SHAKE256(M || salt)$, $l \leftarrow 0$
5: for $i$ from 0 to $k-1$ do  \hspace{1em} \text{// Compute y}
6: \hspace{2em} for $j$ from $k-1$ to $i$ do
7: \hspace{3em} $u \leftarrow \{s_i^T P_a s_i\}_{a \in [m]}$  \hspace{1em} \text{// if $i = j$}
8: \hspace{3em} $y \leftarrow y + E^u$
9: \hspace{3em} $l \leftarrow l + 1$
10: return $result = t \neq 0 : -1$