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Abstract. Wave is a code-based digital signature scheme. Its hardness relies on the unforgeability of signature and the indistinguishability of its public key, a parity check matrix of a ternary \((U, U + V)\)-code. The best known attacks involve solving the Decoding Problem using the Information Set Decoding algorithm (ISD) to defeat these two problems. Our main contribution is the description of a quantum smoothed Wagner’s algorithm within the ISD, which improves the forgery attack on Wave in the quantum model. We also recap the best known key and forgery attacks against Wave in the classical and quantum models. For each one, we explicitly express their time complexity in the function of Wave parameters and deduce the claimed security of Wave.
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1 Introduction

Wave \cite{Ban+23} is a hash-and-sign digital signature scheme candidate for the NIST post-quantum standardization process. Introduced in \cite{DST19}, it instantiates the theoretical framework of \cite{GPV08} with a new trapdoor based on coding theory instead of lattices as it was usually done before, for example in Falcon \cite{Fou+18}. Wave has short signatures (less than 1 kilobyte for 128 security bits) and fast verification (less than one millisecond) \cite{Ban+21}. But as a drawback, it has a very large public key (several megabytes).

Wave is provably EUF-CMA (existential unforgeability under adaptive chosen message attacks) under code-based hardness assumptions, namely the hardness of decoding and the indistinguishability of permuted generalized ternary \((U, U + V)\)-codes. The best known method for an attacker to solve these two problems goes through solving the Decoding Problem (DP). This problem is as follows: Given input \(H \in \mathbb{F}_q^{(n-k) \times n}, s \in \mathbb{F}_q^{n-k}\) and \(w\), DP asks to find an \(e \in \mathbb{F}_q^n\) of Hamming weight \(w\) such that \(eH^T = s\). This problem is NP-complete \cite{BMT78} and its average case is believed to be hard both classically and quantumly, even after more than forty years of strong interest from the research community \cite{Pra62, Ste88, Dum91, FS09, Ber10, BLP11, MMT11, Bec+12, MO15, BM17, KT17, BM18, Kir18, Bon+20, Car+22}. The Decoding Problem is at the foundation of many code-based cryptographic schemes, including McEliece...
McE78], BIKE [Ara+21] or HQC [Mel+21] from the previous NIST call for post-quantum schemes. However, the Decoding Problem in $\mathbb{F}_q$ for $q > 2$ has been less studied. Specifically, DP with Wave settings, where $q = 3$ and for high weight $w$, has only got recent attention [Bri+20; CDE21; KL22; Sen23]. A main difference is that for $\mathbb{F}_2$, there is one peak of computational hardness when the Hamming weight is low, while in $\mathbb{F}_3$ a second peak appears for high weight.

The ways to defeat Wave fall into two categories. **Key attacks** aim to solve the DWK (Distinguishing Wave Keys) problem that asks to distinguish the public key of a permuted generalized ternary $(U, U + V)$-code from a uniformly random matrix. The best known key classical attack [Sen23] constructs a distinguisher which exhibits a word in the code with a certain weight, where such words are simpler to find in a $(U, U + V)$-code than in a random code. This attack uses the ISD (Information Set Decoding) framework [Pra62] with Dumer’s algorithm [Dum91] as a subroutine. Before this present work, there was no quantum cryptanalysis specifically for the DWK problem to our knowledge.

The other way to attack Wave is by **message attacks**, which aim to solve the DOOM (Decoding One Out of Many) problem [Sen11], i.e. to forge a signature $(e, s) \in \mathbb{F}_3^n \times \mathbb{F}_3^{-k}$ that satisfies $e \mathbf{H}^\top = s$ and $e$ of weight $w$. The best known classical attack [Bri+20] also uses an instance of the ISD [Pra62] with Wagner’s algorithm [SS81] as a subroutine. The best quantum attack [CDE21] applies Wagner’s algorithm in a quantum ISD.

[Sen23] computed the time trade-off between these two classical attacks and get optimized parameters of Wave for a given security level. These parameters were then updated in [Ban+23] to take into account the best classical message attack.

**Contributions.**

- We describe a quantum smoothed Wagner’s algorithm based on the combined approaches of [Sen11], [Bri+20] and [CDE21]. Our new algorithm provides an improved message attack on Wave. The technical difficulty laid in sizing the additional smoothing level in Wagner’s merging tree. Indeed, contrary to the classical, the optimal quantum algorithm does not have all its list sizes equal even at the same tree level.
- For each of the four best known attacks on Wave, we do a complete time complexity analysis and provide transparent expressions in the function of the Wave parameters. So the claimed security level can easily be updated with new sets of parameters using our formulas. We then apply our theorems to the Round-1 parameter selection and the results are summarized in Table 1.

**Organisation of the paper.** We recall in Section 2 preliminaries about quantum computing, code-based problems particularly in the case of Wave, the ISD framework, and list merging. Section 3 presents key attacks based on ISD and Dumer’s algorithm and Section 4 presents message attacks based on ISD and Wagner’s algorithm. In Section 5 we conclude and comment on the obtained results.
Table 1. Security of Wave instances. λ bits of security indicate that the most efficient known attacks require a time $2^\lambda$ to execute. You may notice that λ does not equal the minimum required number of security bits and this will be explained in Section 5.

<table>
<thead>
<tr>
<th>Setting</th>
<th>Classical</th>
<th>Quantum</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Key attack</td>
<td>Message attack</td>
</tr>
<tr>
<td>(I)</td>
<td>138</td>
<td>129</td>
</tr>
<tr>
<td>(III)</td>
<td>206</td>
<td>194</td>
</tr>
<tr>
<td>(V)</td>
<td>274</td>
<td>258</td>
</tr>
</tbody>
</table>

2 Preliminaries

Notations. $\mathbb{F}_q$ denotes a $q$-ary finite field. In this paper, we consider the case $q = 3$. Vectors are in raw notation, usually written in bold and their coordinates are in plain, with $\mathbf{x} = (x_i)_i$. The weight considered in this work is the Hamming weight denoted $|\mathbf{x}| := \{|x_i : x_i \neq 0\}|$. For a vector $\mathbf{x} = (x_0, \ldots, x_{n-1})$, we denote by $\mathbf{x}|_{i,j}$ the restricted vector $(x_i, \ldots, x_j)$. For a matrix $H$ we denote by $H^\top$ its transpose. For $\mathbf{x} = (x_0, \ldots, x_{n-1}) \in \mathbb{F}_q^n$ and $M = (M_{i,j})_{0 \leq i < r, 0 \leq j < n-1} \in \mathbb{F}_q^{r \times n}$, we define $\mathbf{x} \star M := (x_j M_{i,j})_{0 \leq i < r, 0 \leq j < n}$ the row-wise star product. We use the notation $O$ to denote complexities $O(2^n)$ which ignores sub-exponential factors in $n$.

2.1 Quantum information

The quantum part of this work stands in the quantum circuit model with the assumption that a Quantum Random Access Memory (QRAM) operation can be efficiently implemented. If we consider registers $x_1, \ldots, x_N \in \{0, 1\}^n$ classically stored, a QRAM operation consists in applying the unitary $|i\rangle|y\rangle \rightarrow |i\rangle|x_i \oplus y\rangle$.

Definition 1 (Quantum superposition). Given a list $L$, we call the quantum superposition of $L$ the state $|\psi_L\rangle := \frac{1}{\sqrt{|L|}} \sum_{x \in L} |\text{ind}_L(x)\rangle |x\rangle$, where $\text{ind}_L(x)$ denotes the index of the element $x$ in the list $L$. In the QRAM model, if $L$ is classically stored and quantumly accessible then there exists an efficient quantum circuit that constructs the state $|\psi_L\rangle$.

Theorem 1 (Grover’s algorithm [Gro96]). Consider a function $f : L \rightarrow \{0, 1\}$. Given quantum access to the list $L$ classically stored, Grover’s algorithm returns $x \in L$ such that $f(x) = 1$ in time $O(\sqrt{|L|})$.

Theorem 2 (Amplitude amplification [Bra+02]). Let $A$ be an algorithm without measurements that finds a solution $x \in L$ such that $f(x) = 1$ with a success probability $p$. Quantum amplitude amplification returns a solution with probability 1 in time $O(1/\sqrt{p})$. 


We point out [NC00] to the reader for a complete introduction to quantum information theory.

2.2 Code-based cryptography

Generic codes.

Definition 2 ([n,k]q-code). A linear code C of length n and dimension k over \( \mathbb{F}_q \) is a k-dimensional subspace of \( \mathbb{F}_q^n \). The elements of C are called codewords. The rate of C is defined as \( k/n \). A generator matrix \( G \in \mathbb{F}_q^{k \times n} \) of C verifies \( C = \{ xG \mid x \in \mathbb{F}_q^k \} \), and a parity check matrix \( H \in \mathbb{F}_q^{(n-k) \times n} \) of C verifies \( C = \{ y \in \mathbb{F}_q^n \mid yH^\top = 0 \} \). For any \( y \in \mathbb{F}_q^n \), the vector \( yH^\top \) is called the syndrome of \( y \) (relatively to \( H \)). The dual code of C is \( C^\perp = \{ xH \mid x \in \mathbb{F}_q^{n-k} \} \).

Problem 1 (Decoding Problem – DP\(_{(H,s,w)}\)). Given a parity check matrix \( H \in \mathbb{F}_q^{(n-k) \times n} \), a syndrome \( s \in \mathbb{F}_q^{n-k} \) and a target weight \( w \in \{0,n\} \), find a vector \( e \in \mathbb{F}_q^n \) such that \( |e| = w \) and \( eH^\top = s \).

The problem DP\(_{(H,s,w)}\) is hard on average for \( H \) uniformly distributed in \( \mathbb{F}_q^{(n-k) \times n} \) and \( s = eH^\top \) with \( e \) uniform vector in \( \mathbb{F}_q^n \) of weight \( |e| = w \). The best known algorithms have a polynomial complexity when \( 2^{1/q}(n-k) \leq w < k + \frac{q-1}{q}(n-k) \), and exponential otherwise. Notice that to find a codeword with a given target weight, one can solve an instance of DP\(_{(H,s=0,w)}\). This problem is as hard as DP\(_{(H,s,w)}\) with an arbitrary \( s \).

Proposition 1. For a uniformly random matrix \( H \in \mathbb{F}_3^{(n-k) \times n} \), we expect the solutions to the DP\(_{(H,s,w)}\) problem to be on average at number \( \binom{n}{w} \cdot \frac{2^w}{3^{n-w}} \).

Proof. There are \( \binom{n}{w} \cdot 2^w \) words of length \( n \) and weight \( w \) in \( \mathbb{F}_3 \). For some \( e \in \mathbb{F}_3^n \) and \( H \in \mathbb{F}_3^{(n-k) \times n} \), the vector \( eH^\top \) has \( 3^{n-k} \) possible values, so the probability that for a given \( e \) it gives the correct one is \( \frac{1}{3^{n-w}} \).

Remark. There does not necessarily exist a solution to generic instances of the DP problem. But in the Wave settings, there is always at least one solution on average, and even there are exponentially many ones.

Wave.

Definition 3 (Generalized ternary \((U,U+V)\)-code). We consider integers \( n,k,k_U,k_V \) with \( n \) even such that \( n > k > 0, k = k_U + k_V, 0 < k_U < n/2 \) and \( 0 < k_V < n/2 \). For \( i \) from \( 0 \) to \( n/2 \), let \( a = (a_i)_i, b = (b_i)_i, c = (c_i)_i \) and \( d = (d_i)_i \) denote vectors in \( \mathbb{F}_3^{n/2} \) such that \( \forall i \in [0,n/2], a_ic_i \neq 0 \) and \( a_id_i - b_ic_i \neq 0 \).
The ternary linear codes $U$ (resp. $V$) are of length $n/2$ and dimension $k_U$ (resp. $k_V$) and admits generator matrix $G_U$ and parity check matrix $H_U \in \mathbb{F}_3^{(n/2 - k_U) \times n/2}$ (resp. $G_V$ and $H_V \in \mathbb{F}_3^{(n/2 - k_V) \times n/2}$). Then, the generalized ternary $(U, U + V)$-code $C$ associated to $(H_U, H_V, a, b, c, d)$ has the following parity check matrix

$$H = \begin{pmatrix} d \ast H_U & -b \ast H_U \\ -c \ast H_V & a \ast H_V \end{pmatrix}.$$ 

The dual of a code associated to $(H_U, H_V, a, b, c, d)$ is a $(U, U + V)$-code associated to $(G_U, G_V, -c, d, a, -b)$.

**Definition 4 (Type-$U$ and type-$V$ codewords).** We consider a generalized ternary $(U, U + V)$-code $C$ and retake the above notations. Given a chosen target weight $t$, we call a type-$U$ codeword in $C$ a word $u \in U$ of form $u = (a \ast u|c \ast u)$ and of weight $|u| = t/2$. And a type-$V$ codeword in $C$ is a word $v \in V$ of form $v = (b \ast v|d \ast v)$ and of weight $|v| = t/2$.

The Wave signature scheme \cite{DST19} uses a permuted generalized ternary $(U, U + V)$-code of length $n$ and dimension $k$ admitting a parity check matrix $H \in \mathbb{F}_3^{(n-k) \times n}$ that constitutes the public key. Are also fixed a weight $w$, and dimensions $k_U$ for code $U$ and $k_V$ for $V$. The signature of a message $m$ by Wave is an $e \in \mathbb{F}_3^n$ such that $|e| = w$ and $eH^\top = h(m) \in \mathbb{F}_3^{(n-k)}$, where $h$ is a hash function. A signer with their secret key $U$, $V$ can use them to efficiently compute such an $e$ to sign their message $m$.

**Proposition 2 (\cite{Sen23} p.6).** Consider a generalized ternary $(U, U + V)$-code $C$ whose code $U$ has dimension $k_U$ and $V$ dimension $k_V$. For a target weight $t$, we expect the number of type-$U$ codewords $|C|$ to be on average at number $\binom{n/2}{t/2} \frac{2^{t/2}}{3^{n/2 - k_U}}$, and the number of type-$V$ codewords of $C$ to be on average at number $\binom{n/2}{t/2} \frac{2^{t/2}}{3^{n/2 - k_V}}$.

**Key attacks.** From the proposition just above, for some values of weight $t$ the number of type-$U$ codewords is higher than those expected for a random code, given by Proposition\cite{Sen23} Then, one can use this fact to exhibit a type-$U$ or type-$V$ codeword, that provides a distinguisher of the Wave public key from the uniform, namely solving the DWK$_{n,k_U,k_V}$ problem. This is the goal of *key attacks* on Wave. Notice that one can run this attack directly on the $(U, U + V)$-code but also on its dual code. We draw the attention of the reader to the work of \cite{Sen23} for further details on type-$U$ and type-$V$ words.

**Problem 2 (The Distinguishing Wave Keys Problem DWK$_{n,k_U,k_V}$).** Given $H \in \mathbb{F}_3^{(n-(k_U+k_V)) \times n}$, decide whether $H$ has been chosen uniformly at random or among parity-check matrices of permuted generalized $(U, U + V)$-codes where $U$ has dimension $k_U$, and $V$ dimension $k_V$. 
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Message attacks. Another way to attack Wave is by forging a message-signature pair \((e, s) \in \mathbb{F}_3 \times \mathbb{F}_3^{n-k}\) such that \(|e| = w\) and \(eH^\top = s\). This consists in solving the DOOM\(_{n,k,w}\) problem, which is hard if DP\(_{n,k,w}\) is hard. This problem was introduced in [JJ02] for \(\mathbb{F}_2\) and [Sen11] presented an approach for solving it.

Problem 3 (Decoding One Out of Many DOOM\(_{n,k,w}\)). Given an arbitrary large list \(S\) of syndromes in \(\mathbb{F}_q^{n-k}\), a parity check matrix \(H \in \mathbb{F}_q^{(n-k) \times n}\) and a target weight \(w\), find \(s \in S\) and \(e \in \mathbb{F}_q^n\) such that \(|e| = w\) and \(eH^\top = s\).

2.3 Information Set Decoding (ISD) Framework

Attacks on the Decoding Problem are commonly based on the Information Set Decoding (ISD) framework that received several refinements since its introduction by Prange [Pra62]. Stern and Dumer [Ste88; Dum91] improved it by taking advantage of the Generalized Birthday Paradox, and Schroeppel and Shamir [SS81] extended this idea by using Wagner’s approach [Wag02]. We use here a framework similar to [FS09], which uses the parity check matrix instead of the generator matrix. Another variant uses representation techniques [MMT11], but this refinement only provides a very slight gain in the Wave setting as shown in [Bri+20]. With nearest-neighbour techniques [MO15; BM17; BM18; Car+22] the gain in asymptotic factors is compensated by a high overhead. For these reasons, we will not deal with these techniques in this work and restrict our cryptanalysis to algorithms [Pra62; Dum91; SS81].

To solve the problem DP\(_{H,s,w}\), the idea behind ISD is to rewrite \(H\) into a systematic form and then to solve an easier instance DP\(_{H',s'',p}\), where \(H' \in \mathbb{F}_q^{(k+\ell) \times \ell}\) and \(s''\in \mathbb{F}_q^\ell\) for parameters \(\ell\) the length of the \(s''\) and \(p\) the target weight of \(e''\). We need to find many solutions \(e'' \in \mathbb{F}_q^{k+\ell}\) to the subproblem DP\(_{H',s'',p}\) to hope to get one of them that gives a complete solution \(e = (e'\parallel e'') \in \mathbb{F}_3^n\) to the DP\(_{H,s,w}\) problem.

In order to analyse the complexity of the ISD framework, we will need the following lemma.

Lemma 1. Let \(e \in \mathbb{F}_3^n\) be a vector of weight \(w\) and parameters \(\ell, p\). Let us define the subvectors \(e' \in \mathbb{F}_3^{n-k-\ell}\) and \(e'' \in \mathbb{F}_3^{k+\ell}\) such that \(e = (e'\parallel e'')\). We say that \(e\) is well cut according if \(|e'| = w - p\) and \(|e''| = p\). The probability that a random \(e \in \mathbb{F}_3^n\) of weight \(w\) is well cut is

\[
PrGoodCut = \frac{C_{k+\ell}^p}{C_n^w} \frac{C_{n-k-\ell}^{w-p}}{C_n^w}.
\]  

1 A recent paper [Car+22] presented a way to make the statistical decoding [Jab01] perform better than ISD algorithms in some regimes. Except for this algorithm, all the known attacks on DP for the sixty last years were based on the ISD framework.
Classical ISD algorithm.

**Theorem 3.** We are given a classical algorithm that finds \( \text{NbSolFound} \) solutions to \( \text{DP}_{H',s',p} \) in time \( T_{\text{DP}_{H',s',p}} \), among the \( \text{NbSol}(\text{DP}_{H',s',p}) \) total solutions to \( \text{DP}_{k+\ell,t,p} \). \( \text{PrGoodCut} \) is defined as in Proposition 1, and \( \text{NbSol}(\text{DP}_{H,s,w}) \) denotes the number of solutions to the \( \text{DP}_{H,s,w} \) problem. Then the classical Information Set Decoding framework (Algorithm 1) solves \( \text{DP}_{H,s,w} \) in time

\[
T_{DP} = \max \left\{ T_{\text{DP}_{H',s',p}}, \frac{T_{\text{DP}_{H',s',p} \cdot \text{PrGoodCut} \cdot \text{NbSolFound}} \cdot \text{NbSol}(\text{DP}_{H',s',p})}{\text{NbSol}(\text{DP}_{H,s,w})} \right\}
\]

The term on the left inside the max is the complexity when only one iteration of Steps 1-4 in the ISD suffices, while the term on the right is the one for several iterations.

**Algorithm 1** Classical ISD

*Input:* \( H_0 \in F_{q}^{n \times (n-k)} \), syndrome \( s \in F_{q}^{n-k} \), weight \( w \).

*Parameters:* \( \ell \in [0,n-k] \) and \( p \in [\max\{0,w-(n-k-\ell)\},\min\{w,k+\ell\}] \)

*Output:* \( e \in F_{q}^{n} \) such that \( eH_0^\top = s \) and \( |e| = w \).

1. Pick a random permutation \( \pi \) and apply \( H \leftarrow \pi(H_0) \)
2. Apply a partial Gaussian Elimination on \( H \) to transform it into a systematic form \( H = \begin{pmatrix} I_{n-k-\ell} & \tilde{H}^\top \\ 0 & H'' \end{pmatrix} \in F_{q}^{n \times (n-k)} \) where \( \tilde{H} \in F_{q}^{(k+\ell) \times (n-k-\ell)} \) and \( H'' \in F_{q}^{(k+\ell) \times \ell} \), and a syndrome \( s = (s' \| s'') \in F_{q}^{n-k} \) with \( s' \in F_{q}^{n-k-\ell} \) and \( s'' \in F_{q}^{\ell} \).
3. Solve the subproblem \( \text{DP}_{H',s'',p} \): Construct a list of vectors \( (e'', e''H''^\top) \in F_{q}^{k+\ell} \times F_{q}^{\ell} \) such that \( |e''| = p \) and \( e''H''^\top = s'' \).
4. Test step. For each \( e'' \) found during Step 3, recover the complete vector \( e = (e' \| e'') \) that satisfies \( eH^\top = s \) and check if \( |e| = w \).
5. Repeat Steps 1-4 until Step 4 succeeds and gives a \( e \in F_{q}^{n} \) such that \( eH^\top = s \) and \( |e| = w \).
6. return \( e_0 = \pi^{-1}(e) \). It verifies \( e_0H_0^\top = s \) and \( |e_0| = w \).
Proof. We use the same notations as above.

Steps 1-2. Applying a random permutation and a partial Gaussian elimination on $H$ can be done in a polynomial time.

Step 3. This step takes time $T_{\text{DP}}^{H',s',p}$ that depends on the choice of the subroutine. It returns $\text{NbSolFound}$ solutions to the $\text{DP}_{H',s',p}$ subproblem.

Step 4. From an $e'' \in \mathbb{F}_3^{k+\ell}$ such that $e''H''^\top = s''$, one can efficiently compute $e' = s' - e''H' \in \mathbb{F}_3^{n-k-\ell}$. The vector $e = (e'\parallel e'')$ then satisfies $eH^\top = s$. There are $\text{NbSolFound}$ solutions that need to be checked for weight. The check time be dominated in the sum by the time of Step 3.

Step 5. Suppose there is a precise solution $e$ that we want to find where $e = (e'\parallel e'')$ with $e' \in \mathbb{F}_3^{k+\ell}$ and $e'' \in \mathbb{F}_3^{n-k-\ell}$. The probability that $e$ is “well cut” i.e. for $e$ there is $|e'| = w - p$ and $|e''| = p$, is given by Lemma 1. Then, supposing $e$ is well cut, one iteration of steps (1-4) returns a list containing a fraction $\frac{\text{NbSolFound}}{\text{NbSol}(\text{DP}_{H',s',p})}$ of the solutions to the $\text{DP}_{H',s',p}$ subproblem. As there are $\text{NbSol}(\text{DP}_{H,s,w})$ such solutions $e$, the probability that one iteration returns a solution is

$$PrFindSol = \min \left\{ 1, \frac{\text{NbSol}(\text{DP}_{H,s,w}) \cdot \text{PrGoodCut} \cdot \text{NbSolFound}}{\text{NbSol}(\text{DP}_{H',s',p})} \right\}.$$  \hspace{1cm} (2)

To get a solution with probability $1 - o(1)$, one has to repeat steps (1-4) a number $1/PrFindSol$ of iterations. Once we have found a solution $e$ such that $eH^\top = s$, then $\pi^{-1}(e)H_0^\top$, and this achieves the algorithm.

Putting everything together gives the result. 

Quantum ISD algorithm.

Notations. We recall that given a quantumly accessible list $L$, $\text{ind}_L(x)$ denotes the index of element $x$ in the list $L$. The quantum superposition of a list $L$ is the quantum state $|\psi_L\rangle = \frac{1}{\sqrt{|L|}} \sum_{x \in L} |\text{ind}_L(x)\rangle |x\rangle$ (See Definition 1).

Theorem 4. We are given an algorithm that constructs a quantum superposition of $\text{NbSolFound}$ solutions to $\text{DP}_{H',s',p}$ in time $T_{\text{DP}}^{H',s',p}$, among the $\text{NbSol}(\text{DP}_{H',s',p})$ total solutions to this subproblem. $\text{PrGoodCut}$ is defined in Proposition 1 and $\text{NbSol}(\text{DP}_{H,s,w})$ denotes the number of solutions to $\text{DP}_{H,s,w}$. Then in the quantum mode, Algorithm 3 solves $\text{DP}_{H,s,w}$ in time

$$T_{\text{DP}} = \max \left\{ T_{\text{DP}}^{H',s',p}, \frac{T_{\text{DP}}^{H',s',p}}{\sqrt{\frac{\text{NbSol}(\text{DP}_{H,s,w}) \cdot \text{PrGoodCut} \cdot \text{NbSolFound}}{\text{NbSol}(\text{DP}_{H',s',p})}}} \right\}.$$
Algorithm 2 Quantum ISD

**Input:** $H_0 \in \mathbb{F}_3^{n \times (n-k)}$, syndrome $s \in \mathbb{F}_3^{n-k}$, weight $w$.

Parameters $\ell \in [0, n - k]$ and $p \in \{\max\{0, w - (n - k - \ell)\}, \min\{w, k + \ell\}\}.$

**Output:** $e_0 \in \mathbb{F}_3^n$ such that $e_0 H_0 = s$ and $|e_0| = w$.

1. **Pick a random permutation** $\pi$ and apply $H \leftarrow \pi(H_0)$
2. **Apply a partial Gaussian Elimination** on $H$ to transform it into a systematic form $H = \begin{pmatrix} I_{n-k-\ell} & H' \\ 0 & H'' \end{pmatrix} \in \mathbb{F}_3^{n \times (n-k)}$ where $H' \in \mathbb{F}_3^{(k+\ell)\times(n-k-\ell)}$ and $H'' \in \mathbb{F}_3^{(k+\ell)\times \ell}$, and a syndrome $s = (s'|s'') \in \mathbb{F}_3^{n-k}$ with $s' \in \mathbb{F}_3^{n-k-\ell}$ and $s'' \in \mathbb{F}_3^\ell$.
3. **Solve the subproblem** $\text{DP}_{H'', s'', p}$: Construct in quantum superposition a list $L$ of $e'' \in \mathbb{F}_3^\ell$ such that $|e''| = p$ and $e'' H'' \dagger = s''$, i.e. construct the quantum state
   \[
   \frac{1}{\sqrt{|L|}} \sum_{(e'', y) \in L} \left| \text{ind}_L(e'') \right\rangle |e''.
   \]
   where $\text{ind}_L(e'')$ is the index of the tuple $(e'', y = e'' H'' \dagger)$ in list $L$.
4. **Test step.** From a vector $e''$ we can compute the complete candidate solution $e \in \mathbb{F}_3^n$ such that $e H \dagger = s$. We transform $|\psi_L\rangle$ into the state
   \[
   \frac{1}{\sqrt{|L|}} \sum_{(e''', y) \in L, e''= (e''') H'' \dagger} \left| \text{ind}_L(e'') \right\rangle |e'''.
   \]
   The vectors $e$ in the second register then satisfy $e H \dagger = s$. Apply **Grover** to only keep the $e$ in the superposition which are of weight $w$.
5. **Apply a Amplitude Amplification** to find a good permutation $\pi$ in Step 1 with high probability.
6. **Measure $e$.** Return $e_0 = \pi^{-1}(e)$. It satisfies $e_0 H_0 = s$ and $|e_0| = w$.

Proof. **Steps 1,2.** These steps do not change from the classical version and are efficiently done.

**Step 3.** This step takes time $T_{\text{DP}_{H'', s'', p}}$ that depends on the choice of the subroutine. It constructs a quantum superposition $|\psi_L\rangle$ over $|L| = \text{NbSolFound}$ solutions to the $\text{DP}_{H'', s'', p}$ subproblem, where
   \[
   |\psi_L\rangle = \frac{1}{\sqrt{|L|}} \sum_{(e'', y) \in L} \left| \text{ind}_L(e'') \right\rangle |e''.
   \]
   Actually, all the $y$ in tuples in $L$ in this state are equal to $y = s''$ as it is an output condition of the subroutine. So we can discard this last register that can now be considered classical.

**Step 4.** After discarding the classical register $|s''\rangle$, we add a zero quantum register to $|\psi_L\rangle$ to get the state
   \[
   \frac{1}{\sqrt{|L|}} \sum_{(e'', y) \in L} \left| \text{ind}_L(e'') \right\rangle |0\rangle |e''
   \]
where \( \text{ind}_L(e'') \) is the index of the tuple \((e'', e''H'^T)\) in list \(L\).

We apply the efficient quantum circuit \(|0\rangle |e''\rangle \mapsto |s' - H'e''\rangle |e''\rangle \) on its two last registers to get the state

\[
\frac{1}{\sqrt{|L|}} \sum_{(e', y) \in L, e' = s' - H'e''} |\text{ind}_L(e'')\rangle |e'\rangle |e''\rangle = \frac{1}{\sqrt{|L|}} \sum_{e'' \in \mathbb{F}_3^n} \sum_{y \in \mathbb{F}_3^k} |\text{ind}_L(e'')\rangle |e\rangle .
\]

This state is a uniform quantum superposition over candidate solutions \(e \in \mathbb{F}_3^n\) that satisfy \(eH = s\). We need to only keep those that are of good weight \(w\), so we apply on this state Grover’s search [Gro96] with a check function that given \(e\) returns 1 if \(|e| = w\), and 0 otherwise. It transforms the state into the following quantum superposition over solutions to \(\text{DP}_{H,s,w}\)

\[
\frac{1}{\sqrt{Z}} \sum_{(e', y) \in L, e'' = (s' - H'e'') | e'\rangle} |\text{ind}_L(e'')\rangle |e\rangle ,
\]

where \(Z\) is the number of such solutions \(e\). This requires at most \(\sqrt{|L|} = \sqrt{NbSolFound} \) Grover iterations. Therefore the time of this step will be dominated by the time of Step 3.

**Step 5.** Suppose there is a precise solution \(e\) that we want to find where \(e = (e' \parallel e'')\) with \(e' \in \mathbb{F}_3^{k+\ell}\) and \(e'' \in \mathbb{F}_3^{n-k-\ell}\). Lemma 1 gives the probability that \(e\) is “well cut”, i.e. \(|e'| = w - p\) and \(|e''| = p\). Then, supposing \(e\) is well cut, one iteration of steps (1-4) returns a list in quantum superposition containing a fraction \(\frac{1}{\sqrt{NbSolFound}}\) of the solutions to the \(\text{DP}_{H'', s'', p}\) subproblem. One iteration of Steps 1-4 returns a solution with probability given by Equation 2. To get a solution with a probability close to 1, we apply an amplitude amplification on this process, which takes \(1/\sqrt{PrFindSol}\) iterations. Then we measure and find a solution to \(\text{DP}_{H,s,w}\).

**DOOM variant of the ISD.** [Sen11] presented an approach for solving more efficiently the DOOM problem. Instead of having only one syndrome \(s\) in the input of the ISD frameworks 1 and 2 the adversary takes an arbitrarily large list \(S\) of syndromes. At the end of the algorithm, the adversary wins if they get a pair \((e_0, s) \in \mathbb{F}_3^n \times S\) such that \(e_0 H_0 = s\). The subroutine of the third step is also adapted in function: it takes in input a list \(S''\) of the restricted syndromes \(s''\), and outputs solutions \((e'', s'') \in \mathbb{F}_3^{k+\ell} \times \mathbb{F}_3^{\ell}\) to the subproblem, where \(s''\) are restrictions of the \(s \in S\) on their \(\ell\) last coordinates. The time complexity of this variant stays the same as the one given in Theorem 4 for classical and in Thoerem 4 for quantum. This approach will be applied and explained in more detail in Section 4 in the context of message attacks on Wave.

### 2.4 List merging

Subroutines within the ISD algorithms will make great use of list merging. Merging two lists \(L_1\) and \(L_2\) on the \(b\) first coordinates means constructing the following
list.

\[ L_1 \triangleright◁_b L_2 := \left\{ (e_1 + e_2, y_1 + y_2) : (e_1, y_1) \in L_1, (e_2, y_2) \in L_2, (y_1 + y_2)_{[0:b-1]} = 0 \right\} \]  

(3)

\[ |L_1 \triangleright◁_b L_2| \leq |L_1| \cdot |L_2| \cdot 3^{b-b_0}. \]  

(4)

**Classical merging.** We want to construct the merged list \( L = L_1 \triangleright◁_b L_2 \). We sort \( L_1 \) by lexicographic order according to its second tuple elements \( y_1 \), which takes time \( |L_1| \cdot \log(|L_1|) \). Then, for each \((e_2, y_2) \in E_2\), we search \((e_1, y_1) \in L_1\) such that \(y_1 + y_2\) values 0 on its \( b_0 \) first coordinates. Thanks to the sorting, for each \( e_2 \) one can find a solution in \( L_2 \) (if it exists) in time \( \log |L_1| \) by dichotomic search. For each collision found on \( y_1 \) and \( y_2 \), we add \((e_1 + e_2, y_1 + y_2)\) to \( L \). So the classical merging takes time \( (|L_1| + |L_2|) \cdot \log |L_1| \). Hence the following lemma.

**Lemma 2.** Given lists \( L_1 \) and \( L_2 \), one can construct the list \( L_1 \triangleright◁_b L_2 \) for an arbitrary \( b \) in time \( \tilde{O}(|L_1|, |L_2|, |L_1 \triangleright◁_b L_2|) \).

**Quantum merging.** We are given a list \( L_1 \) classically stored and assumed quantumly accessible, and the state \(|\psi_{L_2}\rangle\) of the uniform quantum superposition
on the list $L_2$,
\[
|\psi_{L_2}\rangle = \frac{1}{\sqrt{|L_2|}} \sum_{(e_2, y_2) \in L_2} |\text{ind}_{L_2}(e_2)\rangle |e_2\rangle |y_2\rangle.
\]  

(5)

We sort $L_1$ in the lexicographic order according to its second tuple elements $y_1$, which takes time $|L_1| \cdot \log(|L_1|)$. We define the following function:
\[
\text{match}_{L_1}(e_2, y_2) = \begin{cases} 
(e_1, y_1) \in L_1 \text{ such that } (y_1 + y_2)_{[0:b]} = 0 \text{ if it exists,} \\
\bot \text{ otherwise.}
\end{cases}
\]

If several such $(e_1, y_1)$’s match, the function will arbitrarily return the first one by lexicographic order. However, if lists $L_1, L_2$ are random and there is $|L_1| \leq |L_2|$, then there will be on average at most one such tuple in $L_1$. So we make this assumption by simplicity from here.

The function $\text{match}_{L_1}$ is efficiently implementable by performing a dichotomic search as $L_1$ is sorted and assumed quantumly accessible. We then apply this circuit on $|\psi_{L_2}\rangle$ using an auxiliary register:
\[
\frac{1}{\sqrt{|L_2|}} \sum_{(e_2, y_2) \in L_2} |\text{ind}_{L_2}(e_2)\rangle |\text{match}_{L_1}(e_2, y_2)\rangle |e_2\rangle |y_2\rangle.
\]

While the classical merging ran a for loop on $L_2$ to check, in the quantum model we replace it with Grover’s search [Gro96]. We define the Grover check function as follows: Given $(e_2, y_2)$, it returns 1 if $\text{match}_{L_1}(e_2, y_2) \neq \bot$, and 0 else. Applying Grover on the previous state requires at most $\sqrt{|L_2|}$ iterations, and constructs the following state, where the non-$\bot$ elements are removed from the superposition.
\[
\frac{1}{\sqrt{|L_1 \otimes_b L_2|}} \sum_{(e_2, y_2) \in L_2} |\text{ind}_{L_2}(e_2)\rangle |\text{match}_{L_1}(e_2, y_2)\rangle |e_1\rangle |y_1\rangle |e_2\rangle |y_2\rangle.
\]

And finally, by simply summing, swapping and reassembling the registers, we get the state
\[
\frac{1}{\sqrt{|L_1 \otimes_b L_2|}} \sum_{(e_2, y_2) \in L_2} |\text{ind}_{L_2}(e_2)\rangle |e_1 + e_2\rangle |y_1 + y_2\rangle |e_2, y_2\rangle,
\]

where the last register $|e_2, y_2\rangle$ cannot be discarded because of the requirement of the reversibility of the process, but it will not be used anymore. The previous

\[
^2\text{When we will apply quantum merging further in this work, we will manipulate random lists } L_1, L_2 \text{ such that } |L_1|^2 = |L_2|, \text{ so there will be at most one solution with very high probability. This allows us to consider that this quantum merging process constructs a quantum superposition over the list } L_1 \otimes_b L_2 \text{ without missing any element.}
\]
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state then can be rewritten
\[
|\psi_{L_1 \bowtie_b L_2}\rangle_{\text{Aux}} := \sum_{\langle e, y \rangle \in L_1 \bowtie_b L_2} |\text{ind}_{L_2}(e)\rangle_e |y\rangle_{\text{Aux}}.
\]

This whole process takes time \((|L_1| + \sqrt{|L_2|}) \cdot \log |L_1|\).

**Lemma 3.** Given a list \(L_1\) classically stored and quantumly accessible, and the quantum state \(|\psi_{L_2}\rangle\) (Eq. 5) such that \(|L_1| \leq |L_2|\), one can construct the quantum state \(|\psi_{L_1 \bowtie_b L_2}\rangle\) (Eq. 6) for an arbitrary \(b\) in time \(\tilde{O}(|L_1|, \sqrt{|L_2|})\).

3 Key attacks on DWK

We are given a public \((U, U + V)\)-code with generator matrix \(G \in F_3^{(k_U + k_V) \times n}\) and parity check matrix \(H \in F_3^{(n-(k_U + k_V)) \times n}\). The point of this attack is to solve the Distinguishing Wave Keys Problem 2, which can be done by finding a type-\(U\) or type-\(V\) word \(e\) of weight \(t\) in the public code or its dual. [Sen23] pointed out that type-\(U\) words outnumber type-\(V\) ones, so the attacker can restrain their search to only type-\(U\) words as they are easier to find. The parameter \(t\) can be chosen as the attacker wants under the condition that the number of such words has to be higher than in a random code. The former condition, by combining Propositions 1 and 2, is equivalent to
\[
3^{n-2k_V} > \binom{n}{t} 2^t.
\]

So the time complexity of this key attack is the minimum between the time of solving the problems \(\text{DP}_{H,0,t}\) and \(\text{DP}_{G,0,t'}\), respectively to find a type-\(U\) word in the public code and in its dual, with \(t\) and \(t'\) are freely chosen such that they respect Equation 7. In this section, we present how to solve \(\text{DP}_{H,0,t}\) and these algorithms can directly be adapted to the dual version.

3.1 Classical key attack

The best known classical key attack on Wave is due to [Sen23], who applies Dumer’s algorithm [Dum91] within the ISD framework [FS09]. We start by constructing the following lists.

\[
E_1 := \{ (\vec{x}_1 \parallel \vec{0}^k \vec{x}_2^\ell) \mid \vec{x}_1 \in F_3^{k+\ell}, |\vec{x}_1| = p/2 \} ; \quad L_1 := \{ (e_1^\prime, e_1^\prime H^T) : e_1^\prime \in E_1 \}
\]
\[
E_2 := \{ (\vec{0}^{k+\ell} \parallel \vec{x}_2) \mid \vec{x}_2 \in F_3^{k+\ell}, |\vec{x}_2| = p/2 \} ; \quad L_2 := \{ (e_2^\prime, e_2^\prime H^T) : e_2^\prime \in E_2 \}
\]

Both these initial lists are of size
\[
\left(\binom{k+\ell}{p/2}^2\right)^2 = \tilde{O} \left( \left(\frac{k+\ell}{p} \right)^{1/2} 2^{p/2} \right).
\]
We apply classical merging from Lemma 2 on the lists \( L_1 \) and \( L_2 \) to get the merged list \( L_1 \triangleright \triangleleft L_2 \) filled with elements of form \( (e'', e''(H'')^T) = (e'', 0) \). We can see in Equation 8 that vectors \( e''_1 \in E_1 \) and \( e''_2 \in E_2 \) have disjoint sets of non-zero coordinates. Therefore, their sum \( e'' \) that we get through the merged list is in form \( e'' = e''_1 + e''_2 = (x_1, x_2) \) with \( |x_1| = |x_2| = p/2 \). So all the \( e'' \) for \( (e'', e''(H'')^T) \in L \) obtained are of weight \( p/2 \) by construction, which ensures the correctness of the algorithm. Using this process as a subroutine within the ISD framework leads to the following theorem.

**Theorem 5.** We are given a generalized ternary \((U, U + V)\)-code \( C \) of dimensions \((n, k, k_U, k_V)\). Fix ISD parameters \( \ell, p \), and a target weight \( t \). There exists a classical algorithm that solves the DWK\(_{n,k_U,k_V}\) problem for code \( C \) in time

\[
T = \max \left\{ \left( \frac{k + \ell}{p} \right)^{1/2} 2^{p/2}, \frac{3^{n/2-k_U}}{2^{(t-p)/2}} \left( \frac{k + \ell}{p} \right)^{1/2} \left( \frac{n-k-\ell}{t-p} \right) \right\}.
\]

**Proof.** \( L_1 \) and \( L_2 \) are of the same size given by Equation 9. Constructing the initial lists takes time \( O(|L_1|) \) and merging \( L_1 \triangleright \triangleleft L_2 \) takes time \( \tilde{O}(|L_1|) \) by Lemma 2. So Dumer’s subroutine runs in time

\[
T_{\text{DP}, u', e', p} = \tilde{O}(|L_1|) = \tilde{O} \left( \left( \frac{k + \ell}{p} \right)^{1/2} 2^{p/2} \right).
\]

The merged list is of expected size \( |L_1| \cdot |L_2| \cdot 3^{-\ell} = \tilde{O} \left( \left( \frac{k + \ell}{p} \right) 2^p \cdot 3^{-\ell} \right) \), by Equation 4. Proposition 1 gives the number of solutions to the DP subproblem: \( \text{NbSol}(\text{DP}_{H'' u', 0, p}) = \left( \frac{k + \ell}{p} \right)^{2p} \). And Proposition 2 gives the number of solutions to the DP problem in the \((U, U + V)\)-code: \( \text{NbSol}(\text{DP}_{H, 0, t}) = \left( \frac{n/2}{t/2} \right)^{2^{t/2} - 1} \).

Applying Theorem 3 with these amounts gives the time complexity of the ISD framework with a Dumer subroutine. Simplifying the expression directly gives the result.

**Remark.** We have observed that Wagner’s algorithm does not perform better than Dumer in this setting, i.e., one does not get profit from taking additional levels in the merging tree. The reason is that the condition in Equation 7 forces the target weight \( t \) to remain quite small. And this impacts the number of vectors one can generate with this weight, which is low in comparison to those with higher weights (as we are in ternary). Additional merging levels are useful since there are sufficiently many vectors, which is not the case here, but it will have an advantage in a different setting, for the message attacks, as we will see in Section 4.
Numerical results. The time complexity is optimal when both initial lists are of maximal size, i.e. by fixing \( p \) such that \( \left( \frac{k + \ell}{p} \right)^{1/2} 2^{n/2} = 3^\ell \). Parameters \( \ell \) and \( t \) are obtained by numerical optimisation to minimize the time complexity of the attack. As a result, we obtain as optimal parameters \( l \approx 0.01, t \approx 0.21 \) and \( p \approx 0.003 \). With these values, the ISD algorithm with a Dumer subroutine solves \( \text{DWK}_{n,k_U,k_V} \) in time \( 2^{0.0161n+o(n)} \) i.e. \( 2^{138} \) for the set of Wave parameters (I); in time \( 2^{0.0165n+o(n)} \) i.e. \( 2^{206} \) for set (III); and in time \( 2^{0.0167n+o(n)} \) i.e. \( 2^{274} \) for (V).

The sets of Wave parameters (I), (III) and (V) can be found in the following table.

<table>
<thead>
<tr>
<th></th>
<th>Classic</th>
<th>Quantum</th>
<th>( n )</th>
<th>( k )</th>
<th>( w )</th>
<th>( k_U )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(I)</td>
<td>128</td>
<td>64</td>
<td>8576</td>
<td>4288</td>
<td>7668</td>
<td>2966</td>
</tr>
<tr>
<td>(III)</td>
<td>192</td>
<td>96</td>
<td>12544</td>
<td>6272</td>
<td>11226</td>
<td>4335</td>
</tr>
<tr>
<td>(V)</td>
<td>256</td>
<td>128</td>
<td>16512</td>
<td>8256</td>
<td>14784</td>
<td>5704</td>
</tr>
</tbody>
</table>

With this choice of parameters, the algorithm finds \( |L| \) solutions in time \( |L| \), so in amortized time \( O(1) \) per solution. The \( o(n) \) terms above encapsulate the hidden polynomial terms, as our analysis only focused on the asymptotic complexity. These results are summarized in the first column of Table 1.

3.2 Quantum key attack

The quantum key attack algorithm has a very similar structure to the classical one. We use the quantum version of the ISD framework (Algorithm 2), which performs a quantum Amplitude Amplification (Theorem 2 [Bra+02]) instead of a classical while loop. This makes a quadratic gain over the number of iterations of the algorithm. Within the ISD framework, we also replace the classical Dumer subroutine with its quantum merging variant.

Let us define the following lists. Note that the list \( L_2 \) does not need to be classically written at any moment of the algorithm.

\[
E_1 := \{ (x_1 \parallel 0^{2(k + \ell)}) \mid x_1 \in \mathbb{F}_3^{k + \ell}, |x_1| = p/3 \} \quad L_1 := \{ (e''_1, e''_1 H''^\top) : e''_1 \in E_1 \}
\]

\[
E_2 := \{ (0^{2(k + \ell)} \parallel x_2) \mid x_2 \in \mathbb{F}_3^{2(k + \ell)}, |x_2| = 2p/3 \} \quad L_2 := \{ (e''_2, e''_2 H''^\top) : e''_2 \in E_2 \}
\]

The lists are no longer of equal size. Indeed, to balance the running times, the list in quantum superposition is taken quadratically larger than the classical
one:

\[ |L_1| = \widetilde{O}\left(\frac{(k + \ell)}{p}\right)^{1/3} 2^{p/3} \]  

and \[ |L_2| = |L_1|^2. \] \hspace{1cm} (11)

The algorithm starts by classically constructing the list \( L_1 \). It also constructs the uniform quantum superposition over the elements of \( L_2: |\psi_{L_2}\rangle = \frac{1}{\sqrt{|L_2|}} \sum_{(e_2, y_2) \in L_2} |\text{ind}_{L_2}(e_2)\rangle |e_2\rangle |y_2\rangle \), where \( \text{ind}_{L_2}(e_2) \) is the index of the tuple \((e_2, y)\) in the list \( L_2 \). We apply a quantum merging (Lemma 3) on \( L_1 \) and \( |\psi_{L_2}\rangle \) to get the state \(|\psi_{L_1 \cup L_2}\rangle\), which contains the quantum superposition of all the \( e'' = (e''_1, e''_2) \) for \( e''_1 \in E_1 \) and \( e''_2 \in E_2 \) such that \( e'' \mathcal{H}^\dagger = 0 \) Please look at Equation 6 for an explicit expression of this quantum state. As by construction \( e''_1 \in E_1 \) and \( e''_2 \in E_1 \) have disjoint set of non-zero coordinates, then \( e'' \) is of weight \( |e''| = |e''_1| + |e''_2| = p/3 + 2/3 = p \). So we end up with a quantum superposition of \( |L_1 \cup L_2\rangle \) solutions to the \( \text{DP}_{H^v,0,p} \) subproblem. Using this as a subroutine within the ISD framework leads to the following theorem.

**Theorem 6.** Let us fix parameters \( \ell, p, t \) and set \( k := k_U + k_V \). There exists a quantum algorithm under the QRAM model assumption that solves DWK\(_{n,k_U,k_V}\) in time

\[ T = \max \left\{ \left(\frac{(k + \ell)}{p}\right)^{1/2} 2^{p/2}, \frac{3^{n/4-k_U/2} \left(\frac{n}{t}\right)^{1/4}}{2t^{1/4-p/2} \left(\frac{n-k-\ell}{t-p}\right)^{1/2}} \right\}. \]

**Proof.** Sizes of lists \( L_1 \) and \( L_2 \) are given in Equation 11 just above. Constructing the initial classical list takes time \( |L_1| \), and constructing the initial quantum state \(|\psi_{L_2}\rangle\) can be done in efficient time by a Quantum Fourier Transform and then applying the circuit \(|e''_2\rangle |0\rangle \mapsto |e''_2\rangle |e''_1 \mathcal{H}^\dagger\rangle\).

The quantum merging takes time \( |L_1| + \sqrt{|L_2|} \) by Lemma 3. On average we can expect \( |L_1 \cup L_2| = \left(\frac{(k + \ell)}{p}\right)^{1/2} 2^{p/2} \cdot 3^{-\ell} := \text{NbSolFound} \) by Equation 4. This is also equal, up to a polynomial factor, to \( \text{NbSol}(\text{DP}_{H^v,0,p}) \) the number of solutions to the DP subproblem. By Proposition 1 and Proposition 2 gives the number of solutions to the DP problem in the \((U, U + V)\)-code which is \( \text{NbSol}(\text{DP}_{H,0,t}) = \left(\frac{n/2}{t/2}\right)^{3^{n/2-k_U}}. \) Plugging these values into the Theorem 4 with the same notations provides the result.

### 3.3 Numerical results

The time complexity is optimal when the list \( L_2 \) is of maximal size, so when \( p \) is fixed such that \( \left(\frac{(k + \ell)}{p}\right)^{1/3} 2^{p/3} = 3^\ell \). Parameters \( \ell \) and \( t \) are obtained by numerical optimisation to minimize the time complexity of the attack. We give here the optimal ISD parameters and the associated time complexities for each set of parameters of Wave given in Table 2.
The time complexity is optimal for \( t \approx 0.21 , l \approx 0.0052 \) and \( p \approx 0.0024 \). The ISD algorithm with a quantum Dumer subroutine solves \( \text{DWK}_{n,k_U,k_V} \) for the set of Wave parameters (I) in time \( 2^{0.0094n+o(n)} \) i.e. \( 2^{80} \) bits of quantum security; for the set (III) in time \( 2^{0.0096n+o(n)} \) i.e. \( 2^{120} \); and for the set (V) in time \( 2^{0.0097n+o(n)} \) i.e. \( 2^{160} \). The slight differences in the time exponents come from the fact that the dimensions \( k_U, k_V \) are not exactly linear in \( n \). These results are summarized in the second column of Table I.

### 4 Message attacks

This attack consists in forging a signature by solving the problem \( \text{DOOM}_{n,k,w} \) (Problem 3) that we remind here: Given a list \( S \) of syndromes in \( \mathbb{F}_3^{|k|} \) and a matrix \( H \), find \( e \in \mathbb{F}_3^n \) and \( s \in S \) such that \( eH^\top = s \). Once again we use the ISD framework, but here we take Wagner’s algorithm [SS81] as a subroutine instead of just Dumer’s [Dum91].

#### 4.1 Classical message attack

The best known classical message attack algorithm is the smoothed Wagner’s algorithm from [Bri+20] based on the approach of [Sen11] to solve \( \text{DOOM} \). A parameter \( a \) to be chosen will be the tree depth of Wagner’s algorithm. Wagner’s algorithm [SS81] can be seen as a generalisation of Dumer [Dum91], where taking Wagner with \( a = 1 \) exactly describes Dumer’s algorithm.

**First lists.** We start by constructing the first-level lists \( L^{(0)}_1 , \ldots , L^{(0)}_{2^a-1} \) of size \( |L^{(0)}_i| = 3^{\ell/a} \), where for \( i = 1 \) to \( 2^a - 1 \) we sample

\[
E^{(0)}_i \subseteq \left\{ (0^{\frac{k+\ell}{3}} \ldots 0^{\frac{k+\ell}{3}}) \bigg| \begin{array}{l} \text{\text{ith block}} \end{array} \right\} \bigg| x = \frac{p}{2^a - 1} \}
\]

\[
L^{(0)}_i := \left\{ \left( (e'',0), e''H''^\top \right) : e'' \in E^{(0)}_i \right\}
\tag{12}
\]

And with the DOOM approach, the last list is filled with \( 3^{\ell/a} \) syndromes restricted on their \( \ell \) last coordinates

\[
L^{(0)}_{2^a} \subseteq \left\{ ((0,s''),-s'') : s = (s'||s'') \in S, s' \in \mathbb{F}_3^{n-k-\ell}, s'' \in \mathbb{F}_3^{\ell} \right\}.
\tag{13}
\]

The aim to store elements in the form \( ((e'',s'), e'H\top - s'') \) is to merge them on their last elements and get at the end some for which \( e'H\top - s'' = 0 \) and be able to recover the corresponding \( e'' \) and \( s'' \). To be formal, let us precise the tuple addition \( (e_1,s_1) + (e_2,s_2) = (e_1 + e_2, s_1 + s_2) \).
Notice that we need the list size to be lower than the number of words of weight \( p \) we can generate from \( \mathbb{F}_3^{k+\ell} \), i.e. we require
\[
3^\ell/a \leq \left( \frac{(k+\ell)/(2^a-1)}{p/(2^a-1)} \right)^{2p/(2^a-1)}.
\]

Actually, as [Bri+20] has already shown and that we recover in our numerical optimisations, the optimal choice for \( p \) in high weight \( w \) is to take it at the maximum, i.e. \( p = k+\ell \). Then by rewriting the condition on \( a \) with this value of \( p \) gives this simplified formula:
\[
3^\ell/a \leq 2^{k+\ell}.
\]

**Merging tree.** For Wagner’s algorithm, we consider a binary merging tree with at the first level the lists \( L^{(0)}_1, \ldots, L^{(0)}_{2^a-1} \) and \( L^{(0)}_{2^a} \) defined in Equations \( \text{12 and 13} \). To pass from the \( j \)-th level to the \((j + 1)\)-th we merge pairwise lists using Lemma 2, for odd \( i \):
\[
L^{(j+1)}_{(i+1)/2} := L^{(j)}_i \triangleright \left( j + 1 \right) \ell/a L^{(j)}_{i+1}.
\]

By construction, every \( ((e'', s''), y) \in L^{(j+1)}_{(i+1)/2} \) will satisfy \( y = e'' \mathbf{H}'^{(j+1)T} - s'' \) and \( |e''| = j \frac{2^a - 1}{2^a - 1} \).

At each floor, the size of this newly merged list is \( |L^{(j+1)}_{(i+1)/2}| = \frac{|L^{(j)}_i| |L^{(j)}_{i+1}|}{3^\ell/a} \), so by recurrence it remains constant at \( 3^\ell/a \) on average. Please refer to Figure 2 to visualize the merging process.

At the end of Wagner’s algorithm, we get a final list \( L^{(a)}_1 \) filled with tuples in form \( (e'', s''), e'' \mathbf{H}' - s'' = 0 \), and by construction, we have \( |e''| = p \). At each level in the merging tree, the list sizes are \( 3^\ell/a \) on average, so at the end we find as much solutions \( (e'', s'') \) to the DP \( \mathbf{H}'', s'', p \) subproblem.

**Algorithm 3** Classical Wagner’s algorithm for DOOM [Bri+20]

**Input:** \( \mathbf{H}' \in \mathbb{F}_3^{k+\ell} \times \), a list \( S \) of target syndromes \( s'_1, \ldots, s_{3^\ell/a} \in \mathbb{F}_3^{\ell} \)

**length \( \ell \), target weight \( p \), tree depth \( a \).**

**Output:** List of \( (e'', s'') \in \mathbb{F}_3^{k+\ell} \times \) such that \( |e''| = p \) and \( e'' \mathbf{H}'^{(j+1)T} = s'' \)

1. Sample lists \( E^{(0)}_i, L^{(0)}_i \) for \( i = 1 \) to \( 2^a \) using Equation 12
2. for \( j = 0 \) to \( a - 1 \) do
3. for \( i = 1 \) to \( 2^{(a-j)} \) do
4. Merge \( L^{(j+1)}_{(i+1)/2} = L^{(j)}_i \triangleright \left( j + 1 \right) \ell/a L^{(j)}_{i+1} \).
5. return \( L^{(a)}_1 \)
Fig. 2. Wagner subroutine for $a = 3$. There are $2^a - 1 = 7$ initial lists of $e''H'\top$, plus the syndromes list $S$. At each level, the lists are merged on $\ell/a$ more coordinates, until the final list $L_1^{(a)}$ filled with elements in the form $((e'', s''), 0)$, where pairs $(e'', s'')$ are solutions to the DOOM$_{k+\ell,k,p}$ subproblem.
Proposition 3. Let us fix parameters \( \ell, p, a \) such that \( 3^{\ell/a} \leq 2^{k+\ell/(2^a-1)} \) (See Equation 14). There exists a classical algorithm that solves \( \text{DOOM}_{n,k,w} \) in time

\[
T = \max \left\{ 3^{\ell/a}, \frac{3^{n-k-\ell}}{2^w p \left( \frac{n-k-\ell}{w-p} \right)} \right\}.
\]

Proof. By Lemma 2, each merging step takes time \( 3^{\ell/a} \), thus Wagner’s subroutine \( T_{DP,H',s'',p} = 3^{\ell/a} \) to find \( NbSolFound = 3^{\ell/a} \) solutions. By Proposition 1, the solutions to the DP problem are at number \( NbSol(DP_{H,s,w}) = n^w \frac{3^{n-k-\ell}}{w-p} \), and the solutions to the subproblem are at number \( NbSol(DP_{H',s'',p}) = (k+\ell) 2^p \). We apply the classical ISD algorithm 1 with a Wagner subroutine, and the Theorem 3 with these values directly conducts to the result. \( \square \)

Smoothing. The discreteness of integer parameter \( a \) makes the time complexity of Wagner’s algorithm evolve by stairs, which is not optimal for the majority of its points. Bri+20 introduced a smoothed Wagner algorithm, whose idea is to start with longer lists and a stricter first merging. The lists \( L(0) \) are merged pairwise on \( m \) bits such that these merged lists are of size \( 2^\lambda \) for well-chosen \( m \) and \( \lambda \). From there we merge on \( \lambda / \log_3 3 \) more coordinates at each level, until merging on all the \( \ell \) coordinates.

Algorithm 4 Classical smoothed Wagner’s algorithm for \( \text{DOOM} \) [Bri+20]

**Input:** \( H'' \in \mathbb{F}_3^{(k+\ell) \times \ell} \), target syndromes \( s''_1, \ldots, s''_{3^{\ell/a}} \in \mathbb{F}_3^\ell \)

**length** \( \ell \), target weight \( p \), tree depth \( a \), smoothing parameters \( m, \lambda \).

**Output:** List of \( (e'', s'') \in \mathbb{F}_3^{k+\ell} \times S \) such that \( |e''| = p \) and \( e'' H''^\top = s'' \)

1: Sample lists \( E_i^{(0)}, L_i^{(0)} \) for \( i = 1 \) to \( 2^a-1 \), and \( L_{2^a}^{(0)} \) using Equation 12.
2: Compute \( \lambda \) and \( m \) using Equations 16 and 18.
3: for \( i = 1 \) to \( 2^a \) do
4: Merge \( L_{(i+1)/2}^{(1)} = L_i^{(0)} \bowtie_m L_{i+1}^{(0)} \)
5: for \( j = 1 \) to \( a-1 \) do
6: for \( i = 1 \) to \( 2^{(a-j)} \) do
7: Merge \( L_{(i+1)/2}^{(j+1)} = L_i^{(j)} \bowtie_m L_{i+1}^{(j)} \)
8: return \( L_{(a)}^{(a)} \)

Proposition 4. Let \( a \) be the largest integer such that \( 3^{\ell/a} < 2^{(k+\ell)/(2^a-1)} \). If \( a \geq 3 \), the classical smoothed Wagner’s algorithm can find \( 2^\lambda \) solutions to \( DP_{H',s'',p} \) in time \( O(2^\lambda) \) with

\[
\lambda = \frac{1}{a-2} \left( \ell \log(3) - 2 \cdot \frac{k+\ell}{2^a-1} \right).
\]
Proof. We restate the proof from [Bri+20] adapted in the context of DOOM (it only changes $2^a$ to $2^a - 1$ in the formulae).

We are given parameters $k$ and $\ell$, and we fix $a$ at the largest integer such that $3^{\ell/a} < 2^{k+\ell}$ to respect the requirement stated in Equation 14 and we suppose that $a \geq 3$. At the first level in the tree, we take lists $L_i^{(0)}$ with the maximum possible size $|L_i^{(0)}| = 2^{k+\ell}$. We firstly merge on $m \leq \ell/a$ coordinates (Steps 2-4 in Algorithm 4). In order to obtain lists of size $2^\lambda$ at the second level, we have to choose $m$ such that

$$\left(\frac{2^{k+\ell}}{3m}\right)^2 = 2^\lambda \quad \text{i.e.} \quad \lambda = \frac{2(k + \ell)}{2^a - 1} - m \log_2 3 \quad (17)$$

The $(a - 1)$ next merging steps are designed such that merging two lists of size $2^\lambda$ gives a new list of size $2^\lambda$, which means that we merge on $\lambda/\log_2 3$ coordinates. In the final list, we have to put a constraint on all coordinates, therefore $\lambda$ and $m$ have to verify:

$$m + (a - 1) \frac{\lambda}{\log_2 3} = \ell \quad (18)$$

By combining Equations 17 and 18. We get the expression of $\lambda$ as given in the statement of the proposition, and we deduce $m$ from above. The order $a$ is
chosen to be the largest integer such that $3^{\ell/(a-1)} < 2^{\frac{k+\ell}{a-1}}$, so $\lambda$ and deduce $m$ are positive and $2^\lambda \leq 2^{\frac{k+\ell}{a-1}}$.

**Theorem 7.** There exists a classical algorithm that solves $DOOM_{n,k,w}$ in time

$$T = \max \left\{ \left( \frac{3^\ell}{2^\frac{k+\ell}{a-1}} \right)^{\frac{1}{3n}}, \frac{3^{n-k-\ell}}{2^{w-p} \left( \frac{n-k-\ell}{w-p} \right)} \right\}.$$ 

The left term in the max is improved in comparison with Proposition 3 for ISD with non-smoothed Wagner. This corresponds to the case of a single iteration of the ISD algorithm.

**Proof.** By Proposition 3, the classical smoothed Wagner’s algorithm takes times $2^\lambda = \left( \frac{3^\ell}{2^\frac{k+\ell}{a-1}} \right)^{\frac{1}{3n}}$. There are $NbSol(DP_{H,s,w}) = \binom{n}{w} 2^\frac{w}{2^\frac{w}{n-2}}$ solutions for a random code. The time complexity of the ISD classical algorithm with smoothed Wagner subroutine is given by Theorem 7 that directly conducts to the result.

**Numerical results.** As we said before, taking $p = k + \ell$ is optimal. Parameters $\ell$ and $a$ are then chosen by numerical optimisation. The optimal $a$ in this setting is here $a = 5$ and $\ell \approx 0.05$. The optimal values of $\ell$ may slightly vary in function of Wave parameters due to the fact that they are not exactly linear.

**Without smoothing.** The ISD algorithm with Wagner’s subroutine with the set of Wave parameters $(I)$ solves $DWK_{n,k_V,k_V}$ in time $2^{0.0153n+o(n)}$ i.e. $2^{130}$. For set $(III)$ it solves it in time $2^{0.0156n+o(n)}$ i.e. $2^{196}$, and for set $(V)$ in time $2^{0.0153n+o(n)}$ i.e. $2^{258}$.

**With smoothing.** The ISD algorithm with smoothed Wagner’s subroutine for set $(I)$ solves $DWK_{n,k_V,k_V}$ in time $2^{0.0151n+o(n)}$ i.e. $2^{129}$. For set $(III)$ it solves it in time $2^{0.0155n+o(n)}$ i.e. $2^{194}$, and for set $(V)$ in time $2^{0.0157n+o(n)}$ i.e. $2^{258}$.

We see that the smoothing slightly improves the message attack on Wave and grabs a few security bits. The results with the smoothing are summarized in the third column of Table 1.

Previous work [FS09] considered the tree depth $a$ as a float instead of an integer, in order to give a complexity approximation of a smoothed Wagner algorithm. If we optimize the time complexity of the non-smoothed Wagner from Proposition 3 with $a$ allowed to be a float, the difference is of only one or two bits of security less in comparison with the analysis of the smoothed Wagner algorithm from [Bri+20]. Indeed, for set $(I)$, the number of security bits is 128, for $(III)$ it is 192, and for $(V)$, 256. So considering a float $a$ provides a tight lower bound in this setting.
4.2 Quantum message attack

Notations. We recall that given a quantumly accessible list $L$, $\text{ind}_L(x)$ denotes the index of element $x$ in the list $L$. The quantum superposition of a list $L$ is the quantum state $|\psi_L\rangle = \frac{1}{\sqrt{|L|}} \sum_{x \in L} |\text{ind}_L(x)\rangle |x\rangle$ (See Definition 1).

For the quantum message attack, we combine DOOM approach from [Sen11], quantum Wagner’s algorithm of [CDE21] and smoothing from [Bri+20]. The merging tree has the same structure as in the smoothed classical algorithm presented in the previous section. Quantum mergings (see Lemma 3) are performed on the right-most side of the tree, and classical mergings (see Lemma 2) are performed everywhere else.

Fig. 4. Quantum Wagner subroutine. Dashed-line boxes represent lists that are not classically constructed in hard but whose we have a quantum superposition of their elements.
Proposition 5. We are given $n, k, w$. Let fix parameters $\ell, p$ and $a$ such that $3^{\ell/a} \leq 2^{\frac{k+\ell}{w}}$. There exists a quantum algorithm that solves $\text{DOOM}_{n,k,w}$ in time

$$T = \max \left\{ \frac{3^{\ell/a}}{a}, \sqrt{\frac{3^{n-k-\ell}}{2^{w-p}} \left( \frac{n-k-\ell}{w-p} \right)} \right\}.$$ 

Proof. Quantum Wagner’s algorithm does the classical merges in time $3^{\ell/a}$, and the quantum ones in time $\sqrt{3^{\ell/a}} = 3^{\ell/a}$. So the whole Wagner’s algorithm takes time $T_{\text{DP,}}^{H',s',p} = 3^{\ell/a}$. Proposition 1 gives the number of solutions to the DP problem $\text{NbSol}(\text{DP}_{H,s,w}) = \left( \begin{array}{c} n \\ w \end{array} \right)^{3^{\ell/a}}$, and to the DP subproblem $\text{NbSol}(\text{DP}_{H'',s'',p}) = \left( \begin{array}{c} k + \ell \\ p \end{array} \right) 2^{p} \cdot 3^{\ell}$. Applying Theorem 3 with these amounts gives the time complexity of the ISD algorithm with Wagner’s algorithm as a subroutine, and this directly leads to the result.

Theorem 8. We are given $n, k, w$. Let fix parameters $\ell, p$ and $a \geq 3$ such that $3^{\ell/a} \leq 2^{\frac{k+\ell}{w}}$. There exists a quantum algorithm that solves $\text{DOOM}_{n,k,w}$ in time

$$T = \max \left\{ \frac{3^{\ell/a}}{a}, \sqrt{\frac{3^{n-k-\ell}}{2^{w-p}} \left( \frac{n-k-\ell}{w-p} \right)} \right\}.$$
Fig. 5. Quantum smoothed Wagner subroutine. Dashed-line boxes represent lists that are not classically constructed in hard but whose we have a quantum superposition of their elements.
**Proof.** The logic is the same as in the classical smoothed Wagner algorithm, but the optimal list sizes obey a different balance. The order $a$ is chosen at the largest integer such that $3^a/a < 2^{\frac{k+\ell}{2N}}$ to respect the condition set in the Equation 14.

The classical lists $L^{(0)}_i$ for $i = 1$ to $2^a - 1$ are chosen of maximal size $2^{\frac{k+\ell}{2N}} = 2^\ell$. The list $L^{(0)}_0$ in quantum superposition is of size $2^{\ell'}$. The classical list $L^{(j)}_i$ for $j > 0$ and $0 < i < 2^a$ are of size $2^{\gamma j}$, and the quantum list for levels $(j > 0)$ are of size $2^{2^\lambda}$. The classical merging from level $(0)$ to level $(1)$ is done on the $m$ first elements.

Now we need to choose $\gamma$, $\gamma'$, $\lambda$ and $m$. The classical merging from level $(0)$ to level $(1)$ puts the constraint $\lambda = 2\gamma - m \log_2 3$. And the quantum merging requires $2\lambda = \gamma' + \gamma - m \log_2 3$. So we can deduce from the above that $\lambda = \gamma' - \gamma$. For the classical part of the merging tree for level $(1)$ and more, the constraints on $\lambda$ and $m$ remain the same as in Proposition 4 so their expressions are already given (respectively) by Equations 16 and 18, where $\lambda = \frac{1}{a-2} \left( \ell \log(3) - \frac{2(k+\ell)}{2^\ell - 1} \right)$.

The first-level classical merges take time $2^\gamma$, the first quantum merges take time $2^{\max(\gamma, \frac{\ell}{2\gamma + 1})}$, and all the other merges take time $2^\lambda$, which dominates as $\lambda \geq \gamma$. So the quantum smoothed Wagner subroutine takes time $T_{DPk}\approx 2^{\lambda}n.k,v,p = 2^{\lambda}$ to construct a list in quantum superposition with $2^{2^\lambda}$ solutions to the $DP_{H,v,s''},p$ subproblem.

Proposition 1 gives the number of solutions to the DP problem $NbSol(DP_{H,v,s}) = \binom{n}{w} \frac{a^w}{3^w - a}$, and to the DP subproblem $NbSol(DP_{H,v,s''},p) = \binom{k+\ell}{p} 2^\ell \cdot 3^{-\ell}$. Theorem 4 with these amounts gives the time complexity of the quantum ISD algorithm with smoothed Wagner algorithm as a subroutine, and this directly leads to the result.

**Numerical results.** As said before, taking $p = k + \ell$ is optimal. Parameters $\ell$ and $a$ are then chosen by numerical optimisation.

**Without smoothing.** Taking $l \approx 0.032$ and $a = 6$ is optimal. The quantum ISD algorithm with quantum Wagner’s subroutine with the set of Wave parameters $(I)$ solves $\text{DWK}_{m,k,v}$ in time $2^{0.0093n + o(n)}$ i.e. $2^{79}$. For set (III) it solves it in time $2^{0.0096n + o(n)}$ i.e. $2^{120}$, and for set (V) in time $2^{0.0098n + o(n)}$ i.e. $2^{161}$.

**With smoothing.** Taking $l \approx 0.034$ and $a = 6$ is optimal. The quantum ISD algorithm with smoothed quantum Wagner’s subroutine with the set of Wave parameters $(I)$ solves $\text{DWK}_{m,k,v}$ in time $2^{0.0091n + o(n)}$ i.e. $2^{78}$. For set (III) it solves it in time $2^{0.0094n + o(n)}$ i.e. $2^{117}$, and for set (V) in $2^{156}$.

These results are summarized in the fourth column of Table 1 and below with the comparison of claimed security from previous works.

We see that quantum Wagner’s algorithm benefits from smoothing, by respectively decreasing the security by respectively 1, 3 and 5 security bits for sets (I), (III) and (V). And we correct the claimed quantum security level of $[\text{Ban}+23]$, whose estimation did not rely on analysing an explicitly described...
Table 3. Number of quantum security bits for message attacks.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>(I)</th>
<th>(II)</th>
<th>(III)</th>
<th>(IV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISD + Wagner [CDE21]</td>
<td>79</td>
<td>120</td>
<td>161</td>
<td></td>
</tr>
<tr>
<td>Estimation [Ban+23]</td>
<td>77</td>
<td>117</td>
<td>157</td>
<td></td>
</tr>
<tr>
<td>ISD + Smoothed Wagner (Thm. 8)</td>
<td>78</td>
<td>117</td>
<td>156</td>
<td></td>
</tr>
</tbody>
</table>

algorithm, which is now formalized by our theorem [8]. Their estimation only differs by plus or minus one security bit, and the slight underestimation in case (V) maintains the security level far from the required threshold set at 128 security bits.

5 Conclusion

The process to deduce the optimal Wave parameters [Sen23] takes the trade-off between opposite constraints induced by each attack, key and message. Doing so, Wave parameter selection from [Ban+23] (recalled in Table 2) is chosen such that the time of both best known attacks is superior and the closest to the required security bits number. Table 1 reveals a visible gap between the minimum security threshold and the time of key attacks. This is a direct consequence of the discreteness of the Wave parameters, which prevents exactly reaching the minimum number of security bits for the two attacks at once.

For message attacks presented in Section 4, our analysis of the classical algorithm shows that it gets close time complexity to the lower bound from [FS09] which applies to the ISD class of algorithms. We correct the claimed security level given in [Ban+23] for quantum message attacks, finding a slight difference of one security bit with their estimation. We observe that key attacks benefit more from the quantum setting than message attacks. The reason is that Grover’s algorithm has a stronger impact when there is a search on a large range, as in Dumer’s algorithm, instead of on several fragmented small ones as what occurs in Wagner’s algorithm.

Quantum security seems to be far from being a limiting factor for Wave. A quadratic gain is not even reached and there is a large margin of safety from the minimum threshold. Moreover, the time analysis of the quantum attacks was done without considering the extra time of QRAM operations. Future practical implementations of these attacks then can be way more demanding in running time. Therefore the classical attacks remain the ones to consider in priority for selecting Wave optimal parameters. It is now an open problem to determine if there exists a better key-distinguishing attack that uses the structure of the \((U, U + V)\)-code, potentially by avoiding going through the Decoding Problem.

**Code used for the numerical results.** All our numerical optimisations and results have been obtained using Sage-Math. Please find the code here: [https://github.com/johanna-loyer/WaveISDcryptanalysis.git](https://github.com/johanna-loyer/WaveISDcryptanalysis.git)
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