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ABSTRACT
Commodity encrypted storage platforms (e.g., IceDrive, pCloud) permit data store and sharing across multiple users while preserving data confidentiality. However, end-to-end encryption may not be sufficient since it only offers confidentiality when the data is at rest or in transit. Meanwhile, sensitive information can be leaked from metadata representing activities during data operations (e.g., query, processing). Recent encrypted search platforms such as DORY (OSDI’20) or DURASIFT (WPES’19) permit multi-user data query functionalities, while protecting metadata privacy. However, they either incur a high processing overhead or offer limited security/functionality, and require strong trust assumptions.

We propose MAPLE, a new metadata-hiding encrypted search platform that offers query functionalities (search, update) on the shared data across multiple users with complex policy controls. MAPLE protects metadata privacy all the time during query processing, while achieving significantly (asymptotically) lower processing overhead than state-of-the-art platforms. The core technique of MAPLE is the design of oblivious data structures for search index and access control coupled with secure computation techniques to enable efficient query processing with a minimal trust. We fully implemented MAPLE and evaluated its performance on commodity cloud (Amazon EC2) under real settings. Experimental results showed that MAPLE achieved a concrete performance comparable with its counterparts, while offering provably stronger security guarantees and more diverse functionalities.

1 INTRODUCTION
The advent of cloud STorage-as-a-Service (STaaS) has brought significant benefits to individuals and businesses. Many commodity STaaS platforms have been deployed (e.g., Dropbox [1], Google Drive [3]), which permit not only data storage, but also sharing across multiple users, thereby improving data accessibility, flexibility and telecommuting. Despite their utility merits, STaaS platforms pose significant privacy concerns to users. Once the data is stored/shared on the cloud, it is unclear whether data will be misused or compromised. Since the shared data can be naturally sensitive (e.g., non-disclosure agreements, human subjects), it is mandatory to ensure its confidentiality and integrity all the time.

Several commercial encrypted storage and sharing platforms (e.g., Boxcryptor [4], Tresorit [5], Sync [2]) were proposed that employ standard security measures (e.g., AES, MAC) to enable confidentiality and integrity when the data is at-rest or in-transit. However, end-to-end encryption may not be sufficient to ensure robust confidentiality since sensitive information can still be leaked during operations on the encrypted data (e.g., query, computation). Specifically, an adversary can infer the data content by observing metadata indicating activities on the data. Such metadata includes, for example, what data is being accessed (access patterns); what data is being searched (search patterns); what data is being updated over time (update patterns); how much data involved in the users’ queries (volume patterns), whom the data is shared with (identity/policy leakage). In the private communication context, metadata has been shown to be “densely interconnected, susceptible to re-identification, and enables highly sensitive inferences” [73]. A former general counsel at the US NSA has stated, “metadata absolutely tells you everything about somebody’s life. If you have enough metadata, you don’t really need content” [79].

Several attempts have been proposed to enhance the privacy and functionalities in remote data storage and sharing. One research line focuses on minimizing metadata leakage when sharing/accessing data [11, 27–29, 31, 33, 50, 57, 69, 70, 85]. However, these schemes offer limited functionalities (e.g., share and access only). Given that the shared data across multiple users is generally of large-scale, it is mandatory to offer query functionalities (i.e., search) to enhance information retrieval experience, while ensuring metadata privacy.

Another line of research focuses on enabling encrypted query functionalities over the encrypted data [20, 23, 39, 56, 62, 84]. However, they either leak significant metadata information [20], and/or only support private queries over private data, thereby not permitting sharing functionalities [56]. Many devastating attacks have shown that the adversary can recover the encrypted query and data contents by exploiting many types of metadata leakage ranging from search patterns [59, 67, 75] to access patterns [7, 59, 66] and volume patterns [15, 66] during query operations. In addition, the importance of oblivious update has also been emphasized since update patterns may also reveal sensitive information as mentioned in [12, 78]. These works concentrate on designing new efficient mechanisms to support hiding the pattern of write operations. There exists a few schemes that can offer a high level of metadata privacy, while permitting data sharing and query functionalities (e.g., [35, 39]). Unfortunately, they suffer from a poor performance penalty [39], and/or require a strong assumption such as fully trusted clients [35, 39] and secure hardware [37].

Given that there is a lack of multi-user encrypted search platforms with desirable functionalities and security properties, we ask the following question:
Can we design a new encrypted search platform that offers strong security (e.g., access control, metadata-privacy) with critical functionalities (i.e., update, search), while achieving a practical performance for multi-user storage and sharing applications?

1.1 Our Results and Contributions

We answer the aforementioned question affirmatively with a design of MAPLE, a new encrypted search platform that offers high security (access control, metadata-privacy) and vital functionalities. MAPLE offers the following properties:

- **Document sharing with complex policy controls.** MAPLE permits document sharing across multiple users with fine-grained access control, in which the data owner can specify access permissions (read/write/none) for each user to every single document.

- **Efficient keyword search on shared documents with access control.** MAPLE enables searching over the shared collection to retrieve documents that the users are authorized. The search complexity in MAPLE is efficient both asymptotically and experimentally. Specifically, the search in MAPLE is logarithmic to the (average) number of keywords per document, compared with linear either to the size of the keyword universe (e.g., [39, 56]), or to the number of keywords per document [35]. The asymptotic advantage permits MAPLE to offer a comparable concrete search delay over its counterparts, while offering higher security (hiding update patterns, access control). Compared with platforms offering the same security level, MAPLE outperforms by a few orders of magnitude.

- **Efficient dynamism.** MAPLE permits both the authorized users and the document owner to update the shared documents and the user permissions (i.e., granting/revocation), respectively, over the time. The update in MAPLE is only logarithmic to the number of documents, while offering obfuscated update patterns.

- **Complete metadata-hiding with minimal trust.** The most important advantage of MAPLE over all prior works is that MAPLE hides all metadata leakage when performing data operations including share, search, and update. MAPLE hides search patterns (keyword search frequency), update patterns (document/permission update frequency), volume patterns (how many documents/keywords in the search result/updated document), all of which have recently been shown vulnerable to practical attacks [7, 15, 66, 75]. To achieve all these security properties, MAPLE requires a minimal trust, in which \( f = 1 \) out of \( f \) servers, as well as the users, can be untrusted and behave maliciously.

- **Technique: Oblivious table.** The core technique of MAPLE is the oblivious data structure for secure row/column operations on the table, by which the search index is instantiated. We refine the design of oblivious matrix in [53] with auxiliary components to enable efficient retrieval and recovery of the original row/column in the table. The oblivious table permits both keyword search and document update with a logarithmic cost, and thus, is more efficient than prior works that incur linear processing (e.g., [35, 39, 56]). The oblivious table is also used for a fine-grained access control that permits an efficient check/update of user permission with a logarithmic cost without leaking what permission is updated.

1.2 Technical Highlights

We rely on the blueprint design of state-of-the-art distributed encrypted search platforms (i.e., [35, 39, 56]) that instantiate the search index with a table for metadata privacy during query processing. We start by giving a brief overview of these approaches.

A brief overview of table-based search index. In table-based index, the searchable keywords are assigned to one dimension (e.g., columns), while the document identifiers are assigned to the other dimension of the table. With this arrangement, searching of a keyword is achieved by retrieving a column while document update is done by replacing a row of the table. All the table-based encrypted search platforms [35, 39, 56] employed Private Information Retrieval (PIR) techniques (e.g., [29, 43, 44]) to privately retrieve a column during search, thereby hiding search and volume patterns. Despite their merits, there exist some performance and security issues in these designs. First, early systems assigned each keyword in the keyword universe to a unique column (or row) of the table. This design causes the search index to be not only highly sparse, but also of large size when storing a large-scale document collection. For instance, in the collection with 5M+ documents (e.g., [8]), the size of keyword universe is more than 7M+, (and thus the index size can be in terabytes) while the majority of the dataset has less than 200 keywords per document. Later systems like DORY [35] addressed this sparsity by applying a Bloom filter for keyword representation per document, which reduces the index size at the cost of a small (yet acceptable) false positive rate in the search result.

Despite the elegant design of DORY, there are still some limitations. First, it relies on PIR techniques for keyword search, which incurs a linear processing overhead to the table size. Second, the document update in DORY leaks metadata information (i.e., update patterns), and thus may be vulnerable to statistical attacks [20].
Finally, it requires the clients that share the same set of documents to be fully trusted given that they maintain the same decryption key. When the adversary corrupts a client and a server, the update confidentiality of honest clients can be compromised. This attack cannot be prevented even when update operation is made oblivious as the adversary can simply decrypt the index before and after the update and compare the differences.

**Idea 1: Oblivious table for search index representation.** Our first idea is that instead of using PIR for private search, which incurs a linear processing cost, we design an oblivious data structure that permits private retrieval of a row (or column) of the table in a more asymptotically efficient manner than PIR approaches via oblivious access techniques such as Oblivious RAM [92]. Note that simply using ORAM on the original table structure only enables oblivious access to one dimension but not both. Our oblivious table permits both row and column accesses with overhead logarithmic to the number of rows and columns, respectively. We instantiate the search index with the oblivious table, which permits to conduct a private search or document update with a logarithmic overhead compared with linear as in PIR approaches.

**Idea 2: Emulating oblivious table and access control via multi-party computation.** Our second step is to enforce access control to enable data sharing. First, we delegate all oblivious table operations to the servers using Multi-Party Computation (MPC) techniques so that the user does not need to provide any secret state information. Second, we instantiate access control with another oblivious table that has the same number of rows with the index table (assuming documents are in row dimension). By ensuring that the row alignment of these tables is always consistent after every operation, we can enforce access control by using low-cost MPC operations (e.g., bit-wise AND) to filter out documents the user is not authorized to access during keyword search. Due to the characteristic of the index and access control tables, where their cell values are either 0, 1, or in 2 bits, we can emulate all the operations needed for keyword search/document update with boolean-friendly MPC. By using MPC protocols with dishonest majority (e.g., [95]), MAPLE requires only one server to be semi-honest while the rest (other servers and the users) can be malicious.

**Putting everything together.** By combining two ideas, we come up with the complete MAPLE system that offers keyword search, document/permission update functionalities with complete metadata hiding and sublinear processing overhead. We present the components and high-level workflow of our system in Figure 1. To search for a keyword, the user computes its Bloom filter, and requests the servers to emulate oblivious table accesses on several rows (or columns) indicated by the Bloom filter. The servers then emulate oblivious access on the access control table to obtain user permission on all documents, and finally filter out all documents that the user is not authorized to access using MPC techniques. To update a document, the user computes a new Bloom filter for the keyword representation of the updated document. The servers emulate oblivious access on the access control table to verify the user permission, and then emulate oblivious access on the index table to replace the old row with a new Bloom filter representation.

### 1.3 Related Work

**Searchable encryption (SE).** SE was first suggested by Song et al. [84], followed by a body of Symmetric SE (SSE) schemes proposed that offer encrypted search over encrypted data plus dynamic update via an encrypted index [21, 24, 42, 61, 62, 87, 88] (see [18, 77] for a comprehensive survey). Most SSE schemes only support a single user and leak metadata information such as search patterns, update patterns and history, access patterns, and volume patterns, all of which have been demonstrated vulnerable to many devastating leakage-abuse attacks [7, 15, 59, 66, 67, 99]. Some SSE schemes permit adjustable leakage and efficiency trade-off [36].

To improve functionality and efficiency, SE has been explored in other settings such as multi-user [64, 91] and multi-server [19, 56, 60, 65, 76]. However, most of these schemes use a deterministic query encryption, and thus leak search and access patterns.

**Oblivious access primitives.** ORAM [47] and PIR [30] are two cryptographic primitives that can hide the access patterns. While generic ORAM hides both read and write patterns and PIR hides read patterns, there are some special ORAM that only hide one type of operations (either read [90] or write only [16, 78]) and some PIR that hide write patterns [22]. Similar to SE, both PIR and ORAM were also explored in multi-user [13, 26, 31, 58, 71] and multi-server [22, 25, 30, 43, 45, 48, 52, 54] settings to improve the efficiency, resiliency, and functionality. All these techniques only support generic access, but not searchability.

**Oblivious platforms.** Some oblivious storage platforms employ ORAM and/or PIR primitives to hide metadata during data operations in data outsourcing [9, 27, 28, 68, 72, 80, 86, 97]. There are few platforms [35, 39, 82] that further enable query functionalities on top of data access while maintaining metadata privacy, some of which offer multi-user settings (e.g., [35, 39]).

**Oblivious platforms with secure hardware.** There is a line of research that employs trusted hardware (e.g., SGX [32]) to build practical and usable oblivious platforms with diverse functionalities [34, 38, 41, 51, 55, 74, 89]. These platforms require a strong security assumption on the hardware (e.g., isolation, tamper-free, side-channel resistance).

### 2 PRELIMINARIES

**Notation.** \(|\cdot|\) denotes the concatenation operator. We denote \([N]\) as a set \(\{1, \ldots, N\}\) and \(x \leftarrow [N]\) means \(x\) is selected uniformly at random from the set \(\{1, \ldots, N\}\). We denote \(H: \{0, 1\}^* \rightarrow [N]\) as a mapping function. Given a table \(T\), \(T[i, \cdot]\) and \(T[\cdot, j]\) denote accessing the row \(i\) and column \(j\) of \(T\), respectively. \(T[i, j]\) denotes accessing the
We present how to implement these functions in §D.2. Finally, we extend the notation to denote the (authenticated) share of a vector. Given \( v = (v_1, \ldots, v_n) \), \( \langle v \rangle = (\langle v_1 \rangle, \ldots, \langle v_n \rangle) \) is the (authenticated) share of \( v \), where each of its elements is secret-shared.

## 2.2 Oblivious RAM

ORAM [47] permits a client to privately access data in an untrusted memory without leaking the access pattern. We recall the Tree-ORAM paradigm by Shi et al. [83], which consists of the following PPT algorithms.

- \((st, M) \leftarrow \text{TreeORAM.Setup}(t^4, DB, N)\): Given a security parameter \( \lambda \), a database DB and its size \( N \), it outputs a client state \( st \) and a server state \( M \).
- \((b, st', M') \leftarrow \text{TreeORAM.Access}(op, id, B', st, M)\): Given an access operation \( op \in \{\text{read}, \text{write}, \text{update}\} \), a block identifier id, a data block to be written/updated \( B' \) (if \( op = \text{update} \), \( B' \) contains only the portion of data to be updated for \( id \)), a client state \( st \), a server state \( M \), it outputs the requested block \( B \), the updated client state \( st' \) and the updated server state \( M' \).

In Tree-based ORAM, the database is organized into a binary tree structure maintained by the server as its state \( M \). Individual blocks in the database are located at random locations in the binary tree. This requires the client to maintain the state information \( st \) in the form of position map \( \text{pm} \) to keep track of the block locations in the tree, i.e., \( \text{pm}[\text{bid}] \rightarrow \text{pid} \), where \( \text{bid} \) and \( \text{pid} \) are the block identifier and the identifier of the path where the block resides, respectively. To remove this need, \( \text{pm} \) can be stored in smaller ORAM structures using recursion technique (see [83] for more details).

## 3 MODEL

### System model.

Our system consists of a document owner, \( t \) data users, and \( t \) servers. The document owner owns a document collection DB and would like to share it with \( t \) users \( U_t \) with different access privileges. We consider a single owner for ease of presentation. It is easy to extend into multi-owner by reserving a dedicated space in the shared DB for each data owner. We aim to enable keyword search and document update functionalities for \( t \) users over the shared document collection stored in \( t \) servers. Generally speaking, our scheme consists of the following PPT algorithms:

- \( M \leftarrow \text{Setup}(t^4, DB, L, M, N, t)\): Given a security parameter \( \lambda \), a database DB, an access control list \( L \) where \( L(u, d) \in \{r, w, \bot\} \) contains permission of user \( u \) on document \( d \), a bound on the number of keywords \( M \), number of documents \( N \), and number of users \( t \), it returns a server state \( M \).
- \( J \leftarrow \text{KSearch}(w, uid, M)\): Given a keyword \( w \), a user identifier uid, and a server state \( M \), it outputs document identifiers \( J = \langle \text{id}_1, \ldots, \text{id}_n \rangle \) that \( w \) appears in and uid is authorized to access.
- \( M' \leftarrow \text{DUpdate}(\text{fid}, uid, w, M)\): Given a document identifier \( \text{fid} \), a user identifier uid, a list of updated keywords \( w \), and a server state \( M \), it outputs a new server state \( M' \).
- \( M' \leftarrow \text{PUpdate}(\text{fid}, uid, p, M)\): Given a document identifier \( \text{fid} \), a user identifier uid, a permission attribute \( p \), and a server state \( M \), it outputs a new server state \( M' \).

### Threat model.

In our system, the data owner is fully trusted, while the users and the servers are untrusted. We also assume that the parties communicate with each other in a synchronous manner and the communication channels between end-to-end parties are pair-wise secure (e.g., via SSL). We assume a malicious adversary that can corrupt up to \( t' < t \) servers and \( t'' < t \) users in the system. Specifically, the adversary is not only curious about the queries of the honest users, but also deviates from the protocol. For example, the adversary is curious about \( (i) \) which keyword is being searched.
and/or the frequency (i.e., search patterns); (ii) what document is being updated and/or the frequency (i.e., update patterns); (ii) how many documents (or keywords) appear in the search/update query (i.e., volume patterns); (iv) whether the user has an access privilege to a particular document. The adversary can also inject malicious inputs into the protocol to compromise the integrity of the system.

**Security model.** We aim to achieve confidentiality, integrity, and metadata privacy against a malicious adversary that corrupts up to \( t' \) servers and an arbitrary number of users. Let \( A \) be the adversary that controls all the corrupted parties and \( U \) be the honest user who has access to a list of documents \( D' \), respectively.

- **Search obliviousness:** \( A \) cannot infer which keyword has been searched by \( U \) and whether or not \( U \) has searched for the same or different keywords with another honest user. \( A \) also cannot infer which documents (and how many) that match the search query and which documents (and how many) the user \( U \) is authorized to search. If \( A \) is the user that performs a keyword search, \( A \) cannot infer which documents among the list of unauthorized documents that match its query.

- **Update obliviousness:** \( A \) cannot infer which document has been updated by \( U \) and whether or not \( U \) has updated the same or different document with another honest user. \( A \) also cannot infer which keywords (or whether the same or different keywords) are added/deleted in each update operation, and whether or not \( U \) is authorized to perform update.

These obliviousness properties indicate that in each search/update operation, no information is leaked apart from the user identity who performs the operation. Thus, they also imply the forward and backward privacy [21] in the standard encrypted search. We aims to achieve integrity and anonymity properties as follows.

- **Search integrity:** \( A \) cannot tamper with the result of the search operation performed by the honest user \( U \).

- **Update integrity:** \( A \) cannot tamper with the update query of the honest user \( U \) (e.g., by adding/deleting some keywords on behalf of \( U \)). If \( A \) is the user that performs a document update, \( A \) cannot update the document which is not authorized.

- **Anonymity:** \( A \) cannot determine the identity of the honest user \( U \) who performs the search/update request, given that \( U \) uses an anonymous communication channel to interact with the servers (e.g., Tor network).

We present an ideal functionality \( F_{\text{Ideal}} \) that captures the main functionalities offered by our system in Figure 17 (see Appendix due to space constraint). We define the security of our system using the ideal/real-world simulation paradigm as follows.

**Definition 1 (L-simulation based security: privacy + verifiability).** Let \( L = \{L_{\text{Setup}}, L_{\text{Search}}, L_{\text{Update}}\} \) be leakage functions during setup, keyword search, and document update operations. A protocol \( \Pi \) is said securely realize \( F_{\text{Ideal}} \) in the presence of a malicious adversary if, for every PPT adversary \( A \) in the real world, there exists a PPT simulator \( S \) in the ideal world such that

\[
| Pr[REAL_{\Pi, A}(\lambda) = 1] - Pr[IDEAL_{F_{\text{Ideal}}, S}(\lambda) = 1] | \leq \text{negl}(\lambda)
\]

**Metadata privacy on document retrieval/update.** In this paper, we only focus on the search index privacy. From the system-wide viewpoint, it is also necessary to seal leakages in the document retrieval/update phase that occurs after processing the search index as discussed in [49]. Ensuring privacy for document access can be achieved independently with existing ORAM/PIR-based file systems (e.g., [27, 28, 33, 51]). These techniques can be integrated orthogonally into our scheme to achieve system-wide security.

## 4 OBLIVIOUS TABLE

We present OTAB, an oblivious structure for efficient row and column access in a table without leaking row/column access patterns.

**Definition 2 (Oblivious Data Structure [96]).** Let \( \text{addr}_D(\hat{\sigma}) \) be the physical addresses generated during a sequence of operations \( \hat{\sigma} = ((\sigma_1, \text{arg}_1), \ldots, (\sigma_L, \text{arg}_L)) \) on data structure \( D \). \( D \) is said to be oblivious, if there exists a PPT simulator \( S \), such that for any polynomial-length sequence of operations \( \hat{\sigma} \), we have that

\[
\text{addr}_D(\hat{\sigma}) \equiv S(\lambda).
\]

Our OTAB consists of the following PPT algorithms:

- \((s, M) \leftarrow \text{OTAB.Setup}(\lambda^2, T', N, M)\): Given a security parameter \( \lambda \), an \( N \times M \) table \( T' \), it returns a client state \( s \) and a server state \( M \).
- \((v, s't', M') \leftarrow \text{OTAB.Access}(\sigma, \text{id}, v', s, M)\): Given an operation type \( \sigma \in \{\text{read, write, update}\} \), a row/column identifier id, an updated row/column \( v' \), a client state \( s \), and a server state \( M \), it outputs a row/column \( v \) in the oblivious table, an updated client state \( s't' \), and an updated server state \( M' \).
- \(v \leftarrow \text{OTAB.Reconstruct}(v', s)\): Given a row/column \( v' \) in the oblivious table and a state \( s \), it outputs original row/column \( v \).

Figure 2 presents the setup and access protocols of OTAB in detail. The idea is to treat each dimension of the table as a “logical” ORAM structure, where each row (or column) is treated as an ORAM block. With this representation, OTAB permits the back-end ORAM scheme to be executed on its row (or column) dimension to access the desired row (or column). Generally speaking, given a table \( T' \) of size \( N \times M \) as an input, we create a bigger table \( T \) of size \( z \cdot N \times z \cdot M \), where \( z \) is the expansion factor of the back-end ORAM, which contains all data of \( T' \). Due to the back-end ORAM, all rows and columns of \( T \) need to be shuffled in such a way that each of them resides at a random path as indicated by the logical back-end ORAM structure. We denote such row and column permutations as \( \pi_r \) and \( \pi_c \), respectively (line 3). Notice that such permutations do not need to be keyed since we store such random assignments in the position map components. Specifically, we use two position maps, \( pm_r \) and \( pm_c \), to keep track of the logical path and the exact location of the rows and columns of \( T' \) in \( T \), respectively (line 5). We also maintain two components \( h_r \) and \( h_c \), which can be thought of as the row and column headers of \( T' \), respectively (line 6). These components store the row/column indices of the original table \( T' \) in \( T \), which will be used to reconstruct the original row/column of \( T' \) from the retrieved row/column of \( T \). As the elements in these headers will be shuffled due to underlying Tree-ORAM operations, for simplicity and ease of presentation, we treat them as part of \( T \), where they can be stored at the index 0 of \( T \) (line 7). In general, given
that OTAB.Setup generates necessary components (two position maps, row/column headers) for later row/column access using the back-end ORAM protocol, it can be considered as the extended TreeORAM.Setup procedure for oblivious table access.

The access operation in OTAB works by arranging the underlying Tree-ORAM components according to which dimension of the table is being accessed (lines 11–14). Each time ORAM is executed on the row/column dimension of OTAB, some of the rows/columns will be shuffled. Thus, when updating a row/column of the original T, we need to create a corresponding row/column of the oblivious T′, where the data in the original row/column is (re)ordered according to the current state of T′ (lines 15–17). Once the access procedure by the underlying Tree-ORAM is finished, the client and server update their state information accordingly (lines 19–26).

Finally, we may need to reconstruct the original row/column from the one retrieved from the oblivious table by rearranging the data to the original order. This can be done with the Reconstruct algorithm, where the rearrangement is realized by using the row/column header (lines 33–34).

In summary, the consistency of row/column access in OTAB is maintained via 4 auxiliary components: row/column headers and row/column position maps. The position maps keep track of locations of columns/rows of the original table when they are moved around in the OTAB structure due to Tree-ORAM operations. Meanwhile, the headers permit the client to recover the original column/row from OTAB or to create an updated column/row that is consistent with the current OTAB state. We present a toy example of column/row access in OTAB with consistency in Appendix A (Figure 12).

Complexity. The cost of OTAB depends on the back-end ORAM being used. OTAB adds a small factor of constant z to the complexity since both the rows and columns are expanded z times. Assume Circuit-ORAM [92] is the back-end ORAM, the complexity of row and column access by OTAB is $O(z \cdot M \log(z \cdot N)) = O(M \log N)$ and $O(z \cdot N \log(z \cdot M)) = O(N \log M)$, respectively, where $N$ and $M$ are the number of rows and columns of the original table.

5 OUR MAPLE PLATFORM

We give an overview and then present our platform in detail.

5.1 Overview

We first present the data structures in our scheme. We then present a strawman construction to illustrate our main idea.

Data structures. MAPLE consists of two main structures: an index (IDX) for keyword search and an access control (AC) for document-user permission management. We instantiate both IDX and AC with tables. WLOG, we assume the keywords and document identifiers are assigned to the columns and rows in IDX, respectively. In AC, the user and document identifiers are in the columns and rows, respectively. For instance, $IDX[i,j] = 1$ means the keyword indexed at column $j$ appears in the document indexed at row $i$. $AC[i,j] = t/w$ means the user indexed at column $j$ is permitted to read/write the document indexed at row $i$. For simplicity, we assume that the document identifiers fid and user identifiers uid correspond to their indices in IDX and AC, respectively, i.e., $fid \in [N]$ and $uid \in [t]$.

For keywords, we use a public mapping function $H$ that encodes each keyword to a unique binary string (e.g., ASCII) and maps it to a binary representation to a unique column identifier in IDX as $H : \{0,1\}^* \rightarrow \{M\}$, where $M$ is the number of columns.

We instantiate IDX and AC with tables due to the following security and efficiency advantages. First, the table hides the size patterns of columns/rows of the original table when they are moved according to the current state of $T'$ (lines 15–17). Once the access procedure by the underlying Tree-ORAM is finished, the client and server update their state information accordingly (lines 19–26). Finally, we may need to reconstruct the original row/column from the one retrieved from the oblivious table by rearranging the data to the original order. This can be done with the Reconstruct algorithm, where the rearrangement is realized by using the row/column header (lines 33–34).

In summary, the consistency of row/column access in OTAB is maintained via 4 auxiliary components: row/column headers and row/column position maps. The position maps keep track of locations of columns/rows of the original table when they are moved around in the OTAB structure due to Tree-ORAM operations. Meanwhile, the headers permit the client to recover the original column/row from OTAB or to create an updated column/row that is consistent with the current OTAB state. We present a toy example of column/row access in OTAB with consistency in Appendix A (Figure 12).

Complexity. The cost of OTAB depends on the back-end ORAM being used. OTAB adds a small factor of constant $z$ to the complexity since both the rows and columns are expanded $z$ times. Assume Circuit-ORAM [92] is the back-end ORAM, the complexity of row and column access by OTAB is $O(z \cdot M \log(z \cdot N)) = O(M \log N)$ and $O(z \cdot N \log(z \cdot M)) = O(N \log M)$, respectively, where $N$ and $M$ are the number of rows and columns of the original table.

5 OUR MAPLE PLATFORM

We give an overview and then present our platform in detail.

5.1 Overview

We first present the data structures in our scheme. We then present a strawman construction to illustrate our main idea.

Data structures. MAPLE consists of two main structures: an index (IDX) for keyword search and an access control (AC) for document-user permission management. We instantiate both IDX and AC with tables. WLOG, we assume the keywords and document identifiers are assigned to the columns and rows in IDX, respectively. In AC, the user and document identifiers are in the columns and rows, respectively. For instance, $IDX[i,j] = 1$ means the keyword indexed at column $j$ appears in the document indexed at row $i$. $AC[i,j] = t/w$ means the user indexed at column $j$ is permitted to read/write the document indexed at row $i$. For simplicity, we assume that the document identifiers fid and user identifiers uid correspond to their indices in IDX and AC, respectively, i.e., $fid \in [N]$ and $uid \in [t]$.

For keywords, we use a public mapping function $H$ that encodes each keyword to a unique binary string (e.g., ASCII) and maps

- OTAB.Setup($1^z$, $T'$, $N$, $M$):
  1. $T\leftarrow g \cdot (z \cdot N) \cdot (z \cdot M)$. $h_{i,j} \leftarrow 0^z$. $h_{i,j} \leftarrow 0^z$.
  2. for $i = 1$ to $N$ and $j = 1$ to $M$ do
     3. $x_i \leftarrow \pi_i(i)$, $y_j \leftarrow \pi_j(j)$
     4. $T[x_i, y_j] \leftarrow \mathbb{T}[i, j]$.
     5. $pm[i][j] \leftarrow \pi_i(i)$, $pm[j][j] \leftarrow \pi_j(j)$
     6. $h_{x_i} \leftarrow i$, $h_{y_j} \leftarrow j$
     7. $T[0, 1...zM] \leftarrow h_{i}$, $T[1...zN, 0] \leftarrow h_{j}$
     8. return $(st, M)$, where $st = \{pm[i][j], h_{i,j}\}$ and $M = T$

- OTAB.Access(op, id, $\nu'$, $st$, $M$):
  9. Parse $st = \{pm[i][j], h_{i,j}\}$, $M = T$
  10. $Y \leftarrow 0$, $DB \leftarrow T'$, $Y \leftarrow T$
  11. if op is a row access then
     12. $pm \leftarrow pm[i]$, $Y \leftarrow N$, and $DB \leftarrow \{T[1, ..., T[1...zN, 1]]\}$
     13. else if op is a column access then
     14. $pm \leftarrow pm[j]$, $Y \leftarrow N$, and $DB \leftarrow \{T[1, ..., T[1...zM, 1]]\}$
     15. $\nu' \leftarrow 0^Y$
  16. for $i = 1$ to $Y$ do
     17. $v[x_i] \leftarrow \nu'[i]$, where $x_i \leftarrow pm[i][i].id$
     18. $(v, pm', DB') \leftarrow TREEORAM.Access(op, id, \nu, pm, DB)$
     19. if op is a row access then
     20. $pm' \leftarrow pm[i]$, $pm'[i] \leftarrow pm[i][i]$
     21. $T'[1...zN, 1] \leftarrow DB'$
     22. $h' \leftarrow T'[1...zN, 0].h_{i,j} \leftarrow h_{i,j}$
     23. else if op is a column access then
     24. $pm' \leftarrow pm[j]$, $pm'[j] \leftarrow pm[j][j]$
     25. $T'[1...zM, 1] \leftarrow DB'$
     26. $h' \leftarrow T'[1...zM, 0].h_{i,j} \leftarrow h_{i,j}$
     27. return $(v, st', M')$, where $st' = \{pm'[i][j], h_{i,j}', h_{i,j}'\}$, $M' = T'$

- OTAB.Reconstruct($\nu'$, $st$):
  28. Parse $st = \{pm[i][j], h_{i,j}\}$
  29. if $\nu'$ is a row in OTAB then
     30. $h \leftarrow h_{i,j}$, $Y \leftarrow M$
     31. else if $\nu'$ is a column in OTAB then
     32. $h \leftarrow h_{i,j}$, $Y \leftarrow N$
  33. for $i = 0$ to $z$: $Y$ do
     34. $v[y_i] \leftarrow \nu'[i]$, where $y_i \leftarrow h[i]$
     35. return $v$

Figure 2: Oblivious table protocols.
appear in fid. We then perform an oblivious access over the row dimension of AC to check if uid is authorized to update fid (i.e., AC[uid, fid] ≠ w′), and perform an oblivious access on IDX to replace the old row as IDX[uid, *] ← u.

While the strawman scheme seems to work at the first glance, there are challenges in realizing the idea in a secure and efficient manner. First, the size of IDX is \(O(N \cdot M)\), where \(N, M\) are the total number of documents and unique keywords in the entire database, respectively. Given the high sparsity of keywords in nature, it is likely that \(M\) will grow drastically when \(N\) increases, thereby incurring the high complexity. For instance, in the Wikipedia corpus [8] with \(N \approx 5M\) documents, the size of keyword universe is approximately \(M \approx 7M\), and thus the storage cost can grow up to several terabytes. Moreover, each search and update operation incurs \(O(N \cdot \log M)\) and \(O(M \cdot \log M)\) time complexity, respectively, due to OTAB. Such costs may be high in practice if \(M\) is large.

Another challenge is the emulation of oblivious table in the multi-user setting, where the adversary can be present at both user and server sides. For instance, prior platforms prevent malicious server via authentication [35]. However, this approach assumes that the trusted user maintains a private MAC key, which is not possible in the multi-user setting, where some of the users can be adversarial and therefore, are untrusted. Furthermore, our oblivious table in §4 also requires the trusted user to maintain some secret states (e.g., permutations, position maps), which is not feasible as the users in the multi-user setting are untrusted. In the following, we present techniques to address these challenges efficiently.

### 5.2 Reducing Index Size

To reduce the index size and processing time, we employ a Bloom filter (BF) [17] to represent the keyword set per document. Let BF = (Init, Gen, Verify) be the BF for a set \(S\) defined as follows.

- \((H_1, \ldots, H_K) \leftarrow BF.Init(m, K)\): Given two parameters \(m\) and \(K\), it outputs \(K\) mappings \(H_i : S \rightarrow [m]\).
- \(u \leftarrow BF.Gen(S)\): It takes a set \(S\) as input. It initializes a vector \(u = 0^m\). For each \(s \in S\), it computes and sets \(u[H_i(s)] \leftarrow 1\) for all \(i \in [K]\). It outputs \(u\) as the compressed representation of \(S\).
- \((0, 1) \leftarrow BF.Verify(u, s)\): It takes an element \(s\) as input. It computes and outputs a bit \(b = u[H_1(s)] \land \cdots \land u[H_K(s)]\), in which \(b = 0\) if \(s \notin S\), otherwise \(b = 1\).

For each document, we compute a BF to generate a compressed representation for the keywords in it. We assume each document has at most \(q\) distinct keywords and the compressed representation is of length \(m\). We select \(m\) to \(K\) to achieve a low False Positive (FP) rate determined as \(Pr[FP] = \left(1 - \left(1 - 1/m\right)^q\right)^K\).

The search procedure for a keyword \(w\) now proceeds as follows.

- We compute \(K\) column identifiers by BF \(cid_i = H_i(w)\).
- For each \(cid_i\), we execute \(\hat{v}_i \leftarrow OMAT\text{-Access}(\text{read, } cid_i, \perp, \text{IDX})\) and \(v' \leftarrow OMAT\text{-Access}(\text{read, uid, } \perp, \text{AC})\). Finally, we perform the bitwise AND of \(K + 1\) columns as \(v \leftarrow \hat{v}_1 \land \hat{v}_2 \land \cdots \land \hat{v}_K \land v'\) and return \(v\) to the user.

With BF, we reduce the IDX size from \(O(N \cdot M)\) to \(O(N \cdot m)\), where \(m \ll M\). Note that due to the smaller index size, search and update will also be more efficient.

### 5.3 Emulating Oblivious Table via MPC Proxy

In this section, we present how to emulate oblivious table to enable privacy-preserving keyword search and document update efficiently in the multi-user setting.

**MPC proxy.** In MAPLE, we employ \(t\) servers that together form a so-called MPC proxy to process keyword search (or document update) requests from the users. Specifically, the servers will jointly execute MPC protocols to emulate OTAB access on the search index IDX and the access control AC for search/update operations without leaking the search/update/volume patterns. As we will show that emulating OTAB only incurs boolean operations, it suffices for the MPC proxy to employ boolean-friendly MPC protocols. Therefore, we opt to employ Authenticiated Garbled Circuit in [95] as it offers security with dishonest majority with fast online processing and privacy degree scalability (w.r.t the number of servers).

#### 5.3.1 Authenticated I/O

In MAPLE, the user sends a search (or update) query to the MPC proxy and receives a corresponding output. Given that the user does not participate in the secure computation, we need to ensure the user shares correct input to the individual servers in the MPC proxy, while receiving trustworthy output. We employ the authenticated input and output protocols in [27] with the following interfaces (see §D.1 for details).

- \((\phi_1, \ldots, \phi_n) \leftarrow \Pi_{mpc}.\text{Input}(v_1, \ldots, v_n)\): Given \(n\) user secrets, it outputs the corresponding authenticated shares to MPC proxy.
- \((v_1, \ldots, v_n) \leftarrow \Pi_{mpc}.\text{Output}(\phi_1, \ldots, \phi_n)\): Given \(n\) shares from MPC proxy, it outputs the corresponding secrets to the user.

#### 5.3.2 OTAB Emulation

We present how the OTAB access is emulated with the MPC proxy in MAPLE. For the sake of brevity, we show how to emulate oblivious column access in OTAB since the row access can be done analogously.

Suppose the OTAB structure contains the data of a table with \(M\) columns and \(N\) rows. Let \(q = (op, cid, v')\) be the client query to the MPC proxy, where \(op\) is the operation type (read, write, update), \(cid\) is the column identifier to be accessed and \(v'\) is the column data to be updated. The client distributes the authenticated shares of \(q\) to the proxy using the above authenticated input protocol as

\[\langle q \rangle \leftarrow \Pi_{mpc}.\text{Input}(q)\]

The proxy then emulates the TreeORAM.Access procedure in OTAB (Figure 2, line 18) with boolean MPC. In MAPLE, we employ Circuit-ORAM [92] as the backend ORAM protocol due to its optimal circuit complexity. Recall that the access procedure in Circuit-ORAM invokes two main subroutines: Read and Evict, which can be emulated using the oblivious comparison \(\Pi_{mpc}\text{-cmp}(\cdot)\) and selection \(\Pi_{mpc}\text{-sel}(\cdot)\) protocols as follows.

In Read subroutine, the requested column cid is retrieved by accessing \(O(\log m)\) columns that reside on the same logical path with cid in OTAB structure. Let \((\langle s_1 \rangle, \ldots, \langle s_m \rangle)\) be the authenticated shares of such columns and \((\langle s_1 \rangle, \ldots, \langle s_m \rangle)\) be the shares of their corresponding identifiers. The MPC proxy computes the share of a selection vector \(\langle s \rangle = (\langle s_1 \rangle, \ldots, \langle s_m \rangle)\) via oblivious comparison as

\[\langle s_i \rangle \leftarrow \Pi_{mpc}\text{-cmp}(\langle cid \rangle, \langle x_i \rangle)\]

for \(i \in [m]\). Let \(\langle x \rangle\) be the share of the column cid initialized with \(0^N\). The proxy obtains \(\langle x \rangle\) by iterating the oblivious selection
We present the protocol of our proposed MAPLE platform in Figure 3, which returns the authenticated shares of the requested column/row. Additional notation. Whenever we shuffle the columns (lines 2–5). The owner also sets the user permission for each document, and creates a BF for keyword representation control, respectively (Figure 3, line 1). The owner extracts keywords and updates a row in OTAB structure during write/update operations (i.e., lines 15–17). Consistency in mixed row/column access sequence. Since the user is expected to receive a list of document identifiers to obtain the appropriate row in OTAB before emulating the ORAM access.

The other components that must be kept consistent are the column and row headers (h_c and h_r). Similar to the permutation matrix, whenever we shuffle the columns (resp. rows) in OTAB during a column (resp. row) access using boolean MPC, we apply the same computation on h_c (resp. h_r) to shuffle the original column identifiers accordingly.

Additional notation. We use ⟨⟩ to denote the emulation of OTAB access with MPC as ⟨⟩ ← (OTAB.Access)((op), (id), ⟨⟩), which returns the authenticated shares of the requested column/row.

5.4 Protocol Details
We present the protocol of our proposed MAPLE platform in Figure 3 and Figure 4 with the following details.

5.4.1 Setup Phase. Given a document collection, the data owner initializes two empty tables I and A for search index and access control, respectively (Figure 3, line 1). The owner extracts keywords in each document, and creates a BF for keyword representation (lines 2–5). The owner also sets the user permission for each document on the access control (line 6). The owner then creates the oblivious tables ID and AC, as well as their components for the search index and the access control, respectively (lines 7, 8). For simplicity, we assume the columns represent the keywords, while the rows represent the documents. Notice that it is necessary to apply the same random row permutation (line 3 in Figure 2) in both IDX and AC to ensure the positions of documents in these tables are identical for correct search.

Since the user is expected to receive a list of document identifiers from the search, we maintain a document header h_d indicating the document identifiers at each row of IDX. We also maintain a user header h_u indicating the user identifier at each column of IDX for permission update operations. As discussed in §5.3.2, once the oblivious table index is setup, we also create a permutation matrix P that maps keyword positions in the original index to the correct positions in IDX for update consistency (lines 9–10). Note that our scheme does not maintain permutation matrix for column operations and the keyword header h_w because update only happens row-wise and search only happens column-wise, respectively. Finally, once all necessary components are created, the data owner executes Π_{mpc.Input()} protocol to distribute them to the MPC proxy (line 11). A final remark is that in MAPLE, all the position maps (p_m_a, p_m_w, p_m_u) are stored at the proxy in the recursive ORAM structures under the form of authenticated shares.

5.4.2 Search Protocol. To search for a keyword w, the user computes its column identifiers cid_w in I with BF (line 15) and distributes them along with her identifier to the MPC proxy using the authenticated input protocol (line 16). The proxy then emulates OTAB access on IDX to retrieve the corresponding columns v′_cid_w (line 18), and then emulate OTAB access on AC to retrieve the column v′ storing the permission of uid on all documents (line 19). Due to BF, w appears in fid_j (with high probability) if v′_cid_w[fid_j] = 1 ∀ v′_cid_w. Thus, the MPC proxy performs the secure bitwise AND operation between all columns as v ← v′_cid_a ∧ v′_cid_b ∧ ⋯ ∧ v′_cid_k to obtain the
search result. Since $v_{cid_j}$ are all binary vectors, the bitwise AND is equivalent to multiplication over $\mathbb{F}_2$ and thus, it can be realized with the MPC multiplication protocol. To filter out documents that uid is not authorized, the proxy performs secure bitwise AND operation between $v$ and $v'$ (line 20).

The proxy then computes the list of document identifiers $v''$ that match with the user query by performing an entry-wise multiplication $v'' \leftarrow v \times h$ under secure computation (line 21). Finally, the proxy outputs the list of document identifiers to the user using the authenticated output protocol (lines 22–23).

5.4.3 Update Protocols.

Document update. Given a document (with identifier fid) with a list of updated keywords $w$, the user uid creates a BF $u$ that represents the keyword appearance in the updated document (Figure 4, line 1). Specifically, $u[x_{i,j}] = 1$, where $x_{i,j} = H_j(w_i)$ for each $w_i$ and $j \in [K]$, while other elements are set to 0 (lines 2–4). The user then uses the authenticated input protocol to secret-share the BF representation $u$, the user identifier uid, and the document identifier fid with the MPC proxy (line 5). The proxy then multiplies $u$ with the permutation matrix P to permute the elements in $u$ to their correct positions in IDX (line 12).

Finally, the proxy emulates OTAB read on AC to check if uid is permitted to update the document fid (lines 6–10). If so, the proxy emulates OTAB write on IDX over the row dimension with fid to update the document accordingly (line 13). Otherwise, it simply performs a dummy read on fid = 0, which happens when $b = 0$.

Remark that the positions of document identifiers in AC and IDX must be kept identical for correct permission check in search. Therefore, when implementing this protocol, we use the same selection query and eviction plan during OTAB accesses on AC and IDX to permute their rows consistently.

Permission update. MAPLE permits the access control to be updated with a restriction that only the data owner can perform this operation. Thus, the owner authenticates herself with the MPC proxy using a standard authentication mechanism (e.g., username/password).

Once authenticated, the data owner secret-shares the user identifier uid, the document identifier fid, and the new permission $p \in \{r, w, \bot\}$ to be updated to the MPC proxy using the authenticated input protocol (line 14). Next, the MPC proxy creates an update vector and emulates OTAB update on AC over the row dimension with fid to update the user permission accordingly (lines 15–16). Similar to the document update, it is necessary to perform a dummy access on IDX with the same selection query and eviction plan used in AC access to ensure the document positions in IDX and AC consistent for correct search (line 17).

5.5 Cost Analysis

We analyze the complexity of MAPLE. Let $m, k, N, t, z$ be the size of keyword representation per document (i.e., BF size), the BF parameter, the number of documents, and the number of users, the number of servers, and the back-end ORAM expansion, respectively. We assume $t, k, t, z$ are small constants (e.g., $k = 7, z = 2, t \in [6]$).

For keyword search, the client secret-shares a search query size $\mathcal{O}(k)$ to the MPC proxy, and receives a column of size $\mathcal{O}(N \log N)$ as the search result. Given that $\mathcal{O}(\log N)$ bits is needed for each document identifier representation, the total client bandwidth cost is $\mathcal{O}(N \log N)$ and the computation time is $\mathcal{O}(N)$.

At the MPC proxy, the servers emulate $k$ OTAB column accesses on the search index, in which each incurs $\mathcal{O}(N \log m)$ inter-server bandwidth overhead and $\mathcal{O}(N \log m)$ computation complexity due to Circuit-ORAM. For each access, MPC proxy also shuffles $\mathcal{O}(\log m)$ columns (via multiplication) of the permutation matrix P to keep track of the keyword positions in OTAB, which takes $\mathcal{O}(N \log m)$ time. The MPC proxy emulates an OTAB column access on the access control structure to check the user permission, which costs $\mathcal{O}(N \log t)$ inter-server bandwidth and computation overhead. Finally, the MPC proxy performs multiplication between $k + 1$ columns, which costs $\mathcal{O}(k \cdot N)$ bandwidth/processing overhead. Therefore, the total server cost is $\mathcal{O}(k(N \log m + m \cdot \log m) + N \log t) = \mathcal{O}(N \log m)$ given that $m \ll N$ and $k, t$ are constants.

For document update, the user creates a row for a keyword representation of the updated document with BF, which incurs $\mathcal{O}(m)$ processing time. The user secret shares the row to the MPC proxy, which costs $\mathcal{O}(m)$ bandwidth. At the proxy, the servers first permute the row using the permutation matrix, which incurs $\mathcal{O}(m^2)$ bandwidth/processing overhead. The servers then emulate an OTAB row access to the access control structure for permission verification, which incurs $\mathcal{O}(t \log N)$ bandwidth/processing overhead, and then emulate an OTAB row access to the search index for document update, which incurs $\mathcal{O}(m \log N)$ bandwidth/processing overhead in total. The server cost is $\mathcal{O}(m^2 + t \log N + m \log N) = \mathcal{O}(m^2 + m \log N)$ as $t$ is fixed.

The cost of permission update is similar to that of document update, except that permutation matrix multiplication is not needed, i.e., $\mathcal{O}(t \log N + m \log N) = \mathcal{O}(m \log N)$.

For storage overhead, the user is stateless, meaning they do not need to store any information. For the MPC proxy, each server stores a share of the oblivious tables for the search index and the access control. These tables are of size $\mathcal{O}(z^2 \cdot N \cdot m)$ and $\mathcal{O}(z^2 \cdot N \cdot t)$. The position map components for these tables are stored in recursive ORAM and thus do not add the extra storage overhead asymptotically. The servers also maintain the permutation matrix of size $\mathcal{O}(m^2)$ and the headers for oblivious tables, whose total size

---

**Table 4: MAPLE Protocols (cont.)**

<table>
<thead>
<tr>
<th>MAPLE.DUpdate(fid, uid, w, M):</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. $u \leftarrow {0}^m$</td>
</tr>
<tr>
<td>2. for $i = 1$ to $n$ and $j = 1$ to $K$ do</td>
</tr>
<tr>
<td>3. $cid_j \leftarrow H_j(w_i)$</td>
</tr>
<tr>
<td>4. $u[cid_j] \leftarrow 1$</td>
</tr>
<tr>
<td>5. $(u[uid], (uid), (fid)) \leftarrow \Pi_{mpc}.input(u, uid, fid)$</td>
</tr>
<tr>
<td>6. $(\langle \cdot \rangle_{\Pi_{otab}}(\text{read}, (fid), \text{L}, \text{L}, (AC)))$</td>
</tr>
<tr>
<td>7. for $i = 1$ to $z$ do</td>
</tr>
<tr>
<td>8. $(\langle \cdot \rangle_{\Pi_{mpc}.cmp}(uid, (\Pi_{mpc}.\text{read}(\langle \cdot \rangle_{\Pi_{otab}}(\text{read}, (fid), \text{L}, \text{L}, (IDX))))$</td>
</tr>
<tr>
<td>9. $(b^*) \leftarrow \Pi_{mpc}.\text{trimmed}(\langle \cdot \rangle_{\Pi_{otab}}(\text{read}, (fid), \text{L}, \text{L}, (IDX)))$</td>
</tr>
</tbody>
</table>
is $O(N + m)$. In total, since $z = 2$, $t$ is constant, the overall storage cost per server is $O(z^2 \cdot N \cdot (m + t) + N + m + m^2) = O(N \cdot m + m^2)$.

6 SECURITY ANALYSIS

We analyze the security of OTAB and MAPLE schemes.

Lemma 1. OTAB is an oblivious data structure by Definition 2 that securely realizes the ideal functionality for oblivious table in Figure 15.

Theorem 1. MAPLE achieves $L$-simulation security by Definition 1, where $L = \{L^{\text{Stp}}, L^{\text{Search}}, L^{\text{Upd}}\}$, $L^{\text{Stp}} = \{m, N, t\}$, $L^{\text{Search}} = \{\emptyset\}$, and $L^{\text{Upd}} = \{\emptyset\}$.

We present the proof in Appendix.

7 EXPERIMENTAL EVALUATION

7.1 Implementation and Configuration

We fully implemented our proposed platform in C++ consisting of $\approx$ 5,000 lines of code. We used EMP-toolkit library [93] to realize the MPC proxy with AGC technique [95] and 1libzeromq [6] library for network communication. Our implementation is available at https://github.com/vt-asaplab/MAPLE.

Two-level parallelism. To optimize the performance of our scheme, we implemented parallelism at two levels including thread-level and server-level. For thread-level parallelism, we modified the implementation of the online phase in EMP-toolkit library to utilize multi-core CPUs, where the evaluation step can be performed in parallel by multi-threading. For server-level parallelism, our platform makes use of each server in the MPC proxy as both the garbler and evaluator, where each server in $\ell$ servers evaluates a data-independent circuit of size $T/\ell$ for the entire circuit of size $T$.

Hardware and network. We deployed the MPC proxy with Amazon EC2 r5n.16xlarge instances each equipped with 32-core Intel Xeon Platinum 8375C CPU @ 2.90GHz and 512 GB memory. We used a 2021 Macbook Pro 14 as the user. The network bandwidth between servers is 37 Gbps and the network bandwidth between servers and the user is 20 Mbps with a 10ms round-trip latency.

Dataset. We used a subset of enwiki-latest-pages-articles dataset [8] to evaluate the performance of our technique. We used WikiExtractor [10] to extract 16,331,564 distinct text-only articles from the dataset. We removed empty articles that contain no keyword and randomly selected 1M articles as the testing set. We extract unique keywords using the standard tokenization method. The size of keyword universe is $M = 4,080,169$.

7.2 Parameters and Counterparts Selection

We compare MAPLE with other encrypted search platforms that offer similar functionalities or security properties (e.g., metadata hiding) to our technique. Specifically, we choose ODSE [56], DURASIFT [39] and DORY [35] as the main counterparts. We selected standard parameters to achieve 128-bit security in all schemes as follows.

• MAPLE: We used standard parameters for AGC including 128-bit AES/MAC keys. For BF, we selected parameters such that the FP rate is small. Specifically, $\approx 99.54\%$ number of documents have $\leq 300$ keywords in our testing set (see Figure 20 in Appendix E). So, we set BF size $m = 2^{14}$ and the number of hashing keys $k = 7$ to achieve $< 10^{-6}$ FP rate (§5.2) to adapt for the case of 1 million documents. For OTAB, we selected standard Circuit-ORAM parameters including bucket size $z = 2$ and stash sizes $S_m = \log_2(m)$, $S_f = \log_2(N)$, $S_u = \log_2(t)$, where $m$ is BF size, $N$ is the number of documents, and $t$ is the number of users.

• ODSE [56]: We used standard parameters as suggested in the original work. We compare our scheme with ODSE$_{\text{AGC}}$, which employs XOR-PIR and Write-Only ORAM for oblivious search and update, respectively, along with the computational MAC technique with 128-bit key.

• DURASIFT [39]: We used standard parameters including 128-bit key for IND-CPA encryption, 128-bit seed for pseudorandom generator (PRG), DPF in [43] and GMW protocol in [46] for oblivious search. The size of the search index is $N \cdot M$, where $M$ is the size of the keyword universe.

• DORY [35]: We selected the BF parameters similar to our scheme including $m = 2^{14}$ and $k = 7$. Note that the BF size is larger than the one chosen in the original work since we test on much larger dataset (i.e., up to 300 keywords compared with 73 keywords per document in Enron dataset originally used in [35]). We used 128-bit keys for IND-CPA encryption, MAC, and PRG seed. DORY uses DPF in [43] for oblivious search. Additionally, we create a variant of DORY (denoted as DORY-AGC) that has the same trust assumption as ours (i.e., trustless user) by substituting its DPF-based PIR with AGC-based PIR. We compare MAPLE with this variant to demonstrate our performance advantage under the same security assumption.

Evaluation metrics. We evaluate our scheme and its counterparts according to the overall latency, the client/server processing delay, and the network communication overhead. We further evaluate the scalability of our scheme with various numbers of servers to improve the privacy degree.

7.3 Overall Results

7.3.1 Keyword Search. Figure 5 illustrates the search latency of our scheme and its counterparts with different numbers of documents ranging from $2^{10}$ to $2^{20}$. We can see that our scheme is up to $4.3x$ faster than DURASIFT, $1.2x$–$3.1x$ faster than ODSE but $1.3x$–$2.8x$ slower than DORY. With 1k users and 64k documents, our scheme takes approximately 0.6s to accomplish a search, and increases to about 8.1s for 1M documents. The latency of all the schemes grows almost linearly to the number of documents since the search complexity of all the schemes is linear to the number of documents. MAPLE is slightly slower than DORY mostly due to the communication overhead incurred by AGC protocol, which does not
happen in DORY as it uses DPF. However, it is worth noting that our scheme can offer security for both malicious users and malicious servers plus access control, while DORY can only offer security for a malicious server (no access control, trusted client). On the other hand, MAPLE outperforms both ODSE and DURASIFT with $3 \times \rightarrow 4 \times$ faster search time, since their complexity grows linearly to the size of keyword universe, while it only grows logarithmically to the size of keyword representation in MAPLE. With 1M documents, the keyword universe can contain up to 2.7M keywords, while the keyword representation is fixed at 16K (i.e., $\approx 160 \times$ smaller) to cover 99.54% of the entire dataset. When comparing DORY under the same trust assumption (DORY-AGC), MAPLE is 64.7$\times$–80.9$\times$ faster. This is because MAPLE incurs a quasilinear complexity (w.r.t the table index size) due to OTAB while DORY-AGC incurs a quadratic overhead due to MPC evaluation for PIR.

In summary, the cost difference between MAPLE/DORY over DURASIFT/ODSE is mostly due to the use of probabilistic data structure (i.e., BF) vs. plain bitmap for search index. When applying BF on DURASIFT/ODSE, we estimated that their cost will be similar to DORY. Meanwhile, the cost difference between MAPLE vs. DORY (or DURASIFT/ODSE) is mainly due to the ORAM emulation by MPC vs. efficient PIR evaluation thanks to trusted user(s). When putting all the schemes under the same trust assumption (trustless users), MAPLE outperforms other platforms by almost two orders of magnitude due to the complexity difference between OTAB and PIR. We further analyze the performance of OTAB in §7.5.

**Varying BF sizes.** Figure 6 demonstrates the impact of varying BF sizes on the performance of MAPLE and DORY under $N = 2^{16}$ documents. MAPLE is $2.6 \times$–$10.7 \times$ slower than DORY when $m \leq 2^{14}$, and start to outperform DORY when $m \geq 2^{16}$ with one order of magnitude faster. It is due to the fact that the search complexity in MAPLE is only logarithmic to the BF size, compared with linear growth in DORY. Compared with DORY-AGC, MAPLE is two to three orders of magnitude faster especially when BF size is large ($2^{20}$). Note that larger BF size permits each document to contain more unique keywords or reduce the false positive rate, and thus our scheme will be more beneficial for large database settings that require high precision search. For example, there are many documents in the enwiki-latest-pages-articles dataset that contain more than 3,500 keywords, which requires the BF size to be set to $2^{18}$ to achieve less than one false positive document.

**Varying number of users.** Figure 7a presents the end-to-end search delay of our scheme with varied numbers of users. Increasing the number of users does not significantly impact the search delay of our scheme. Specifically, increasing the number of users 64 times (from 1K to 64K users) only adds 1.2 seconds to the end-to-end search delay ($\approx 1.1$ times). This is due to the use of oblivious table to privately verify the user permission, whose cost only grows logarithmically to the number of users.

**Varying number of servers.** We further evaluate the impact of increasing the number of servers to improve privacy degree on the search delay. Figure 7b shows that the search latency increases non-linearly w.r.t the number of servers. This is because having more servers reduces the size of circuits evaluated by each server, but increases the overhead to evaluate AND and XOR gates. With $\ell$ servers and $T$-sized circuit, the circuit size that each server evaluates is $T/\ell$, while each XOR gate evaluation incurs $\ell - 1$ XOR operations and each AND gate evaluation incurs $(\ell - 1)(3\ell + 5)$ XOR operations plus $(\ell - 1)\ell$ AES invocations. As a result, adding one more server increases the network overhead to 16.7%, 8.3%, 5% and 3.3% over the time starting from $\ell = 2$ to 6 servers. The increasing number for XOR operations are 61.9%, 32.4%, 22.7%, and 17.8%, and the number of AES operations increases 100%, 50%, 33.3%, and 25%.

7.3.2 **Update.**

**Document update.** Figure 8a presents the update delay of MAPLE and its counterparts. MAPLE takes 3.4s and 6.2s to update a document in 1K documents and 64K documents, respectively, and goes up to 7.9s for 1M documents. The majority of update overhead stems from the nonconsecutive memory access of row data given that the oblivious table is stored column-wise for efficient search. Another factor is due to the permutation to rearrange the keyword representation, which takes a fixed amount of 1.8s for the BF of size $m = 2^{14}$ regardless of number of documents in the dataset.

MAPLE is 3.3s–7.8s slower than DORY and ODSE, which take 70–150ms, and 30–373ms, respectively, to finish a document update. Note that we do not compare with DURASIFT as it does not offer document update functionality. Although MAPLE is slower than DORY and ODSE, it is worth noting that MAPLE guarantees update pattern privacy (not achieved by DORY), and document sharing with access control under untrusted user assumption (not offered by DORY and ODSE). When comparing with the oblivious update...
Table 2: Monetary cost per search/update operation in MAPLE.

<table>
<thead>
<tr>
<th># Docs</th>
<th>2^{10}</th>
<th>2^{12}</th>
<th>2^{14}</th>
<th>2^{16}</th>
<th>2^{18}</th>
<th>2^{20}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Srch</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time (s)</td>
<td>0.0723</td>
<td>0.1267</td>
<td>0.2308</td>
<td>0.5923</td>
<td>2.1276</td>
<td>8.0671</td>
</tr>
<tr>
<td>Cost ($)</td>
<td>0.0002</td>
<td>0.0003</td>
<td>0.0006</td>
<td>0.002</td>
<td>0.006</td>
<td>0.021</td>
</tr>
<tr>
<td>Updt</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time (s)</td>
<td>3.3843</td>
<td>4.2317</td>
<td>5.3618</td>
<td>6.1727</td>
<td>6.8564</td>
<td>7.9426</td>
</tr>
<tr>
<td>Cost ($)</td>
<td>0.009</td>
<td>0.011</td>
<td>0.014</td>
<td>0.016</td>
<td>0.018</td>
<td>0.021</td>
</tr>
</tbody>
</table>

Figure 9: Detailed cost of keyword search and document update.

version of DORY (i.e., DORY-AGC), we can see that MAPLE is 6.2×–2491.1× faster. It is because MAPLE utilizes OTAB for oblivious row access with $O(m \log N)$ cost, while DORY-AGC costs $O(mN)$ due to PIR. Thus, we envision our MAPLE platform is highly desirable for applications where the document update is infrequent but its metadata privacy must be guaranteed.

Permission update. We present the delay to update user permission in MAPLE in Figure 8b. Since we perform permission update on the row dimension, its cost grows logarithmically to the number of documents, where in the case of 1K users it takes 1.6s with 1K documents, and goes up to 4.4s for 64K documents and 6.1s for 1M documents. Permission update is slightly faster than document update since it does not require permutation that costs a fixed amount of 1.8s. We also experiment the impact of user set on the permission update delay. Specifically, the delay to update a user permission among 1K, 4K, 8K, and 16K in the case of 1M documents is approximately 6.1s, 7.2s, 8.7s and 11.6s, respectively. This matches with the asymptotic complexity of permission update, where the cost grows logarithmically to the number of documents, but linearly to the number of users due to the oblivious table.

7.3.3 Monetary cost. We report the monetary cost for each keyword search and document update operation by our MAPLE scheme in Table 2. The cost is computed based on two Amazon EC2 servers ($r^5n.16xlarge$) pricing at $4.77/hr per instance.

7.4 Cost Breakdown

Figure 9 presents the detailed cost of keyword search and document update in MAPLE. There are three factors that impact the MAPLE delay including the user processing, the computation cost at the proxy and the network communication.

Client processing. In MAPLE, the client cost is negligible because she only needs to execute the MPC input and output protocols with the MPC proxy, which invokes cheap arithmetic operations. For keyword search, the client additionally invokes $k = 7$ calls to the hash function to compute the column identifiers of the searched keyword in the BF. For document update, since the user only generates a small updated keyword representation, its overhead is also minimal. In our benchmark, all these operations took less than 20ms, which is hardly visible in Figure 9 where the total delay is dominated by the overhead at the proxy.

Network communication. In MAPLE, there are two types of communication: (i) between the user and the proxy, (ii) between the servers in the proxy during MPC execution. The user network is negligible since the user only shares the search/update query to the proxy and receives the result, whose total cost is $O(N \log N)$-bit for search (i.e., $\approx$ 16 MB for 1M documents with $f = 2$ servers), and $O(fm)$ for update (i.e., $\approx$ 4 KB for the BF size $m = 2^{16}$).

The majority overhead of network delay stems from the inter-server communication to emulate OTAB accesses and other secure computations with MPC, which contributes up to 43% to the total search delay and 32% to the total update delay as shown in Figure 9. Due to AGC [95], there is a step in the online phase where the “garbler” server and the other “evaluator” server exchange masked inputs and masked labels to each other. For each wire, its masked value is of 1 B and its masked label is of 16 B. For each search, the proxy emulates 8 OTAB accesses (7 for search index and 1 for access control). As we use Circuit-ORAM [92] as the backend ORAM, the evaluation circuit for a column access in the search index and access control has $\approx 3N(z \log m + S_w)$ and $\approx 3N(z \log f + S_u)$ input wires, respectively. Concretely, the total evaluation circuit size per keyword search on the search index is $\approx 15.5$ MB, 992.3 MB, and 15.5 GB, for 1K, 64K, and 1M documents, respectively. The total evaluation circuit size per user permission check among 1K users is $\approx 1.6$ MB, 101.3 MB and 1.6 GB, for 1K, 64K, and 1M documents, respectively. As a result, in the search procedure, network delay for search is about 3.3ms, 0.23s, and 3.4s for 1K, 64K, and 1M documents, respectively, which attributes 4.6% - 42.5% to the total delay.

In document update, the majority of network overhead is due to the permutation, which requires $2^{28}$ input wires resulting in the bandwidth of 4.5 GB. The evaluation circuit for row access in the search index has $\approx 3m(z \log N + S_f)$ and $\approx 1.5$ MB, 2.4 MB, and 2.9 MB input wires for 1K, 64K, and 1M documents, respectively. Also, for 1K users, the evaluation circuit for a column access in the access control has $\approx 3N(z \log f + S_u)$ and $\approx 92.2$ KB, 5.9 MB, and 94.4 MB input wires for 1K, 64K, and 1M documents, respectively. Concretely, the total bandwidth cost per document update on the search index is $\approx$ 4.5 GB, 4.6 GB, and 6.1 GB, for 1K, 64K, and 1M documents, respectively. As a result, in the update procedure, network delay is about 1.1s-1.3s, which attributes 14.2% - 24.1% to the total delay.

Proxy processing. As presented in §5.3.2, search and update operations in our scheme are realized with comparison and selection circuits containing XOR and AND gates. Since comparison is only executed on a very small data portion (i.e., at most 32-bit for column/row identifiers), the majority of proxy computation stems from the execution of selection circuits on the entire rows/columns of the search index and access control. Each selection evaluation circuit of $T$ input wires contains $3T$ XOR gates and $T$ AND gates. Evaluating an XOR gate is cheap because it incurs XOR operations including 1 operation between two input wire values and $(f-1)$ operations between the corresponding label values. Evaluating AND gates is more expensive, where each gate incurs 1 XOR between two input wire values, $(f-1)(3f+5)$ XOR between 128-bit values, and $(f-1)f$ AES invocations. For keyword search, the servers evaluate $\approx (63N(z \log m + S_w) + 9N(z \log f + S_u))$ (concretely from...
which attributes 57.4%–90.9% to the total delay. For document update as in OTAB to assist oblivious update. Meanwhile, row access because in the plain ORAM approach, each column is packaged a column with plain ORAM is and varied number of rows, respectively. We can see that accessing 2
cessing a single column and row in a table with rows and columns in the original table. In this experiment, we use Circuit-ORAM with the same parameter OTAB approach as the underlying ORAM scheme to perform col-

Figure 10: Performance of OTAB vs. plain ORAM for table access.

OTAB doubles the number of plain ORAM approach, we package each column of the original table as a Circuit-ORAM block, while OTAB doubles the number of

7.5 Comparison with ORAM

We perform experiments to compare the performance of MAPLE with directly applying plain ORAM on table structure (without using OTAB). We first benchmark the performance of OTAB compared with directly using ORAM to access row/column in a table structure. In this experiment, we use Circuit-ORAM with the same parameter (bucket size $z = 2$, stash size $S_c = 14$) for both plain ORAM and OTAB approach as the underlying ORAM scheme to perform column access, and bucket size $z = 2$, stash size $S_c = \log(N)$, where $N$ is the number of rows for oblivious row access in OTAB. In the plain ORAM approach, we package each column of the original table as a Circuit-ORAM block, while OTAB doubles the number of rows and columns in the original table.

Figure 10a and Figure 10b present the end-to-end delay of accessing a single column and row in a table with $2 \times 2^{14}$ columns and varied number of rows, respectively. We can see that accessing a column with plain ORAM is $1.1\times$–$1.9x$ faster than OTAB. It is because in the plain ORAM approach, each column is packaged directly as an ORAM block, and the size of each column is not doubled as in OTAB to assist oblivious update. Meanwhile, row access in plain ORAM takes two to three orders of magnitude more time than OTAB. It is because plain ORAM can only support efficient column access, but not row access. To hide the row access patterns, it requires processing the entire table.

We now report the performance of MAPLE and the plain ORAM approach when both use MPC to enable oblivious search and multi-user functionalities. Figure 11a and Figure 11b present the end-to-end search and update delay of MAPLE and plain ORAM on BF table with MPC, respectively. In the plain ORAM approach, since the column size is not expanded to support oblivious update, its search latency is about $2x$ smaller than our MAPLE since it invokes MPC evaluation around 2 times less than MAPLE. However, in document update, plain ORAM approach takes $9.3\times$–$4982.1x$ more time than MAPLE. It is due to the fact that plain ORAM incurs MPC evaluation (e.g., secure $\text{AND}/\text{XOR}$ operations) on $O(N)$ rows compared with only $O(\log(N))$ rows per document access in MAPLE.

8 CONCLUSION

In this paper, we introduced MAPLE, a new metadata-hiding platform that enables encrypted search and update on shared data across multiple users maintaining privacy-preserving fine-grained policy controls. MAPLE is the first to compose various cryptographic techniques including secure computation, oblivious probabilistic data structures, and ORAM for high security/privacy guarantees. Experimental results demonstrated that MAPLE is efficient for both keyword search and document update operations.

From a real-world use-case perspective, MAPLE is highly desirable for applications featuring a balanced frequency of keyword search and document update operations, in which the privacy of each operation is highly critical (i.e., no metadata leakage in any type of operations), and a small error in the search result is acceptable. MAPLE is less favorable for applications that are primarily focused on either search or update operations. Additionally, if the perfect search accuracy is paramount and the update privacy is not a primary concern, alternative techniques that are solely based on ORAM, PIR, or standard SSE may be more appropriate.
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Oblivious Table Visualization

We present a toy example of how column and row accesses in OTAB are performed in Figure 12. Given a table M of size 3 × 2, the oblivious table (OTAB) of M is a (bigger) table of size 7 × 3, where each dimension of M is expanded to O(2) times (where is the bucket size of the underlying Tree-based ORAM scheme), and the row and column data of M is assigned to random row and column locations, respectively, in OTAB. OTAB is augmented by a row header h_r and a column header h_c that keep track of the locations of the original rows and columns of M in OTAB.

To access the first row of the original table M, we first interpret the rows in OTAB as the logical ORAM tree (step 1). We then execute the Tree-based ORAM access procedure on the interpreted tree, which incurs the path retrieval (step 2) and eviction subroutines (step 3). After executing the Tree-based ORAM access, we obtain a row in OTAB containing the elements of the first row of M in a permuted order. In this case, the column header h_c is needed to


rearrange the permuted elements to obtain the original row (step ④). As some rows in OTAB will be shuffled during the Tree-based ORAM access, the corresponding values in the row header also needs to be updated accordingly. We also show in Figure 12 how a column in M is accessed (steps ④ – ⑤) following the same principle as row access.

**B DEFINITIONS**

Forward privacy and backward privacy are the standard security notions in encrypted search schemes. We present the forward and backward privacy definitions in the context of multi-user as follows.

Let $\mathcal{L} = \{\mathcal{L}_{\text{write}}, \mathcal{L}_{\text{search}}, \mathcal{L}_{\text{update}}\}$ be the set of stateful leakage functions containing the leakage during setup, search, and update operation, respectively. Let $Q$ be a sequence of all operations and $t$ be the timestamp when an operation occurs. $Q$ records $(t, \text{uid}, \text{w})$ for a search on keyword $w$ at time $t$ by user uid, and $(t, \text{uid}, \text{fid}, \{\langle w_i, \text{op}_i \rangle \}_{i=1}^n)$ for an update on document with identifier fid and a set of updated keywords $\{w_i\}$ at time $t$ with corresponding operations $\{\text{op}_i\}$ by user uid. In this setting, we consider each update operation contains all keywords being added or deleted in the updated document, instead of individual keyword-document pairs as prior works.

Let $\mathcal{sp}(w)$ be the search pattern over keyword $w$ consisting of the timestamps of all search queries on $w$ performed by some user.

$$\mathcal{sp}(w) = \{(t, \text{uid}): (t, \text{uid}, w) \in Q\}$$

(3)

**Definition 3 (Forward-privacy).** An $\mathcal{L}$-adaptively-secure encrypted search is forward-private if the update leakage $\mathcal{L}_{\text{update}}$ can be written as

$$\mathcal{L}_{\text{update}}(\text{uid}, \text{fid}, \{w_i, \text{op}_i\}_{i=1}^n) = \mathcal{L}'(\text{uid}, \text{fid}, \{\text{op}_i\}_{i=1}^n)$$

where $\mathcal{L}'$ is stateless.

**Definition 4 (Backward-privacy).** Let $\mathcal{TimeDB}(w)$ be a function that returns the list of all timestamp/document-identifier pairs of keyword $w$ that have been added to the database by some user uid and have not been subsequently deleted by some other uid' as

$$\mathcal{TimeDB}(w) = \{(t, \text{uid}, \text{fid}) | (t, \text{uid}, \text{fid}, (w, \text{add})) \in Q \land \forall (t', \text{uid}') : (t', \text{uid}', (w, \text{del})) \notin Q\}$$

Let $\mathcal{Updates}(w)$ be a function that returns the timestamp of all insertion and deletion operations for $w$ by some user uid in $Q$.

$$\mathcal{Updates}(w) = \{t | (t, \text{uid}, \text{fid}, (w, \text{add})) \in Q \lor (t, \text{uid}, \text{fid}, (w, \text{del})) \in Q\}$$

Let $\mathcal{DelHist}(w)$ be a function that returns the history of deleted entries including which deletion corresponding to which addition.

$$\mathcal{DelHist}(w) = \{(\text{add}', \text{del}') | \exists \text{fid} : (\text{add}', \text{uid}, \text{fid}, (w, \text{add})) \in Q \land (\text{del}', \text{uid}, \text{fid}, (w, \text{del})) \in Q\}$$

An $\mathcal{L}$-adaptively-secure encrypted search scheme is backward-private with different types if the update and search leakage functions $\mathcal{L}_{\text{update}}$ and $\mathcal{L}_{\text{search}}$ can be written as one of the following cases:

- **(Type-I):** $\mathcal{L}_{\text{update}}(\text{uid}, \text{fid}, \{w_i, \text{op}_i\}_{i=1}^n) = \mathcal{L}'(\text{uid}, \text{fid}, \{\text{op}_i\}_{i=1}^n)$ and $\mathcal{L}_{\text{search}}(\text{uid}, w_i) = \mathcal{L}''(\text{sp}(w_i), \mathcal{TimeDB}(w_i), \text{Updates}(w_i)) \forall i \in [n]$.
- **(Type-II):** $\mathcal{L}_{\text{update}}(\text{uid}, \text{fid}, \{w_i, \text{op}_i\}_{i=1}^n) = \mathcal{L}'(\text{uid}, \{w_i, \text{op}_i\}_{i=1}^n)$ and $\mathcal{L}_{\text{search}}(\text{uid}, w_i) = \mathcal{L}''(\text{sp}(w_i), \mathcal{TimeDB}(w_i), \text{Updates}(w_i)) \forall \text{uid} \in [n]$.
- **(Type-III):** $\mathcal{L}_{\text{update}}(\text{uid}, \text{fid}, \{w_i, \text{op}_i\}_{i=1}^n) = \mathcal{L}'(\text{uid}, \{w_i, \text{op}_i\}_{i=1}^n)$ and $\mathcal{L}_{\text{search}}(\text{uid}, w_i) = \mathcal{L}''(\text{sp}(w_i), \mathcal{TimeDB}(w_i), \text{DelHist}(w_i))$.

where $a_{w_i}$ is the total number of updates on $w_i$, and $\mathcal{L}', \mathcal{L}''$ are stateless.

**Definition 5 (Search and Update Obliviousness).** An $\mathcal{L}$-adaptively-secure encrypted search scheme is search and update oblivious if the search and update leakage functions $\mathcal{L}_{\text{search}}, \mathcal{L}_{\text{update}}$ can be written as
Setup. On command \( \{ \text{setup}, DB, N \} \), it stores DB.

Data access. On command \( \{ \text{access}, op, id, B' \} \), it gets \( B \leftarrow DB[\{id\}] \). If \( op = \text{update} \), it updates the \( i \)-th bit in block \( DB[\{id\}] \) with \( B'_i \), where \( B'_i \) is the \( i \)-th bit in \( B' \) such that \( B'_i \neq \perp \). Else if \( op = \text{write} \), it replaces \( DB[\{id\}] \leftarrow B' \). Finally, it returns \( B \).

C.1 Proof of Lemma 1

Proof. We construct a simulator \( S_{\text{OTAB}} \) such that a PPT environment \( Z \) cannot distinguish between the real and ideal protocol execution. The environment \( Z \) selects inputs for the OTAB client and obtains the corresponding outputs. The environment \( Z \) can corrupt the server storing the oblivious table and the input/output of the honest client. When \( Z \) stops, it outputs a bit indicating whether \( Z \) is interacting with real protocol or simulated protocol in the simulator \( S_{\text{OTAB}} \), it runs a copy of OTAB protocol online and invokes the Tree-ORAM simulator \( S_{\text{TreeORAM}} \) to simulate the ORAM access. Figure 13 and Figure 14 present the ideal functionality \( \mathcal{F}_{\text{TreeORAM}} \) and \( \mathcal{F}_{\text{TreeORAM}} \) of Tree-ORAM, respectively. \( S_{\text{OTAB}} \) relays the messages between the client, the server, and the environment \( Z \) such that \( Z \) will see the same interface as when interacting with the real protocol. Figure 16 presents the specification of \( S_{\text{OTAB}} \).

To demonstrate that the simulated and real process are indistinguishable, we show that the view of \( Z \) in the ideal world is indistinguishable from its view in the real process. Note that the view contains the transcript during the protocol execution of the corrupted server and the input/output of the honest client.

We argue that the view for each operation on the oblivious table has the exactly same distribution in the real and in the simulated case: First, in the input phase, the oblivious table being sent to the server looks uniformly random when it is IND-CPA encrypted. Second, during each row/column read/write operation, since OTAB makes use of a secure Tree-ORAM protocol (e.g., [92]), it generates a set of uniformly random and independent values that are simulatable by the Tree-ORAM simulator \( S_{\text{TreeORAM}} \) regardless of which row/column is being accessed. Specifically, these values include the uniformly random logical paths and the encrypted rows/columns.

Now, if the real or simulated protocol proceeds to the last step in each command, the only new data that \( Z \) sees is the output column/row \( v \) requested. In the simulation, \( v \) is obviously the correct column/row requested by \( Z \) since it was read directly from the ideal functionality. To finish the proof, we show that the same happens in the real process with overwhelming probability. In other words, the event that the real protocol terminates but the output is not correct occurs with negligible probability. As discussed, oblivious table employs Circuit-ORAM to access the requested row/column, and thus the integrity depends on the verifiability of the back-end ORAM. In Circuit-ORAM, verifiability is achieved with authenticated encryption, wherein the integrity of all rows/columns being transmitted to the honest client during protocol execution is checked.

\[ L'^{\text{Srch}}(uid, w) = L''(uid) \]
\[ L'^{\text{Upd}}(uid, fid, \{ w_i, \text{op}_j \}_{j=1}^n) = L''(uid) \]

where \( L', L'' \) are stateless.

C.2 Proof of Theorem 1

Proof. We construct a simulator \( S_{\text{MAPLE}} \) such that a PPT environment \( Z \) cannot distinguish between the real and ideal protocol execution. The environment \( Z \) selects inputs for the honest parties (which is the MAPLE user and some of the servers in the proxy) and obtains the corresponding outputs. The environment \( Z \) can corrupt up to \( t \) servers in the proxy and takes control over their action. When \( Z \) stops, it outputs a bit indicating whether \( Z \) is interacting with real protocol or simulated protocol. The simulator runs a copy of MAPLE protocol online. It relays the messages between the parties (client and server) and \( Z \) such that \( Z \) will see the
same interface as when interacting with the real protocol. Figure 18 presents the specification of SIMAPLE.

We show that the view of the ideal world is indistinguishable from the view in the real process. The view contains the transcript of the protocol execution of the corrupted servers and the input/output of the honest user. We argue that the view for each operation has the exactly same distribution in the real and in the simulated case: First, in the setup phase, the search index and the access control as well as their auxiliary components (e.g., row/column header and permutation matrix) always look uniformly random due to secret sharing invoked in SIMAPLE. Second, during each keyword search or document update operation, due to the security of oblivious table, the honest parties will always send a set of uniformly random and independent values regardless of what keyword/document is being search/update. Specifically, in the keyword search, the proxy emulates oblivious accesses over the column dimension of the oblivious tables representing the index and access control, and then performs exclusive-AND operations to filter unauthorized documents and obtain the final search results. As shown in §5.3 and §5.4.2, all these processes are realized with MPC boolean operation techniques in SIMAPLE, which were proven to yield random and independent values during protocol execution [95].

In the document update, the proxy performs matrix multiplications for keyword permutation followed by emulating oblivious table accesses on the search index and the access control, all of which are realized by MPC boolean protocols that yield uniformly and independent values during protocol execution.

Now, if the real or simulated protocol proceeds to the last step in each command, the only new data that is the output of the search result is. In the simulation, D is obviously the correct column/row data requested by Z since it was read directly from the ideal functionality. We show that the same happens in the real process with overwhelming probability. In other words, the event that the real protocol terminates but the output is not correct occurs with negligible probability.

In our real protocol, the integrity of the search result depends on four factors: (i) the integrity of the MPC input protocol to distribute the search request to the proxy, (iii) the integrity of MPC computation during search operation at the proxy, (ii) the integrity of previous document update operations (if any), and (iv) the integrity of MPC output protocol. Since SIMAPLE harnesses authenticated MPC, the integrity of MPC computation during search and update is achieved. It remains to show that the MPC input and output protocols offer integrity for the values being transmitted or received from the proxy. We can see that SIMAPLE.Input(·) protocol indeed relies on SIMAPLE.Output(·) protocol to broadcast a reliable randomness for the user to distribute the masked secrets to the proxy. Thus, as long as SIMAPLE.Output(·) protocol offers integrity with overwhelming probability, the integrity of the search protocol in our scheme will be achieved. We can see that SIMAPLE.Output(·) protocol relies on probabilistic polynomial identity testing technique to check the integrity of secret values being privately opened to the honest user from their shares. In this technique, the honest user requests the proxy to evaluate an n-degree random polynomial representing share of n secrets revealed to the user at a random evaluation point. On the other hand, the honest user herself evaluates another n-degree polynomial representing n secrets opened by the proxy at the same evaluation point. Due to Schwartz-Zippel lemma [81, 100], the probability these two polynomials are different but their evaluation is the same is $\frac{1}{n^n}$. This implies the secrets revealed to the honest user are consistent with their authenticated shares at the proxy with overwhelming probability, thereby enabling integrity in our search protocol.

\[\square\]

D MPC PROTOCOLS

D.1 Secure Input/Output for MPC Proxy

We present the secure input and output protocols proposed in [27] for the user to interact with the MPC proxy. The main idea is to rely on the polynomial identity testing applied in zero-knowledge proofs as well as random masking techniques using correlated randomness. We denote $[\mathbf{x}]_\mathcal{P}$ as the share of the secret $\mathbf{x}$ to party $\mathcal{P}$.

- $(\mathbf{v}_1, \ldots, \mathbf{v}_n) \leftarrow \Pi_{\text{mpc}}.\text{Output}(\langle \mathbf{a}_1 \rangle, \ldots, \langle \mathbf{a}_n \rangle)$: Given n authenticated shares $(\mathbf{a}_1), \ldots, (\mathbf{a}_n)$ from the MPC proxy, each server $\mathcal{S}_i$ in the proxy individually samples a random $r_i \in \mathbb{F}$ and sends it along with $\langle [\mathbf{v}_i]_\mathcal{P} \rangle$ to the user. The user computes $\mathbf{v}' = \sum_i [\mathbf{v}_i]_\mathcal{P}$ and $r' = \sum_i [r_i]_\mathcal{P}$. The user forms a polynomial $f'(X) = r' + \sum_i \mathbf{v}'_i \cdot X^i$, while the MPC proxy evaluates the polynomial $f'(\mathbf{a}) = \langle r \rangle + \sum_{i=1}^n \langle \mathbf{a}_i \rangle \cdot X^i$ at a random point $\mathbf{a} \in \mathbb{F}$ chosen by the user. The MPC proxy publicly opens $f'(\mathbf{a})$ (with verifiability by the underlying MPC protocol). If $f'(\mathbf{a}) = f'(\mathbf{a})$, the user outputs and accepts $(\mathbf{v}_1', \ldots, \mathbf{v}_n')$ as the correct secrets corresponding to $(\mathbf{a}_1), \ldots, (\mathbf{a}_n)$. Otherwise, the user aborts.

- $(\langle \mathbf{a}_1 \rangle, \ldots, \langle \mathbf{a}_n \rangle) \leftarrow \Pi_{\text{mpc}}.\text{Input}(\mathbf{v}_1, \ldots, \mathbf{v}_n)$: Given n secrets $(\mathbf{a}_1, \ldots, \mathbf{a}_n) \in \mathbb{F}^n$ from the user, the first receives n random values from the MPC proxy by executing $(r_1, \ldots, r_n) \leftarrow \Pi_{\text{mpc}}.\text{Output}(r_1, \ldots, r_n)$, where $\langle r_i \rangle$ is the authenticated share of the random $r_i$ generated during preprocessing. The user broadcasts $\mathbf{v}_i' = \mathbf{v}_i - r_i$ to the MPC proxy, which, in turn, obtains the authenticated shares by computing $\langle \mathbf{v}_i \rangle = \mathbf{v}_i' + \langle r_i \rangle$ for $i \in [n]$.

Note that the above interactive input/output protocols can be made non-interactive via Fiat-Shamir transformation [40], in which the user’s random challenge can be derived directly by hashing the current protocol transcripts.
We report the storage cost of MAPLE as follows. OTAB incurs $4 \times$ expansion to the original tables (search index, access control) to support both obvious search and update efficiently. Moreover, for malicious security, each bit of OTAB is attached with a MAC component consisting of the share of the MAC key and MAC value. This results in the total size of 18.2 GB to 2.2 TB to store all the necessary data structures in MAPLE. Since this size is large, we applied $k$-top caching strategy to partially cache them on memory for efficient processing.

MAC components are the most dominant factor in the total storage overhead. Therefore, in our future work, we will explore several strategies to reduce the size of the MAC components such as aggregate MAC [63]. We will investigate how to evaluate such aggregate

MAC with MPC (similar to running encryption/decryption circuits in 2PC in [60]). We expect this strategy will decrease the storage overhead down to 9 MB–8.5 GB (259K–2063X smaller) at the cost of incurring 33.7%–47.9% more overhead in the search. We leave this investigation as our future work.

**E.2 Multi-keyword Search**

We compared the performance of our scheme in handling multi-keyword search with DURASIFT [39]. Figure 21 presents the end-to-end search delay of our scheme and DURASIFT for $n$-keyword queries where $n \in [6]$. In this experiment, we repeat the single-keyword search for each term in the multi-keyword query and then perform corresponding secure boolean operations to obtain final result. MAPLE takes about 1.2s to process a boolean query with two keywords compared with 4.9s by DURASIFT. The search delay of both schemes grows almost linearly with the number of keywords in the search query but by varying degrees. With six terms in a query, MAPLE takes roughly 3.7s while DURASIFT takes around 15.8s. We can see that MAPLE is more efficient than DURASIFT (i.e., $3.8 \times$–$4.3 \times$ faster) in all cases mostly due to the use of Bloom filter for compact keyword representation. Moreover, by using oblivious table to instantiate the search index, our search time is only logarithmic to the small size of keyword representation (i.e., 16K), whereas DURASIFT is linear to the large size of the keyword universe (i.e., 1.9M).

**E.3 Preprocessing Cost**

We present the preprocessing costs to generate necessary materials in the offline phase that will be used in the online keyword search and document update evaluation in Figure 22 and Figure 23. Specifically, Figure 22 shows the number of AND gates needed for each search and update, which dominates most of the preprocessing cost. Figure 23 illustrates the corresponding latency to prepare circuits for AGC evaluation in both search and update in the setting of two servers. For the number of documents ranging from $2^{10}$ to $2^{20}$, the number of AND gates for each search grows from 2M to 2B, thereby the latency of preprocessing for each search operation increases from 8.4s to 832.3s, respectively. Because AGC circuits in update are smaller than circuits in search, and each update just requires one OTAB access operation instead of $k = 7$ OTAB access operations on the search index as keyword search, the offline phase for an update prepares a significantly smaller number of AND gates than for a search, which grows from 3.3M to 6.6M, corresponding to the latency rising from 3.4s to 6.7s for the number of documents

**D.2 Secure Boolean Computation**

We present the algorithmic details of some secure boolean operations that are used in our platform in Figure 19. Note that in binary field, $\otimes$ and $\oplus$ are equivalent to secure bit-wise AND and XOR operations, respectively.

We compared the performance of our scheme in handling multi-keyword search with DURASIFT [39]. Figure 21 presents the end-to-end search delay of our scheme and DURASIFT for $n$-keyword queries where $n \in [6]$. In this experiment, we repeat the single-keyword search for each term in the multi-keyword query and then perform corresponding secure boolean operations to obtain final result. MAPLE takes about 1.2s to process a boolean query with two keywords compared with 4.9s by DURASIFT. The search delay of both schemes grows almost linearly with the number of keywords in the search query but by varying degrees. With six terms in a query, MAPLE takes roughly 3.7s while DURASIFT takes around 15.8s. We can see that MAPLE is more efficient than DURASIFT (i.e., $3.8 \times$–$4.3 \times$ faster) in all cases mostly due to the use of Bloom filter for compact keyword representation. Moreover, by using oblivious table to instantiate the search index, our search time is only logarithmic to the small size of keyword representation (i.e., 16K), whereas DURASIFT is linear to the large size of the keyword universe (i.e., 1.9M).

Figure 20 presents the keyword distribution of our testing set, where the y-axis shows the proportion of articles that have less than a number of keywords on the x-axis.

Figure 19: Secure boolean operations.
increasing from 1K to 1M, respectively. As the preprocessing phase is independent with search and update queries, the precomputed triples of AGC can be stored on storage device (e.g., SSD), and later reloaded to the RAM memory for evaluating in the online phase.

Figure 22: The number of AND gates.

Figure 23: Preprocessing time.