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Abstract

We prove that the problem of decoding a Quasi-Cyclic (QC) code is NP-hard, and the corresponding decision problem is NP-complete. Our proof is based on a new characterization of quasi-cyclic codes closely related to linear random codes. We also discuss the cryptographic significance of this result.

1 Introduction

Coding Theory deals with the problem of detecting and correcting transmission errors caused by noise on the channel. The mathematical theory of the underlying principles started in 1948, when Shannon gave a formal description of a communication system and introduced a theory about the concept of information, including a measure for the amount of information in a message [27]. The relevance for cryptography of the Coding Theory began when Robert J. McEliece proposed a public key cryptosystem [22] that based its security on the NP-completeness of the Decisional Syndrome Decoding Problem (D-SDP) and Decisional Codeword Finding Problem (D-CFP) [7]. The McEliece cryptosystem originally uses Goppa codes [16, 17], so being rigorous, the security of the scheme is based on the complexity of the Goppa Bounded Decoding Problem (GBDP), whose associated decision problem has been shown to be NP-complete [13].

Currently, due to the large sizes of the public key of the original McEliece cryptosystem, other families of codes are used in order to find more compact mathematical representations of the keys, thus allowing their size to be reduced. However, these variants are built on
families of codes, mostly linear, in which it cannot be stated that the underlying computational problem is NP-hard. This constitutes an essential element in the theoretical security evaluation of post-quantum cryptographic schemes in general, and in particular, those based on codes. We refer the reader to papers [11, 24, 9, 8] to see the historical evolution and variants of the McEliece cryptosystem.

Among the code-based algorithms shortlisted for the NIST Post-Quantum contest [2], BIKE [23] and HQC [11] are based on Quasi-Cyclic (QC) codes, but in very different ways. The underlying computationally difficult problem is a variant of SDP called Quasi-Cyclic Syndrome Decoding Problem (QC-SDP). In this paper our interest is focused on the computational complexity of this problem.

It is known that for some parameters, QC codes have some properties similar to random codes in terms of minimum weight and probability distribution of the syndrome [10, 14, 21, 15, 12]. These properties are desirable in code-based cryptography. On the other hand, although there is no general complexity result for QC-SDP, this problem is considered hard by the cryptographic community [26] and the best known algorithms to solve it are the same to solve the SDP with the only advantage that the computational cost is reduced by a constant factor [25, 19]. There is an attempt to show that the decisional variant of QC-SDP is NP-complete but it is only limited to a particular form of QC codes [6].

Our contribution. In this paper we prove that the QC-SDP is NP-hard, and the corresponding decision problem is NP-complete (Theorem 3). Our result confirms the assumption so far assumed as valid that it is a difficult problem. To demonstrate our result, we previously demonstrated another way of looking at the structure of QC codes (Theorems 1 and 2). This new characterization of QC codes is closely related to random codes and is the starting point to demonstrate our result. We also discuss the cryptographic significance of this result, especially about the NIST post-quantum contest finalist algorithms that are based on codes.

2 Preliminaries

Let $F_q$ be the Galois field of order a prime power $q$ and let $F_q^n$ denote the $n$-dimensional vector space defined over $F_q$.

Definition 1. A $[n, k]_q$ linear code $C$ over $F_q$ of length $n$ and dimension $k$ ($n > k$) is a $k$-dimensional subspace of $F_q^n$, which can be represented by two matrices; a $k \times n$ generator matrix $G$, such that $C = \{mG, m \in F_q^n\}$. 
\( \mathbb{F}_q^k \) or by a \((n - k) \times n\) parity-check matrix \( H \), such that \( \mathcal{C} = \{ c \in \mathbb{F}_q^n : Hc^T = 0 \} \), where \( c \in \mathcal{C} \).

**Definition 2.** Let \( x, y \in \mathcal{C} \). The Hamming distance \( d(x, y) \) from \( x \) to \( y \), is the number of places at which \( x \) and \( y \) differ. The Hamming weight \( w(x) \) of \( x \) is the number of nonzero coordinates in \( x \); i.e., \( w(x) = d(x, 0) \), where 0 is the zero word. The minimum distance of \( \mathcal{C} \), denoted by \( d_{\min} \), is \( d_{\min}(\mathcal{C}) = \min\{d(x, y) : x \neq y\} \).

If \( \mathcal{C} \) has minimum distance \( d_{\min} \), then is an exactly \( t = \lfloor (d_{\min} - 1)/2 \rfloor \)-error-correcting code.

**Definition 3.** Let \( \mathcal{C} \) be an \([n, k]_q\) linear code and let \( H \) be a parity-check matrix for \( \mathcal{C} \). For any \( e \in \mathbb{F}_q^n \), the syndrome \( s \) of \( e \) is the vector \( s = He^T \in \mathbb{F}_q^{n-k} \).

For any \( s \in \mathbb{F}_q^{n-k} \) and parity-check matrix \( H \), the set of vectors of \( \mathbb{F}_q^n \) with syndrome \( s \) is denoted by \( S_H^{-1}(s) = \{ e \in \mathbb{F}_q^n : s = He^T \} \). By definition, \( S_H^{-1}(0) = \mathcal{C} \) for any parity-check matrix \( H \) of \( \mathcal{C} \). The vector space \( \mathbb{F}_q^n/\mathcal{C} \) consist of all cosets \( a + \mathcal{C} = \{ a + c : c \in \mathcal{C} \} \) with \( a \in \mathbb{F}_q^n \). There are exactly \( q^{n-k} \) different cosets, each coset contain \( q^k \) vectors, and form a partition of \( \mathbb{F}_q^n \).

**Definition 4.** A Quasi-Cyclic (QC) code of index \( n_0 \) is a linear code with dimension \( k = p \cdot k_0 \), length \( n = p \cdot n_0 \) and have the property that each cyclic shift of a codeword by \( n_0 \) symbols yields another valid codeword.

Given a vector \( y \in \mathbb{F}_q^n \) and its syndrome \( s = Hy^T \), decoding consists in find a codeword \( c \in \mathcal{C} \) closest to \( y \) for the Hamming distance \( (d(y, c) \leq t) \) or find an error vector \( e \in y + \mathcal{C} \) such that \( w(e) \leq t \). In terms of algorithmic complexity, the corresponding decision problems are as follows:

**Definition 5 (Decisional Syndrome Decoding Problem (D-SDP)).** Given a random matrix \( H \), a syndrome \( s \) and an integer \( t > 0 \), determine if exist a vector \( e \), with \( w(e) \leq t \), such that \( s = He^T \).

**Definition 6 (Decisional Codeword Finding Problem (D-CFP)).** Given a random matrix \( H \) and an integer \( t > 0 \), determine if exist a vector \( e \), with \( w(e) \leq t \), such that \( He^T = 0 \).

The two decisional problems were proven to be NP-complete for the case of binary linear codes by Berlekamp et al. \[7\]. Barg generalized this proof to an arbitrary finite field \[5\] and finally, the NP-completeness proof has been generalized to arbitrary finite rings endowed with an additive weight \[29\].
The computational complexity theory states that any decision problem belonging to the NP-complete class has a search-to-decision reduction [3]. This states that the difficulty of SDP and CFP are as hard as an NP-complete problem. Although only decisional problems belong to the NP-complete class, in a commonly accepted abuse of language, it is said that SDP and CFP are NP-complete.

In the case of QC codes, the definition of the Quasi-Cyclic Syndrome Decoding Problem (QC-SDP) is as follows.

**Definition 7.** [Quasi-Cyclic Syndrome Decoding Problem (QC-SDP)] Given a parity-check matrix $H$ of a QC code, a syndrome $s$ and an integer $t > 0$, find a vector $e$, with $w(e) \leq t$, such that $s = He^T$.

### 3 NP-completeness of decoding QC codes

In this section it is shown that the QC-SDP is NP-complete. First, the QC codes are characterized by a representation of their parity-check matrix. This representation makes it possible to describe all QC codes through a close relationship with random codes. Then, using the parity-check matrix given by the previous representation, the NP-completeness is proved.

Usually the parity-check matrix of a QC code with length $n = p \cdot n_0$ and dimension $k = p \cdot (n_0 - r_0)$ is seen as follows

$$
\begin{pmatrix}
H_{00}^c & H_{01}^c & \cdots & H_{0(n_0-1)}^c \\
H_{10}^c & H_{11}^c & \cdots & H_{1(n_0-1)}^c \\
\vdots & \vdots & \ddots & \vdots \\
H_{(r_0-1)0}^c & H_{(r_0-1)1}^c & \cdots & H_{(r_0-1)(n_0-1)}^c
\end{pmatrix}
$$

where each matrix $H_{ij}^c$ with $0 \leq i \leq r_0 - 1$ and $0 \leq j \leq n_0 - 1$, is a $p \times p$ circulant matrix, that is, a matrix of the form

$$
\begin{pmatrix}
a_0 & a_1 & \cdots & a_{p-1} \\
a_{p-1} & a_0 & \cdots & a_{p-2} \\
\vdots & \vdots & \ddots & \vdots \\
a_1 & a_2 & \cdots & a_0
\end{pmatrix}
$$

with $a_l \in \mathbb{F}_q, 0 \leq l \leq p - 1$. A circulant matrix is associated through an isomorphism to a polynomial in $x$ with coefficients over $\mathbb{F}_q$ given by the elements of the first row of the matrix:

$$a(x) = \sum_{i=0}^{p-1} a_i x^i$$
Therefore, the standard operations of matrix addition and multiplication can be performed in the ring of polynomials \( \mathbb{F}_q[x]/(x^p - 1) \). However, from Definition 4, we can see QC codes from another perspective, more related to random codes.

**Theorem 1.** Let \( H_i, \ 0 \leq i \leq p-1 \) be \( p \) any matrices, where each \( H_i \) has size \( r_0 \times n_0 \). The parity-check matrix

\[
H = \begin{pmatrix}
H_0 & H_1 & \ldots & H_{p-1} \\
H_{p-1} & H_0 & \ldots & H_{p-2} \\
\vdots & \vdots & \ddots & \vdots \\
H_1 & H_2 & \ldots & H_0
\end{pmatrix}
\]

(1)

define a QC code with length \( n = p \cdot n_0 \) and dimension \( k = p \cdot (n_0 - r_0) \).

**Proof.** The matrix \( H \) has size \( r \times n \), with \( r = p \cdot r_0 \) (\( p \) matrices with \( r_0 \) rows) and \( n = p \cdot n_0 \) (\( p \) matrices with \( n_0 \) columns). Because \( r = n - k \), we have \( k = n - r = p \cdot (n_0 - r_0) \).

Given a generic codeword \( c \) of length \( n \), it can be seen as \( c = (c_0, c_1, \ldots, c_{p-1}) \) where each \( c_i \), \( 0 \leq i \leq p-1 \) has size \( n_0 \). By definition 1, we have \( Hc^T = 0 \), that is:

\[
H_0 \cdot c_0^T + H_1 \cdot c_1^T + \cdots + H_{p-1} \cdot c_{p-1}^T = 0
\]

\[
H_{p-1} \cdot c_0^T + H_0 \cdot c_1^T + \cdots + H_{p-2} \cdot c_{p-1}^T = 0
\]

\[
\vdots
\]

\[
H_1 \cdot c_0^T + H_2 \cdot c_1^T + \cdots + H_0 \cdot c_{p-1}^T = 0
\]

Denoting by \( c^{(x)} \), \( 1 \leq x \leq p-1 \), the right cyclic shift of \( c \) in \( x \cdot n_0 \) positions and from the definition of QC code, we have that \( c^{(x)} \) is a codeword too. Therefore, the equations

\[
H \cdot \left( c^{(x)} \right)^T = 0, \ 1 \leq x \leq p-1
\]

(2)

must be satisfied. The equations \( H \cdot \left( c^{(1)} \right)^T \) are

\[
H_0 \cdot c_{p-1}^T + H_1 \cdot c_0^T + \cdots + H_{p-1} \cdot c_{p-2}^T
\]

\[
H_{p-1} \cdot c_{p-1}^T + H_0 \cdot c_0^T + \cdots + H_{p-2} \cdot c_{p-2}^T
\]

\[
\vdots
\]

\[
H_1 \cdot c_{p-1}^T + H_2 \cdot c_0^T + \cdots + H_0 \cdot c_{p-2}^T
\]

where the following pattern is observed:
- Equation 1 of $H \cdot (c^{(1)})^T$ is the equation $p$ of $Hc^T = 0$.
- Equation 2 of $H \cdot (c^{(1)})^T$ is the equation 1 of $Hc^T = 0$, and so on.

That is, all the equations of $H \cdot (c^{(1)})^T$ coincide with an equation of $Hc^T = 0$, therefore, it is satisfied that $H \cdot (c^{(1)})^T = 0$. Let us now consider the equations $H \cdot (c^{(2)})^T$

$$
H_0 \cdot c_{p-2}^T + H_1 \cdot c_{p-1}^T + \cdots + H_{p-1} \cdot c_{p-3}^T
$$

$$
H_{p-1} \cdot c_{p-2}^T + H_0 \cdot c_{p-1}^T + \cdots + H_{p-2} \cdot c_{p-3}^T
$$

$$
\vdots
$$

$$
H_1 \cdot c_{p-2}^T + H_2 \cdot c_{p-1}^T + \cdots + H_0 \cdot c_{p-3}^T
$$

Similarly, the following pattern is observed:
- Equation 1 of $H \cdot (c^{(2)})^T$ is the equation $p$ of $H \cdot (c^{(1)})^T = 0$.
- Equation 2 of $H \cdot (c^{(2)})^T$ is the equation 1 of $H \cdot (c^{(1)})^T = 0$, and so on.

All the equations of $H \cdot (c^{(2)})^T$ coincide with an equation of $H \cdot (c^{(1)})^T = 0$, therefore $H \cdot (c^{(2)})^T = 0$. Applying the same reasoning for all $x$, $1 \leq x \leq p-1$ in $H \cdot (c^{(x)})^T$, it can be seen that the general pattern is as follows:
- Equation 1 of $H \cdot (c^{(x)})^T$ is the equation $p$ of $H \cdot (c^{(x-1)})^T$.
- Equation $i$, $2 \leq i \leq p$, of $H \cdot (c^{(x)})^T$ is the equation $i - 1$ of $H \cdot (c^{(x-1)})^T$.

Therefore, the equations are satisfied and the code is QC. □

The converse of the previous theorem also holds.

**Theorem 2.** If $C$ is a QC code of length $n = p \cdot n_0$ and dimension $k = p \cdot (n_0 - r_0)$, then the matrix

$$
H = \begin{pmatrix}
H_0 & H_1 & \cdots & H_{p-1} \\
H_{p-1} & H_0 & \cdots & H_{p-2} \\
\vdots & \vdots & \ddots & \vdots \\
H_1 & H_2 & \cdots & H_0
\end{pmatrix}
$$

is a parity-check matrix for $C$, where each matrix $H_i$, $0 \leq i \leq p - 1$ has size $r_0 \times n_0$. 6
Proof. Let $H'$ be a parity-check matrix of a QC code of length $n = p \cdot n_0$ and dimension $k = p \cdot (n_0 - r_0)$. Then $H'$ can be written as follows

$$H' = \begin{pmatrix}
    H_{00} & H_{01} & \cdots & H_{0(p-1)} \\
    H_{10} & H_{11} & \cdots & H_{1(p-1)} \\
    \vdots & \vdots & \ddots & \vdots \\
    H_{(p-1)0} & H_{(p-1)1} & \cdots & H_{(p-1)(p-1)}
\end{pmatrix}$$

where each matrix $H_{ij}$, $0 \leq i, j \leq p - 1$ has size $r_0 \times n_0$. Since $C$ is a QC code, for any codeword $c = (c_0, c_1, \ldots, c_{p-1})$, the equalities

$$H' \cdot \left(e^{(x)}\right)^T = 0, \ 1 \leq x \leq p - 1$$

are satisfied. Note that the equation 1 in $H' \cdot c^T = 0$ is the same as equation 2 in $H' \cdot (e^{(1)})^T = 0$. Then is satisfied:

$$H_{00} = H_{11}$$
$$H_{01} = H_{12}$$
$$H_{02} = H_{13}$$
$$\vdots$$
$$H_{0(p-1)} = H_{10}$$

Similarly, we can consider the equation 3 in $H' \cdot (e^{(2)})^T = 0$ and equation 4 in $H' \cdot (e^{(3)})^T = 0$. This reasoning is extended to consider the equation $p$ in $H' \cdot (e^{(p-1)})^T = 0$ and it is obtained that

$$H_{00} = H_{11} = H_{22} = \cdots = H_{(p-1)(p-1)}$$
$$H_{01} = H_{12} = H_{23} = \cdots = H_{(p-1)0}$$
$$H_{02} = H_{13} = H_{24} = \cdots = H_{(p-1)1}$$
$$\vdots$$
$$H_{0(p-1)} = H_{10} = H_{21} = \cdots = H_{(p-1)(p-2)}$$

The previous equalities then mean that $H'$ has the form (1), that is, $H' = H$. \[\blacksquare\]

Remark 1. From theorems 1 and 2, it can be seen that if $n_0 = 1$, then the QC code matches a random code. More generally, any random code can be seen embedded in a QC code of greater index, length and dimension. However, it is clear that a QC code that has index $n_0 > 1$, does not match a random code of equal parameters due to the non-random structure of its parity-check matrix.
From the previous theorems and from Remark 1, it is not difficult to deduce the proof of the following result.

**Theorem 3.** The QC-SDP is NP-complete.

**Proof.** The general idea of the proof is the following. Starting from an instance of the SDP, an instance of the QC-SDP is constructed in polynomial time and it is shown that if the latter is solved efficiently, then the instance of the former is necessarily solved efficiently.

Let \((H, t, s)\) be an instance of the SDP and consider a QC code with length \(n = p \cdot n_0\) and dimension \(k = p \cdot (n_0 - r_0)\). The QC-SDP instance \((H', t', s')\) is defined as follows. The matrix \(H'\) is

\[
H' = \begin{pmatrix}
H & H_1 & \cdots & H_{p-1} \\
H_{p-1} & H & \cdots & H_p \\
\vdots & \vdots & \ddots & \vdots \\
H_1 & H_2 & \cdots & H
\end{pmatrix}
\]

where the matrices \(H_i, 1 \leq i \leq p - 1\) are any matrices of size \(r_0 \times n_0\) randomly selected. Let \(x \in \mathbb{F}_q^n\) be any vector. Because \(n = p \cdot n_0\), \(x\) can be seen as \(x = (x_0, x_1, \ldots, x_{p-1})\) where each \(x_i, 0 \leq i \leq p - 1\) has length \(n_0\). The value of \(t'\) is taken as \(t' = t + l\), with \(l = \sum_{i=1}^{p-1} w(x_i)\). The syndrome \(s'\) is defined as \(s' = (s + s_0, s_1, \ldots, s_{p-1})\) where

\[
H_1 \cdot x_1^T + \cdots + H_{p-1} \cdot x_{p-1}^T = s_0 \\
H_{p-1} \cdot x_0^T + H \cdot x_1^T + \cdots + H_{p-2} \cdot x_{p-1}^T = s_1 \\
\vdots \\
H_1 \cdot x_0^T + H_2 \cdot x_1^T + \cdots + H \cdot x_{p-1}^T = s_{p-1}
\]

and each \(s_i, 0 \leq i \leq p - 1\) has length \(r_0\).

Let \(A\) be an algorithm capable of solving the instance \((H', t', s')\) of the QC-SDP. This means that through \(A\), we can find a vector \(e' = (e_1, e_2, \ldots, e_n) \in \mathbb{F}_q^n\) with \(w(e') \leq t'\) such that

\[
H' \cdot e'^T = s'
\]

The vector \(e'\) can be seen as \(e' = (e_0, e_1, \ldots, e_{p-1})\) where each \(e_i, 0 \leq i \leq p - 1\) has length \(n_0\) and \(\sum_{i=1}^{p-1} w(e_i) = l\). Thus, we have that \(H' \cdot e'^T = s'\) is

\[
H \cdot e_0^T + H_1 \cdot e_1^T + \cdots + H_{p-1} \cdot e_{p-1}^T = s + s_0 \\
H_{p-1} \cdot e_0^T + H \cdot e_1^T + \cdots + H_{p-2} \cdot e_{p-1}^T = s_1
\]
\[
\vdots
\]
\[H_1 \cdot e_0^T + H_2 \cdot e_1^T + \cdots + H \cdot e_{p-1}^T = s_{p-1}\]

By definition, \(s_0 = \sum_{i=1}^{p-1} H_i \cdot e_i^T\). Substituting \(s_0\) in the first of the above equations we get
\[H \cdot e_0^T = s\]

Since \(w(e) \leq t'\), we have that \(w(e_0) \leq t' - l = t\). Therefore, \(e_0\) is a solution of the instance of the SDP. In this way, a solution of the QC-SDP allows to find in polynomial time, a solution of an instance of the SDP.

### 3.1 Cryptographic significance.

The proof that the QC-SDP is NP-complete means that it is difficult in the worst case. Although this says nothing of the average case complexity, maybe it does not fall into an easy instance (see discussion of [20, 18] and section 3.2 of [4]).

The NIST submission BIKE combines QC codes of index 2 with MDPC codes. In this case, we are in the presence of a particular case of the QC-SDP problem, that is, when \(n_0 = 2\). However, since QC-MDPC codes constitute a subfamily of QC codes, our result does not affirm that BIKE bases its security on an NP-complete problem, but it reinforces that idea due to the possible closeness of the MDPC codes to the random ones.

On the other hand, HQC is based on the quasi-cyclic concatenation of the Reed-Muller and Reed-Solomon codes. Since these families of codes are not random, our result finds no applicability in HQC.

### 4 Conclusion

In this paper we have proved that the QC-SDP is NP-hard and its corresponding decision variant is NP-complete. This problem was considered difficult but until now no proof of such a statement was known. Our result is directly related to theoretical security analyzes of code-based post-quantum cryptographic schemes, in particular, BIKE and HQC, which are finalists in the NIST Post-Quantum Asymmetric Standards Contest.

In the case of BIKE, our result reinforces the hypothesis that its security is based on an NP-complete problem. In the case of HQC, the same cannot be stated due to the families of codes that it concatenates in a quasi-cyclic structure.
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