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Abstract. In this paper we study search problems that arise very often in cryptanalysis: nested search problems, where each search layer has known degrees of freedom as well as constraints. Classical nested searches can be transformed into quantum algorithms, using Grover’s quantum search or amplitude amplification by Brassard et al., obtaining up to a square-root speedup. However, the nesting introduces technicalities in the quantum complexity analysis that are complex to handle and have been so far analyzed in previous works in a case-by-case manner. In this paper, we aim to simplify the quantum transformation and corresponding analysis.

We introduce a framework to transform classical nested searches into a quantum procedure and to analyze its complexity. The resulting quantum procedure is easier to describe and analyze compared to previous works, both in the asymptotic setting and for concrete instantiations. Its time complexity and success probability can be bounded using a generic formula, or more precisely with numerical optimization.

Along the way to this result, we introduce an algorithm for variable-time amplitude amplification of independent interest. It allows to obtain essentially the same asymptotic complexity as a previous algorithm by Ambainis (STACS 2012) using only several layers of amplitude amplification, and without relying on amplitude estimation.

Moreover, we present some direct applications of our results in cryptanalysis.
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1 Introduction

In this paper we study quantum algorithms for classical nested search problems with a unique solution, where each of the ℓ search layers has known degrees of freedom as well as constraints as formalized in Algorithm 1. The degrees of freedom for each layer are captured by sets $C_i$ of value choices for $i = 1, \ldots, ℓ$. Constraints are captured by functions $f_i$ that output a bit 0 (‘invalid partial solution’) or 1 (‘valid partial solution’). Our formalization also considers minimizing cost and allows an auxiliary state to be passed to avoid redundant computations.
Moreover, we allow the filter functions $f_i$ to compute only a partial auxiliary state to stop as early as possible, whereas a postprocessing function $d_i$ is used to output the final auxiliary state of each layer. Every layer can access (but not modify) the choice and auxiliary state of prior layers. These arise very often

**Algorithm 1** Classical nested search problem with backtracking

**Input:** `NestedSearchProblem` of $\ell$ layers defined by
- Sets $C_i$ for $i \in \{1, \ldots, \ell\}$ representing possible values for $\ell$ variables
- Filtering functions $f_i : C_1 \times \ldots \times C_i \times S_1 \times \ldots \times S_{i-1} \to \{0, 1\} \times S'_i$
- Postprocessing functions $d_i : C_1 \times \ldots \times C_i \times S_1 \times \ldots \times S_{i-1} \times S'_i \to S_i$
- Here sets $S'_1, \ldots, S'_\ell, S_1, \ldots, S_\ell$ represent internal states of $f_i, d_i$.
- Having a single solution $\mathbf{sol} = (c_1, \ldots, c_\ell, s_1, \ldots, s_\ell)$ such that:
  - $(1, s'_i) = f_i(c_1, \ldots, c_i, s_1, \ldots, s_{i-1})$ for $i = 1, \ldots, \ell$
  - $s_i = d_i(c_1, \ldots, c_i, s_1, \ldots, s_{i-1}, s'_i)$ for $i = 1, \ldots, \ell$

**Problem:** output $\mathbf{sol}$

in cryptanalytic attacks (e.g., differential [27], impossible differential [8], linear, zero-correlation, Square [16], DS-MITM [14] . . . ) that exploit structure to solve cryptographic problems significantly faster than a simple exhaustive search. Our constraint for a unique solution might seem arbitrary, but in many cases this constraint occurs naturally; e.g., in key or state recovery attacks. When there are multiple solutions and their expected number is known in advance, e.g., as in hash function collision attacks, it is possible to more strongly filter in the filtering functions $f_i$ such that only a single solution is expected to remain.

For classical computers this nested search problem has a clear and optimal solution consisting of straightforward nested `for`-loops and `if`-statements. However, the optimal solution is not always so clear in the case of quantum computers. Classical nested searches can often be transformed into quantum algorithms using Grover’s quantum search [19] or Quantum amplitude amplification (QAA) [9] obtaining up to a square-root speedup. However, contrary to classical exhaustive searches, Grover’s algorithm and the QAA run for a fixed number of iterations, which determines their success probability. Finding the number of QAA iterations for each level, and optimizing the exact algorithm, involves subtle technicalities that are complex to handle:

**Loss factor per level:** Applying Grover or QAA naively results in a multiplicative loss factor of $\pi/2$ per level, totaling $(\pi/2)^\ell$. This can be reduced by a more refined analysis using ‘undercooking’, i.e., under-amplifying the ‘good’ amplitudes in intermediate levels and only amplifying to the desired success probability at the last level;

**Cascading success probability errors:** The success probabilities of each layer, which guide the number of iterations to perform, may be estimations given up to a certain variance. Further errors may arise at each level due to the rounding to an integer number of iterations. These errors cascade through the following levels and need to be properly estimated and controlled.
Uncertainly in success probabilities: When success probabilities for levels are unknown or their variance is too large, they can either be estimated via Quantum amplitude estimation [9], mitigated by performing the same search multiple times in parallel, or handled via “overcooking”, i.e. intentionally using more, or a variable number of iterations to lead to a predictable success probability. All three approaches induce further technicalities in the complexity analysis.

Previous works dealing with quantum cryptanalysis often err on the safe side, by performing the analysis layer by layer, counting the $\frac{\pi}{2}$ factors and reducing the intermediate error probabilities to negligible amounts. This leads to an over-estimate of these complexities, which may be problematic for attacks close to the bound of exhaustive search (e.g., in one of the attacks of [7], the difference with Grover search is only of a factor $2^2$). This also leads to descriptions more focused on the quantum side, even though the classical nested search procedure is often much easier to explain than its quantum version.

1.1 Our Contributions

In this work, we presume the nested search problem functions $f_i$, $d_i$ are transformed into corresponding quantum algorithms $A_1, \ldots, A_t$ and $D_1, \ldots, D_t$ that are deterministic and reversible and operate on a Hilbert space $H = C_1 \otimes \ldots \otimes C_t \otimes W_1 \otimes \ldots W_t \otimes F$, where

1. $C_i$ are quantum registers that encode the choice $c_i \in C_i$;
2. $W_i$ is a workspace register for search level $i$ that includes an encoding of the auxiliary data $s_i \in S_i$;
3. $F$ is a sequence of flag qubits, where the $i$-th qubit is initially 0 and modified only by the $i$-th level quantum algorithm $A_i$ to 1 if the corresponding partial solution $(c_1, \ldots, c_i)$ is not filtered; there is only one full solution $(c_1, \ldots, c_t)$;
4. $A_i$ implements $f_i$ and operates on the registers $C_1, \ldots, C_i, W_1, \ldots, W_i, F$ but only modifies $W_i$ and the $i$-th qubit flag in $F$;
5. $D_i$ implements $d_i$ and operates on the registers $C_1, \ldots, C_i, W_1, \ldots, W_i, F$ but only modifies $W_i$.

The quantum nested search problem is then informally rephrased as: given $A_i$, $D_i$ construct a quantum algorithm optimizing for low cost and high success probability, i.e., the probability to measure the unique solution $\text{sol}$ from the output quantum superposition.

We present two simple solutions and a corresponding quantum complexity analysis for two slightly different settings.

In Section 3, we first cover the special simpler case of a search with early aborts, which corresponds to a single choice $c_1$ (the remaining choices are trivial $C_2 = \ldots = C_t = \{0\}$) followed by a sequence of tests $f_1, \ldots, f_t$ of increasing complexities. We use the name variable-time amplitude amplification for this case, because it also corresponds to a quantum amplitude amplification of a variable-time algorithm. This problem was first studied by Ambainis [2], who showed that
when doing a search for a good element among \( N \) of them, when being “good” is evaluated in time \( t_i \) for element number \( i \), the solution can be found in time \( \OO\left( \sqrt{t_1^2 + \ldots + t_N^2} \right) \). However, his solution relied on Quantum amplitude estimation. We show that amplitude amplification is enough to tackle this problem, and obtain the same asymptotic complexity with a simpler algorithm.

In Section 4 we cover the general case and present our main framework combining early-abort and backtracking, assuming a certain knowledge on the probabilities of success at each step. Our algorithm also relies on a recursive nesting of QAAs, though its structure is different than for the above case.

In both cases in Sections 3 and 4, we perform detailed computations of the probability of success of our algorithms, parameterized by the number of QAA iterates that we will choose to perform. We obtain generic formulas in Lemma 10 and Lemma 16. These imply that with \( \ell \) layers of QAA, we essentially lose a factor \( \OO(\sqrt{\ell}) \) instead of \( \left( \frac{\pi}{2} \right)^\ell \) in the time complexity. Furthermore, we discuss optimizing the complexity numerically for concrete instances in Sections 3.5 and 4.4, which leads not only to a simplified analysis, but also to improvements on quantum attacks from the literature.

In Section 5 we take the key-recovery attacks on AES of [7] as an example to demonstrate our framework. We are able to further optimize quantum nested searches and gain up to a factor \( 2^{4/0.01} \). Further applications are given in Appendix. We show that quantum key search on any reasonable block cipher \( E_k \) can be performed by repeating \( \frac{7 \pi}{4} \frac{1}{2^{0.01}} \) times a circuit that tests whether \( \text{trunc}(E_k(p)) = \text{trunc}(c) \) for a given plaintext-ciphertext pair, where \( \text{trunc} \) is a truncation to 20 bits. We study the case of a search with independent tests, where we are looking for an \( x \) that satisfies several independent one-bit testing functions \( f_i(x) \), both asymptotically and with exact values. The code of our experiments is available at: https://github.com/AndreSchrottenloher/quantum-search.

**Related work.** Over the time, there has been a few attempts at formalizing the correspondence between classical and quantum nested search algorithms, by seeing them as sampling algorithms for their solution set (or filtering algorithms as in [7]). However these approaches were only intended to guide the design of such algorithms, and did not provide a generic complexity analysis of the results.

The analysis done by Ambainis in [2,3], for the special case of variable-time amplitude amplification, contains a reduction of the \( \left( \frac{7}{4} \right)^\ell \) factor to \( \OO(\sqrt{\ell}) \), but it was only used in the context of asymptotic complexities.

Non-asymptotic complexity analyses holding at a rather generic level were also performed, but were limited to a fixed number of nested searches, e.g. \( \ell = 2 \) for the search with two oracles in [13,21].
2 Preliminaries

In this work these upper and lower bounds for sin and arcsin are used:

\[ \forall x \geq 0 : \quad x \left(1 - x^2/6\right) \leq \sin x \leq x, \quad \text{and} \quad x^2 \left(1 - x^2/3\right) \leq \sin^2 x \leq x^2 \]  
\[ (1) \]

\[ \forall 0 \leq x \leq 1 : \quad x \leq \arcsin x \leq x \left(1 + (\pi/2 - 1) x^2\right) \]
\[ x^2 \leq \arcsin^2 x \leq x^2 \left(1 + (\pi^2/4 - 1) x^2\right) \leq x^2 \pi^2/4 \]  
\[ (2) \]

These are standard bounds deduced from the Taylor series approximations, and the study of the function: \( x \mapsto \arcsin x - x - (\pi/2 - 1) x^3 \).

Quantum Algorithms and Memory Models. We refer to [24] for an introduction to quantum computing. In this paper, we study quantum algorithms in the quantum circuit model. In this model, a quantum system consists of a certain number \( n \) of qubits. A qubit is a 2-dimensional elementary quantum system, with a state described by a vector of norm 1 in \( \mathcal{H} = \mathbb{C}^2 \), on the canonical basis \( |0\rangle, |1\rangle \).

The (normalized) state of an \( n \)-qubit system lies in the space \( \mathcal{H}^\otimes n = \mathbb{C}^{2^n} \), with the canonical (computational) basis made of all \( n \)-bit strings. Measuring the state \( |\psi\rangle = \sum_{i \in \{0,1\}^n} \alpha_i |i\rangle \) collapses it to \( |i\rangle \) with probability \( |\alpha_i|^2 \).

A quantum circuit is a sequence of basic unitary operators of \( \mathcal{H}^\otimes n \). These basic operators (quantum gates) usually apply to one or two selected qubits. A standard set of such gates is the Clifford+T set, which is often used for counting gates in quantum algorithms (see e.g. [20] or [6]). The time complexity is then the number of quantum gates in the circuit. We can either consider an exact time complexity, when the circuit is fixed, or an average complexity, when the circuit is drawn (before being run) from a family of possible circuits.

We use \( G(A) \) to denote the gate count of a quantum circuit \( A \), and \( S(A) \) the width of the circuit, i.e., the number of qubits on which it acts. Note that \( S(A) \) does not take into account the ancilla qubits.

Any quantum algorithm \( A \) without measurement is reversible, and admits an inverse denoted \( A^\dagger \). We also often say that we “uncompute” \( A \). Uncomputing \( A \) means applying the sequence of gates of \( A \), inverted, and in reverse, so we consider \( A^\dagger \) and \( A \) to have the same time complexity.

In symmetric cryptanalysis, time complexity estimates are often expressed relatively to the cost of a cryptographic function. For example, the exhaustive key search of a 128-bit block cipher is estimated as \( 2^{128} \) evaluations of the cipher.

This principle remains true in quantum cryptanalysis. We can consider the evaluation of a quantum circuit for the cipher to be the benchmarking operation, or alternatively, as in [7], we can single out some costly component of the cipher (here an S-Box) and consider only the number of evaluations of this sub-circuit.

Memory Models. Depending on the model considered, a quantum algorithm can access classical and quantum memory. The quantum memory requirement is the number of qubits used by the circuit, including qubits used for intermediate computations (ancilla) which are returned to the initial \( |0\rangle \) state afterwards.
Given an array of $M$ memory locations (qubit registers), any fixed location can be queried in polynomial time in the circuit model, as it amounts only to apply quantum gates to specific pairs of qubits: $|x\rangle|y_1,\ldots,y_M\rangle \xrightarrow{\text{Access}} |x\oplus y_i\rangle|y_1,\ldots,y_M\rangle$. However, accessing a variable memory location (random access) can a priori be done only by performing a sequence of $\tilde{O}(M)$ such queries, which gives a cost $\tilde{O}(M)$ for the following operation: $|x\rangle|y_1,\ldots,y_M\rangle|i\rangle \xrightarrow{\text{Access}} |x\oplus y_i\rangle|y_1,\ldots,y_M\rangle|i\rangle$. In the QRAQM$^1$ model, we assume that the operation $\xrightarrow{\text{Access}}$ can be performed in polynomial time. In practice, we will consider its cost to be comparable to a block cipher or an S-Box evaluation.

A quantum algorithm can also access classical memory. In that case, we assume that a large classical memory $y_1,\ldots,y_M$ is stored outside the circuit. The sequential access in time $\tilde{O}(M)$ is still allowed by the quantum circuit model, since it amounts to control at runtime the sequence of applied gates: $|x\rangle|i\rangle \xrightarrow{\text{CAccess}(y_1,\ldots,y_M)} |x\oplus y_i\rangle|i\rangle$. In the QRACM$^2$ model, we assume that the operation $\xrightarrow{\text{CAccess}(y_1,\ldots,y_M)}$ can be performed in polynomial time. In practice, its cost is considered to be comparable to a block cipher or an S-Box evaluation.

In the following, we will consider separately the classical and quantum memory costs and specify if we use QRAQM / QRACM (otherwise we are in the “plain” quantum circuit model).

**Probability of Success.** Although there exists exact variants of amplitude amplification (see [9]), we will not use them in this paper. Consequently, all our results will be statements of the form:

- there exists a quantum algorithm of (exact or average) time complexity $T$, (classical and / or quantum) memory complexity $M$, succeeding with probability $p$

with $p$ smaller than one, typically $p \geq 0.5$.

**Amplitude Amplification.** Quantum amplitude amplification [9], abbreviated QAA in this paper, is a generalization of Grover search which allows to increase the success probability of any measurement-free quantum algorithm by iterating it. Let $\mathcal{A}$ be a quantum circuit such that

$$\mathcal{A}|0\rangle = (\sum_{x\in G} \alpha_x |x\rangle) |0\rangle + (\sum_{x\in B} \beta_x |x\rangle) |1\rangle = \sqrt{p} |\psi_G\rangle + \sqrt{1-p} |\psi_B\rangle,$$

(4)

where $p$ is the success probability of $\mathcal{A}$ (real and positive); $|\psi_G\rangle$ is a superposition (not necessarily uniform) of good outcomes (the set $G$) and $|\psi_B\rangle$ of bad outcomes (the set $B$), marked by their respective flags 1 and 0. Let $O_0$ be the *inversion around zero* operator, which flips the phase of the basis vector $|0\rangle$; it does $O_0 |y\rangle = (-1)^{y=0} |y\rangle$; and $O$ be the operator which flips the phase of all basis vectors $|x,b\rangle$ such that $b = 1$. The QAA computes a sequence of states $|\psi_i\rangle$, $0 \leq i \leq m$, defined by the following iterative process:

---

1. *Quantum random-access quantum memory*, following the terminology from [22].
2. *Quantum random-access classical memory.*
1. Start from $|\psi_0\rangle = \mathcal{A}|0\rangle$
2. For $i = 1$ to $m$:
   3. $|\psi_{i+1}\rangle = \mathcal{A}O_0\mathcal{A}^\dagger O|\psi_i\rangle$

Lemma 1 below describes the increase of the amplitude of good outcomes. This implies that after $t = \lceil \frac{\pi}{\arcsin \sqrt{p}} \rceil$ iterations, the value $(2t + 1)\theta$ approaches $\frac{\pi}{2}$, and the success probability is at least $1 - p^2$.

Lemma 1 (From [9]). Let $\theta = \arcsin(\sqrt{p})$, $|\psi_G\rangle$ and $|\psi_B\rangle$ be such that $|\psi_0\rangle = \sin(\theta)|\psi_G\rangle + \cos(\theta)|\psi_B\rangle$. Then: $|\psi_i\rangle = \sin((2i + 1)\theta)|\psi_G\rangle + \cos((2i + 1)\theta)|\psi_B\rangle$.

In quantum search, and in the algorithms presented in this paper, the only computational overhead with respect to the iterations of $\mathcal{A}$ comes from the implementation of $O_0$ and $O$. We implement $O_0$ naively using an $n$-bit Toffoli gate (see [24], Exercises 4.27–4.30; a better count for $O_0$ is also given in [18]).

Lemma 2. The inversion around zero on $n$ qubits can be implemented using $n - 1$ ancilla qubits and $44n - 39$ Clifford+T gates. The $O$ operator can be implemented using 1 ancilla qubit and 3 Clifford gates.

Nesting Many QAAs. Since each iteration of QAA contains two calls to $\mathcal{A}$ (one reversed), a QAA needs approximately $\frac{\pi}{2}\frac{1}{\sqrt{p}}$ iterates instead of $\frac{1}{p}$ for a classical search. This multiplicative factor becomes problematic when we want multiple nested QAAs (the algorithm $\mathcal{A}$ contains a QAA, which contains a QAA, and so on), since we will pay a factor $(\frac{\pi}{2})^\ell$ with $\ell$ levels of nesting.

Recall that $\sin x \approx x$ when $x$ is small, so the probability of success of the QAA initially grows almost as $(2i + 1)^2p$; it increases quadratically. The $\frac{\pi}{2}$ factor only steps in if we want to increase it all the way close to 1. Thus, and perhaps counter-intuitively, to avoid piling up these factors we must under-amplify the QAAs, and keep their success probability artificially low. This fact is well-known (see Lemma 9 in [1]) and it will appear naturally in our computations.

Unknown Success Probability and “Overcooking”. In this paper, we will often encounter the situation where we have only a lower bound $p_{\text{min}}$ on $p$, and we want to find a solution with constant success probability. This will take us an expected time $O(1/\sqrt{p_{\text{min}}})$, by Theorem 3 in [9]. We settle for a simple method which consists in running a QAA with a varying number of iterates, either in a controlled, or random way.

Lemma 3. Let $\mathcal{A}$ be a quantum circuit defined as in Equation 4. Assume that $p \geq p_{\text{min}}$ and let $M = \lceil 1.21/\sqrt{p_{\text{min}}} \rceil$. Then there exists a quantum procedure that produces $|\psi_G\rangle$ with probability at least $\frac{1}{2}$, and performs $4(M - 1)$ controlled iterations of QAA and a total of $4M$ applications of $\mathcal{A}$.

Proof. The quantum algorithm does the following (twice):

1. Execute $\mathcal{A}$ and measure its output flag. If it is “1” then return $|\psi_G\rangle$. 
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2. Execute a controlled QAA with \( i \leq M - 1 \) iterates, where \( M = \lceil 1.21/\sqrt{p_{min}} \rceil \) (and each iteration invokes \( A \) and \( A^\dagger \) once). Measure its output flag and the control register. If a “1” flag is measured then return \( |\psi_G\rangle \).

Here, each of the two controlled QAA consists in constructing a uniform superposition over a control register \( i \), then applying \( i \) QAA iterates (i.e., actually a circuit of \( M - 1 \) iterates controlled on the value of \( i \)). In total four attempts are made: 2 controlled QAA executions, and 2 single calls to \( A \) in case the success probability is already very high. For each of these four executions, if a “1” flag is measured, it means that the state has collapsed on \( |\psi_G\rangle \), and we return it. Otherwise we only obtain \( |\psi_B\rangle \) and we fail. Note that it contains measurements and thus is not reversible.

If we wanted to do this without measurement, then we would have to return a superposition of the four possible outcomes (and controls): \( |i_1\rangle |i_2\rangle \otimes \sum_{j=1}^{4} |\psi_j\rangle \) where \( |\psi_j\rangle \in \{ |\psi_G\rangle, |\psi_B\rangle \} \). The same analysis guarantees that the amplitude on \( |\psi_B\rangle \otimes 4 \) in this superposition is lower than \( 1/\sqrt{2} \).

**Analysis of the controlled QAA.** The QAA success probability is given by:

\[
\frac{1}{M} \sum_{i=0}^{M-1} \sin^2 \left( (2i + 1)\theta \right)
\]

\[
= \frac{1}{2} - \frac{1}{4M} \sum_{i=0}^{M-1} \left( e^{i(4i+2)\theta} + e^{-i(4i+2)\theta} \right)
\]

Using \( \sin^2 x = \frac{1 - \cos(2x)}{2} \):

\[
= \frac{1}{2} - \frac{1}{4M} \left( e^{i2\theta} \frac{1 - e^{4M\theta}}{1 - e^{4\theta}} + e^{-i2\theta} \frac{1 - e^{-4M\theta}}{1 - e^{-4\theta}} \right)
\]

\[
= \frac{1}{2} - \frac{1}{4M} \left( e^{i2M\theta} \frac{\sin(2M\theta)}{\sin(2\theta)} + e^{-i2M\theta} \frac{\sin(2M\theta)}{\sin(2\theta)} \right)
\]

\[
\geq \frac{1}{2} - \frac{1}{4M \sin \theta \cos \theta} \geq \frac{1}{2} - \frac{1}{2M \sin(2\theta)}
\]

\[
\geq \frac{1}{2} - \frac{1}{4M \sqrt{p(1-p)}}
\]

If we combine this with a single call to \( A \), which has a probability of failure equal to \( 1 - p \), then the probability of failure of the whole operation is bounded by:

\[
(1 - p) \left( \frac{1}{2} + \frac{1}{4M \sqrt{p(1-p)}} \right) \leq \frac{1}{2} + \frac{1}{4M \sqrt{p_{min}}}
\]

A single such procedure is not enough to reach a success probability of at least \( 1/2 \). So we combine the results of two independent procedures. By choosing \( M = \lceil 1.21/\sqrt{p_{min}} \rceil \), we have: \( M \geq 1.21/\sqrt{p_{min}} \) which upper bounds the failure probability as: \( (1/2 + 1/(4 \cdot 1.21))^2 \leq 1/2 \), concluding the proof. \( \square \)
Actually, by running a QAA with a random number of iterates, rather than a uniformly superposed number of iterates, we can obtain the same success probability, but now we half the average time complexity.

**Lemma 4.** Let $M = \lceil 1.21/\sqrt{p_{\text{min}}} \rceil$ and assumes that $\mathcal{A}$ acts on $n$ qubits with $a$ ancillas. There exists a quantum procedure that makes on average $2M + 2$ calls to $\mathcal{A}$ and $\mathcal{A}^\dagger$ (uncontrolled), uses $\max(a, n-1)$ ancillas and $(M-1) \times (44n - 36)$ Clifford+T gates, and returns a good result with probability $\frac{1}{2}$.

**Proof.** We run a procedure similar to the above (see Lemma 3), but which selects a uniformly random $i \in [0; M-1]$ and runs the QAA with $i$ iterates, rather than doing this for all possible $i$ in superposition. The success probability has the exact same expression. The average number of calls to $\mathcal{A}$ is:

$$2 \sum_{i=0}^{M-1} (2 + 2 \cdot i) / M = 4 + 4 \cdot \left(\frac{(M-1)M}{2}\right) / M = 4 + 2(M - 1) = 2M + 2.$$ 

And the average number of additional Clifford+T gates is: $(M - 1) \times (44n - 39) + (M - 1) \times 3$. This finishes the proof.

### 3 Amplitude Amplification with Variable Times

This section first considers a simpler special case of the quantum algorithms specified in Section 1.1 that corresponds to the setting of variable-time amplitude amplification, in which we try to amplify the success probability of an algorithm which can stop at different times. Our core idea for this setting is to amplify each level as much as possible, while avoiding any over-amplification. Previous works used Amplitude Estimation for this [3,10]. However, we show that a simple sequence of nested QAAs never over-amplifies, if we know an upper bound on the cumulative probability of success at each level. By taking a guess of the average time complexity (in $L_2$) of the variable-time procedure, such upper bounds follow using Markov’s inequality. While this represents essentially the worst case, it is enough to reach the same asymptotic complexity as Ambainis in [3], with a much simpler procedure.

In Section 3.5, we give a tighter way to estimate the complexity and success probability of our method, which is more suited for cryptographic applications where the behavior of the amplified algorithm is completely known.

#### 3.1 Setting and Definitions

This setting corresponds to a special case of the quantum algorithms specified in Section 1.1 where $C_2 = \ldots, C_\ell = \{0\}$ are trivial and only $C_1$ is non-trivial, and thus all $D_i$ can be expressed as part of $\mathcal{A}_i$. To simplify notation in this section, we instead use a definition of variable-stopping-time algorithms close to the ones in [3,10]. Let $\ell \geq 2$ be an integer ($\ell = 1$ would be covered by a simple QAA) and $t_1 < \ldots < t_\ell$ be a sequence of time stamps. A **variable-stopping-time** algorithm $\mathcal{A}$ is given by: $\mathcal{A} = \mathcal{A}_\ell \cdots \mathcal{A}_1$, where the gate count of $\mathcal{A}_i \cdots \mathcal{A}_1$ is $t_i$, i.e., we set $t_0 = 0$ and each $\mathcal{A}_i$ has gate count $G(\mathcal{A}_i) = t_i - t_{i-1}$. All the $\mathcal{A}_i$ act on a space of the form $\mathcal{F} \otimes \mathcal{W}$ where:
• the first register is a sequence of \( \ell \) qubit flags which are initialized to the value 0, and the \( i \)-th flag is flipped to 1 by \( A_i \) if the corresponding value passes the \( i \)-th check;
• the second register is the “work” register of the \( A_i \).

Intuitively, each step \( A_i \) writes the flag number \( i \). A “0” flag indicates that we must stop at this point, whereas a “1” flag means a potential solution and we can continue on this path. This models an early abort technique, where the \( A_i \) form a sequence of tests of increasing complexities. We discard early on some chunks of the search space with inexpensive tests, then move on to more expensive ones. Only the last flag, written by \( A_\ell \), determines if we have actually reached the solution. In some applications, we may be able to detect solutions in earlier steps; in that case, to fit in our framework, we still continue the computation until \( A_\ell \) before “officially declaring” that we have the solution. If the algorithm is correctly parameterized, this shouldn’t change significantly the average time complexity.

In the following we use \( 1_i \) to denote the bit-string \( 1 \cdots 1 \) with \( i \) bits, \( 0_i \) similarly, and \( *_i \) to denote any bit-string of length \( i \). We define amplitudes \( \alpha_i, \beta_i \) and vectors \( |\psi_i\rangle, |\psi^\perp_i\rangle \) such that:

\[
|\psi_0\rangle = |0\rangle \\
\forall i \geq 1, |1_{i-1}0_{\ell-i+1}\rangle |\psi_{i-1}\rangle \xrightarrow{A_i} \alpha_i |1_i0_{\ell-i}\rangle |\psi_i\rangle + \beta_i |1_{i-1}0_{\ell-i+1}\rangle |\phi_i\rangle \\
|1_{\ell-i}0\rangle |\psi_{\ell-1}\rangle \xrightarrow{A_{\ell}} \alpha_\ell |1_{\ell}\rangle |\psi_\ell\rangle + \beta_\ell |1_{\ell-1}0\rangle |\phi_\ell\rangle
\]

Each \( A_i \) acts on the work register, controlled on the \( i - 1 \)-th flag being 1, and it updates the \( i \)-th flag and the current work register (except \( A_1 \), the first step, which does not need to be controlled). Otherwise it does nothing. At the end of the complete computation, i.e., after applying the complete \( \mathcal{A} \), the state is a superposition of bad outcomes obtained at each level, and of good outcomes of the final level. Finally, we assume that the \( \alpha_i, \beta_i \) are real, positive numbers.

Recursive QAAs. For a sequence of integers \( k_1, \ldots, k_\ell \) that we choose afterwards, we define recursively \( \ell \) algorithms \( B_i(k_1, \ldots, k_i) \). Like the \( A_i \), the \( B_i \) work in the space \( \mathcal{F} \otimes W \). Similarly as what we do classically, we use amplitude amplification to rule out failure cases before we move on to the next stage. Our ultimate goal is that, when we measure the output of \( B_{\ell} \), we project the first register on \( |1\rangle \) with high probability, i.e., a good result. We denote by \( O_i \) the test oracle that simply flips the phase if the \( i \)-th flag is 1 (not finished, or finished and good).

Each \( O_i \) costs 3 Clifford gates.

\[
O_i : |*_i^{-1}b*_i^{-1}\rangle |x\rangle \mapsto (-1)^b |*_i^{-1}b*_i^{-1}\rangle |x\rangle .
\]

• \( B_1(k_1) \) does \( k_1 \) iterates of QAA on \( A_1 \), using the test oracle \( O_1 \)
• for all \( i, B_i(k_1, k_2, \ldots, k_i) \) runs \( k_i \) iterates of QAA on \( A_iB_{i-1}(k_1, k_2, \ldots, k_{i-1}) \) (this is indeed an algorithm that takes no input and makes no measurements), using the test oracle \( O_i \)
\[ B_i(k_1, \ldots, k_\ell) \] is our complete algorithm.

For each \( i \), let \( \nu_i^2 \) be the success probability of \( B_i \), i.e., the probability that it projects the flag number \( i \) on \( |1\rangle \). We express the \( \nu_i \) using the framework of QAA, in terms of the \( \alpha_i \), using the lemma below. Now, it remains to choose the parameters \( k_i \) appropriately, to ensure a good lower bound on the success probability \( \nu_i^2 \).

**Lemma 5.** For \( i = 1 \) we have: \( \nu_1 = \sin [(2k_1 + 1) \arcsin \alpha_1] \). For all \( i \geq 2 \) we have:

\[
\nu_i = \sin [(2k_i + 1) \arcsin \alpha_i \nu_{i-1}]
\]

*Proof.* The algorithm \( A_i \) outputs: \( A_i |0_\ell\rangle = \alpha_1 |10_{\ell-1}\rangle |\psi_1\rangle + \beta_1 |0_\ell\rangle |\phi_1\rangle \), so the output of \( B_i(k_i) \) can then be written as:

\[
B_i(k_i) |0_\ell\rangle = \nu_i |10_{\ell-1}\rangle |\psi_1\rangle + \sqrt{1 - \nu_i^2} |0_\ell\rangle |\phi_1\rangle
\]

where \( \nu_i \) has the given expression by the properties of QAA (Lemma 1). Now, assume that a given \( B_i \) outputs a superposition of the form:

\[
B_i |0_\ell\rangle = \nu_i |1,0_{\ell-i}\rangle |\psi_i\rangle + \sqrt{1 - \nu_i^2} |\chi_i\rangle
\]

where \( |\chi_i\rangle \) is a superposition of failed states from levels 1, \ldots, \( i \), with different flags of the form \( |1,0_{\ell-j}\rangle \) depending on the level which failed; and \( \nu_i \) has the given formula. We show that this is the same for \( B_{i+1} \). Indeed, by definition, \( B_{i+1}(k_{i+1}, \ldots, k_1) \) applies \( k_{i+1} \) QAA iterates to the algorithm \( A_{i+1}B_i \). We first look at the output of \( A_{i+1}B_i \):

\[
A_{i+1}B_i |0_\ell\rangle = A_{i+1} \left( \nu_i |1,0_{\ell-i}\rangle |\psi_i\rangle + \sqrt{1 - \nu_i^2} |\chi_i\rangle \right)
\]

\[
= \nu_i (\alpha_{i+1} |1_{i+1}0_{\ell-i-1}\rangle |\psi_{i+1}\rangle + \beta_{i+1} |1_i0_{\ell-i}\rangle |\phi_{i+1}\rangle) + \sqrt{1 - \nu_i^2} |\chi_i\rangle
\]

\[
= \nu_i \alpha_{i+1} |1_{i+1}0_{\ell-i-1}\rangle |\psi_{i+1}\rangle + \sqrt{1 - \nu_i^2} |\chi_{i+1}\rangle
\]

since \( |\chi_i\rangle \) has always 0 in the flag bit \( i \), so \( A_{i+1} \) leaves it unchanged, and we define \( |\chi_{i+1}\rangle \) accordingly. By Lemma 1 again, we have that:

\[
B_{i+1} |0\rangle = \nu_{i+1} |1_{i+1}0_{\ell-i-1}\rangle |\psi_{i+1}\rangle + \sqrt{1 - \nu_{i+1}^2} |\chi_{i+1}\rangle
\]

where \( \nu_{i+1} \) has the given definition. \( \square \)

### 3.2 Analysis of the Algorithm

We now analyze the success probability of \( B_\ell \) very precisely in terms of \( k_i \) and \( \alpha_i \).

**Lemma 6.** Let \( \nu_0 = 1 \), and \( s_i = (2k_i + 1)^2 \alpha_i^2 \). Let \( d = \left( \frac{\nu_\ell^2}{\nu_{i-1}^2} - 1 \right) \). Then for all \( i \geq 1 \) we have:

\[
s_i \nu_{i-1}^2 (1 - s_i \nu_{i-1}^2) \leq \nu_i^2 \leq s_i \nu_{i-1}^2 (1 + ds_i \nu_{i-1}^2)
\]
Proof. Recall the recursive formula of Lemma 5: \( \nu_i = \sin [(2k_i + 1) \arcsin(\alpha_i\nu_{i-1})] \), with the case \( i = 1 \) being the particular case of the first QAA. First we use the bounds on sin, then on arcsin. In the lower bound we have:

\[
\nu_i^2 \geq (2k_i + 1)^2 \arcsin^2(\alpha_i\nu_{i-1}) \left[ 1 - \frac{(2k_i + 1)^2 \arcsin^2(\alpha_i\nu_{i-1})}{3} \right]
\]

\[
\geq (2k_i + 1)^2 (\alpha_i\nu_{i-1})^2 \left[ 1 - \frac{1}{3} \frac{\pi^2}{4} (2k_i + 1)^2 (\alpha_i\nu_{i-1})^2 \right],
\]

and the bound follows from \( 1/3 \cdot \pi^2/4 \leq 1 \). In the upper bound we have:

\[
\nu_i^2 \leq (2k_i + 1)^2 \arcsin^2(\alpha_i\nu_{i-1}) \leq (2k_i + 1)^2 (\alpha_i\nu_{i-1})^2 \cdot (1 + (\pi^2/4 - 1) (\alpha_i\nu_{i-1})^2)
\]

and the bound follows from \( d := (\pi^2/4 - 1) \leq d(2k_i + 1)^2 \).

Remark 1. Equation 8 remains valid even if some of the \( k_i \) are zero, i.e., those layers do not actually use a QAA. However the quality of the bounds is directly related to \( \ell \), so it is always better to use these formulas with all \( k_i > 0 \).

From there, we bound the \( \nu_i^2 \) from above to first ensure that they are always smaller than 1. Our intuition is that when we expand recursively the upper bound \( \nu_i^2 \leq s_i \nu_{i-1}^2 \cdot (1 + ds_i \nu_{i-1}^2) \), we obtain a sum of terms that contain products of the \( s_i \). We do not need to upper bound the \( s_i \) individually: we only need to upper bound these products.

Lemma 7. For any \( 1 \leq i \leq \ell - 1 \), let \( S_i = \prod_{j=1}^{i} s_i = \prod_{j=1}^{i} (2k_j + 1)^2 \alpha_j^2 \). Let \( d = \frac{\pi^2}{4} - 1 \). Assume that all \( S_i \) are bounded above by \( \frac{c}{\ell} \) for some constant \( c \). Then for all \( i \), \( \nu_i^2 \) is upper bounded by:

\[
\nu_i^2 \leq S_i \sum_{j=0}^{2^i-1} i^j (dc/\ell)^j
\]

In particular, if we assume \( c \leq 1/\pi^2 \), then for all \( 1 \leq i \leq \ell - 1 \) we have: \( \nu_i^2 \leq 1/\ell \).

Proof. We prove the first statement by recurrence over \( i \). For \( i = 1 \) we have immediately by definition: \( \nu_1^2 \leq s_1(1 + ds_1) \leq S_1(1 + dc) \). Now, assume that Equation 9 holds for some \( i \). We have:

\[
\nu_{i+1}^2 \leq s_{i+1} \nu_{i}^2 (1 + ds_{i+1} \nu_{i}^2) \leq S_{i+1} \left( \sum_{j=0}^{2^i-1} i^j (dc/\ell)^j \right) \left( 1 + \sum_{j=0}^{2^i-1} i^j (dc/\ell)^j \right)
\]

\[
\leq S_{i+1} \left( \sum_{j=0}^{2^i-1} i^j (dc/\ell)^j \right) + \left( \sum_{j=0}^{2^i-1} i^j (dc/\ell)^j \right) \left( \sum_{j=1}^{2^i} i^{j-1} (dc/\ell)^j \right)
\]

\[
\leq S_{i+1} \left( \sum_{j=0}^{2^i-1} i^j (dc/\ell)^j \right) + \sum_{j=1}^{2^{i+1}-1} \sum_{k=1}^{j} i^{j-k} \times i^{k-1} (dc/\ell)^j
\]

\[
\leq 1/\ell.
\]
Proof. From Lemma 7 we can deduce that for all $\ell$
\[ S_{i+1} \sum_{j=0}^{2^{i+1}-1} (j^{i-1} + i^j)(dc/\ell)^j \leq S_{i+1} \sum_{j=0}^{2^{i+1}-1} (i+1)^j (dc/\ell)^j, \]
which finishes the recurrence. Next, if $c \leq 4/\pi^2$ then for all $i$ (including $i = 1$) we can deduce $dc/\ell \leq dc \leq 1 - 4/\pi^2 := d'$. This simplifies the bound over $\nu_i^2$:
\[ \nu_i^2 \leq S_i \left( \sum_{j=0}^{2^i-1} d'^j \right) \leq S_i \frac{1}{1 - d'} = S_i \times \frac{\pi^2}{4}, \]
and we use $S_i \leq c/\ell$ (by assumption) to conclude: $\nu_i^2 \leq \pi^2/4 \times c/\ell = 1/\ell$. \qed

If one can bound the cumulative probabilities of success ($\prod_{j=1}^{\nu_i^2} \alpha_j^2$), instead of individual ones, then Lemma 7 implies we can maintain an upper bound on the $\nu_i^2$ which is inverse-linear in $\ell$. In turn, this allows to lower bound $\nu_i^2$.

**Lemma 8.** Assume that $\forall i \leq \ell, S_i = \prod_{j=1}^{\nu_i^2} (2k_j + 1) \alpha_j^2 \leq \frac{\pi}{4}$ with $c \leq \frac{4}{\pi^2}$. Then we have:
\[ \nu_i^2 \geq e^{-1} \cdot S_{\ell}. \]  

**Proof.** From Lemma 7 we can deduce that for all $i \leq \ell$:
\[ s_i \nu_i^2 \leq s_i S_{i-1} \left( \sum_{j=0}^{2^{i-1}-1} i^j (dc/\ell)^j \right) \leq \frac{\pi^2}{4} S_i. \]
Thus, for all $\ell \geq i \geq 2$, by $\frac{\pi^2}{4} S_i \leq \frac{1}{\ell}$, we have: $\nu_i^2 \geq s_i \nu_{i-1}^2 (1 - s_i \nu_{i-1}^2) \geq s_i \nu_{i-1}^2 (1 - 1/\ell)$. And $\nu_i^2 \geq s_1$ by definition. Unfolding these inequations gives:
\[ \nu_i^2 \geq \left( \prod_{i=1}^{\ell} s_i \right) \left( 1 - \frac{1}{\ell} \right)^{\ell-1} \geq \frac{1}{\ell} S_{\ell}. \] \qed

**Lemma 8** can be interpreted as follows. The value $\prod_i \alpha_i^2$ is the probability of success that we would get if we simply ran the composition of the algorithms $A_i$, without layers of QAA. When we define the algorithms $B_i$, under the condition that we do not overestimate the total probability of success of each layer, we can amplify up to an inverse-linear (in $\ell$) probability of success.

**Time Complexity.** The time complexity of $B_{\ell}$ is a function of the $k_i$ and the gate counts of $A_i$. Recall that we note $G(A_i) = t_i - t_{i-1}$ the gate count of $A_i$, that includes the controls on the flag qubit number $i - 1$. Let $w$ be the number of qubits in the workspace of $A$ (note that the $A_i$ could use additional ancilla qubits between two successive steps).

**Lemma 9.** The gate complexity of $B_{\ell}(k_1, \ldots, k_{\ell})$ is given by:
\[ G(B_{\ell}) = \sum_{i=1}^{\ell} \left( \prod_{j=1}^{\ell} (2k_j + 1) \right) G(A_i) + (44w + \ell) - 36 \prod_{j=1}^{\ell} (2k_j + 1). \]  
It uses $w + \ell$ qubits and at least $w + \ell - 1$ ancillas.
Proof. This is a simple induction on the number of applications of each \( A_i \). For all \( i, B_\ell \) contains \( \prod_{j=1}^{\ell}(2k_j + 1) \) calls to \( A_i \). Each time \( O_0 \) is called, it is applied on \( w + \ell \) qubits (the workspace and flags), so it contains less than \( 44(w + \ell) - 39 \) Clifford+T gates. Also each \( O_i \) contains 3 Clifford gates. Finally, the total number of calls to \( O_0 \) (resp. the \( O_i \)) is \( \prod_{j=1}^{\ell}(2k_j + 1) \).

Example 1. If we take two levels of QAA and one iterate at each level, we obtain at the first level:

\[
B_1 = A_1 O_0 A_1^\dagger O_1 A_1
\]

and at the second level:

\[
B_2 = A_2 B_1 O_0 (A_2 B_1)^\dagger O_2 A_2 B_1
\]

\[
= A_2 A_1 O_0 A_1 O_0 A_1 O_2 A_2 A_1 O_0 A_1^\dagger O_2 A_2 A_1 O_0 A_1^\dagger O_1 A_1
\]

\[
= A_2 A_1 O_0 A_1^\dagger O_1 A_1 O_0 A_1^\dagger O_1 A_1 O_0 A_1^\dagger A_2 O_2 A_2 A_1 O_0 A_1^\dagger O_1 A_1 .
\]

So the algorithm looks like a QAA in which we stop earlier the amplified algorithm at some iterations.

3.3 Choosing the Number of Iterates

Notions of average time. For our applications, we need proper definitions of the average time complexity of \( A \). We consider its \( L_2 \) average \( T_2 \) and its \( L_1 \) average \( T_1 \). As stated above, we make the simplifying assumption that “good outcomes” are decided at the last time step. In the end we are simply approximating the “good” state \( |\psi_\ell\rangle \).

If we let run \( A \) on input \(|0\rangle\), without any QAA iterates, we obtain the state:

\[
A |0\rangle = \beta_1 |0_\ell\rangle |\phi_1\rangle + \beta_2 |10_{\ell-1}\rangle |\phi_2\rangle + \ldots
\]

\[
+ \beta_\ell \prod_{i=1}^{\ell-1} \alpha_i |1_{\ell-1}0\rangle |\phi_\ell\rangle + \prod_{i=1}^{\ell} \alpha_i |1_\ell\rangle |\psi_\ell\rangle .
\]

We define then the quantities \( T_2 \) and \( T_1 \) are then defined as the average stopping time, i.e., the average time to decide if a computation path leads to a good result or not. If we define: \( \forall i, p_i := \beta_i^2 \prod_{j=1}^{i-1} \alpha_j^2 \) and \( p_\ell := \prod_{i=1}^{\ell-1} \alpha_i^2 \), then:

\[
T_2 = \sqrt{\sum_i p_i t_i^2} \quad \text{and} \quad T_1 = \sum_i p_i t_i .
\]

Here \( p_i \) is the probability that the computation takes exactly time \( t_i \). By Jenssen’s inequality, we have that: \( T_1 \leq T_2 \). We can also write \( T_1 \) as:

\[
T_1 = t_1 + \sum_{i=2}^{\ell} \left( \prod_{j=1}^{i-1} \alpha_j^2 \right) (t_i - t_{i-1})
\]
From the formula of \( T_2 \), because of the monotonicity of the \( t_i^2 \), we have that:

\[
\sum_{i=1}^{\ell} p_i t_i^2 = T_2^2 \implies \forall i \geq 1, \left( \sum_{j=1}^{i} p_i \right) t_i^2 \leq T_2^2 \implies \prod_{j=1}^{i-1} \alpha_j^2 \leq T_2^2 / t_i^2 . \tag{15}
\]

Indeed, \( \left( \sum_{j=1}^{i} p_i \right) \) is the probability that the evaluation time is equal to or larger than \( t_i \), so it is equal to \( \prod_{i=1}^{i-1} \alpha_j^2 \) (and 1 if \( i = 1 \), since every element needs at least the first evaluation step). Similarly we have \( \prod_{j=1}^{i-1} \alpha_j^2 \leq T_1^2 / t_i^2 \).

**Setting the number of iterates.** Let us assume that the total success probability \( p = \prod_{j=1}^{\ell} \alpha_j^2 \) is known. Then using the inequalities on the products of \( \alpha_j^2 \), we can set the number of iterates as follows.

**Lemma 10.** Assume that \( k_1, \ldots, k_\ell \) are such that:

\[
\begin{aligned}
\forall i \leq \ell - 1, \prod_{j=1}^{i} (2k_j + 1)^2 &\leq \max \left( \frac{4}{\pi^2} \frac{t_i^2 t_{i+1}}{T_2^2}, 1 \right) \\
k_\ell &= 0
\end{aligned}
\]

then the layered QAA with iterates \( k_1, \ldots, k_\ell \) has success probability lower bounded by: \( \frac{p}{\ell} \prod_{j=1}^{\ell} (2k_j + 1)^2 \).

**Proof.** The result comes from Lemma 8. We just need to check that the conditions of the lemma are satisfied. For all \( i \leq \ell - 1 \) we have by Equation 15:

\[
S_i := \prod_{j=1}^{i} (2k_j + 1)^2 \alpha_j^2 \leq \prod_{j=1}^{i} \alpha_j^2 \frac{4}{\pi^2} \frac{t_i^2 t_{i+1}}{T_2^2} \leq \frac{4}{\pi^2} .
\]

And \( S_\ell := (2k_\ell + 1)^2 \alpha_\ell^2 S_{\ell-1} \leq S_{\ell-1} \leq \frac{4}{\pi^2} \) for the final case. \( \Box \)

At this point, one can set the number of iterates only depending on our knowledge of \( T_2, p \) and the individual times \( t_i \), regardless of the exact distribution of evaluation times. Besides, the knowledge of \( p \) is required only if one wants to amplify correctly the final step, otherwise \( T_2 \) and the \( t_i \) are sufficient information.

### 3.4 Variable-time Amplitude Amplification without Amplitude Estimation

The number of QAA layers that we use should, in general, depend on the structure of the problem. However, in most cases, we can choose to stop the algorithm \( \mathcal{A} \) at any point. Let us assume that \( t_\ell \) (the maximal running time of \( \mathcal{A} \), \( T_2 \) and \( p \) are known. Here \( T_2 \) is the actual average time complexity for \( \mathcal{A} \). Also, we introduce \( u \) such that \( 3^{\ell + u} - T_2 < t_\ell \leq 3^{\ell + u} T_2 \).

We set the iteration numbers \( k_i \) so that: \( k_1 = \ldots = k_{\ell - 1} = 1 \) and \( k_\ell = 0 \). To do this, we introduce new time stamps: \( t'_i = 3^{\ell + u} T_2 \) for all \( i < \ell \). We consider
another variable-time algorithm $A'$ that stops only at these time stamps. In particular, $A'$ has a bigger average time complexity, since the number of stopping steps has been reduced: $T'_2 \geq T_2$. However our choice of steps also ensures that $T'_2 \leq 3T_2$. We then try to satisfy the conditions of Lemma 10 for $A'$, by choosing appropriate values for $u$ and $\ell$. The first constraint that we put on $u$ is: $u \geq 1 + \left\lceil \log_3 \left( \frac{\pi \sqrt{\ell}}{6} \right) \right\rceil$. Indeed, this allows to satisfy the conditions of the lemma for $i \leq \ell - 1$, as we have:

$$\frac{4}{\pi^2 \ell} \frac{T_{i+1}^2}{T_2^2} \geq \frac{4}{9\pi^2 \ell} \frac{T_{i+1}^2}{T_2^2} \geq \frac{4}{9\pi^2 \ell} 3^{2i+2u+2} = 3^{2i} \times \frac{4}{9\pi^2 \ell} \times 81 \times \left( \frac{\pi \sqrt{\ell}}{6} \right)^2 \geq 3^{2i}.$$  

We also have the constraint $\ell + u = \left\lceil \log_3 \left( \frac{t_\ell}{T_2} \right) \right\rceil$ by definition. To satisfy these, we can choose:

$$u = \left\lceil \log_3 \frac{t_\ell}{T_2} - \frac{1}{2} \log_3 \log_3 \frac{t_\ell}{T_2} - 3 \right\rceil.$$  

Then, we have:

$$u = \left\lceil \log_3 \frac{t_\ell}{T_2} \right\rceil - \ell \geq \log_3 \frac{t_\ell}{T_2} - \left( \log_3 \frac{t_\ell}{T_2} - \frac{1}{2} \log_3 \log_3 \frac{t_\ell}{T_2} - 3 + 1 \right) \geq \frac{1}{2} \log_3 \log_3 \frac{t_\ell}{T_2} + 2 \geq 2 + \log_3 \sqrt{\left\lceil \log_3 \frac{t_\ell}{T_2} \right\rceil} \geq 2 + \log_3 \sqrt{\ell}.$$  

This proves that $u \geq 1 + \left\lceil \log_3 \left( \frac{\pi \sqrt{\ell}}{6} \right) \right\rceil$ as required. The running time is given by Equation 11:

$$\sum_{i=1}^{\ell} \left( \prod_{j=i}^{\ell} (2k_j + 1) \right) (t_i - t_{i-1}) = 3^{\ell-1}t_1 + \sum_{i=2}^{\ell} 3^{\ell-i} (t_i - t_{i-1}) \leq t_\ell + t_\ell + \sum_{i=1}^{\ell-1} 2 \times 3^{\ell-i-1}t_i \leq 2t_\ell + 2(\ell - 1)3^{\ell-u-1}T_2 \leq 2t_\ell$$  

by definition of $u$. It is rather strange to obtain here a bound that depends only on $t_\ell$, but it makes more sense if we remark that by definition: $pt_\ell^2 \leq T_2^2$ and so $t_\ell \leq \frac{T_2}{\sqrt{p}}$. In other words, our layered QAA averages the running times of the different testing steps with respect to the $L_2$ norm (like Ambainis’ algorithm for the same problem [3]). By Lemma 8 the success probability is higher than:

$$P = \frac{p}{e} \frac{3^{2t-2}}{3^p e} \geq \frac{p}{3^p e} \left( \frac{t_\ell}{T_2} \right)^2 \frac{1}{\log_3 \frac{T_2}{T_2}}.$$  

At this point, we can directly use Lemma 4, since we have a lower bound on the success probability: a solution is found, with probability $\frac{1}{2}$, after a procedure
that applies $O\left(1/\sqrt{p}\right)$ QAA iterates. This gives a final time complexity of:

$$O\left(\frac{1}{\sqrt{p}} \frac{T_2}{t_\ell} \times \sqrt{\log_3 \frac{T_2}{t_\ell} \times t_\ell t}\right) = O\left(\left(\log \frac{t_\ell}{T_2}\right)^{3/2} \frac{T_2}{\sqrt{p}}\right).$$

We recover a logarithmic factor depending on the maximal running time, which is of the same order as Ambainis’ [3]. To define the algorithm we actually only need to know $T_2$ and an upper bound on $t_\ell$. We can use the upper bound $t_\ell \leq T_2/\sqrt{p}$.

As for $T_2$ we can guess it by taking successive larger values until we find a valid upper bound.

### 3.5 Optimizing the Complexity Numerically

Another analysis is possible when, instead of bounds on their products, we know intervals on the $\alpha_i^2$ of the form:

$$l_i^2 := \gamma_i^2(1 - \varepsilon_i) \leq \alpha_i^2 \leq u_i^2 := \gamma_i^2(1 + \varepsilon_i).$$

Indeed, we observe that as long as we keep the iteration numbers sufficiently low, we can bound the final success probability using these known upper and lower bounds.

**Lemma 11.** Assume that: $\forall i, k_i \leq \left\lfloor \frac{\pi}{4} \arcsin u_i - \frac{1}{2}\right\rfloor$. Let $\nu_l^i$ (lower bound) and $\nu_u^i$ (upper bound) be obtained by replacing the $\alpha_i$ by $l_i$ and $u_i$, respectively, in the formulas of Lemma 5. Then we have: $\nu_u^i \geq \nu_l^i \geq \nu_l^i$.

**Proof.** The upper bounds on $k_i$ ensure that, regardless of the exact value of $\alpha_i$, all inputs to $\sin$ stay in the interval $[0; \pi/2]$ where the function is increasing. The bounds on $\nu_l$ then follows by a simple induction. \qed

Therefore, we can bypass Lemma 8 entirely and directly express the lower bound on the success probability $\nu_l^2$ of $B_\ell$ as a function of the $k_i$:

$$\begin{align*}
\nu_l^1 &= \sin \left(\left(2k_1 + 1\right) \arcsin (\gamma_1 (1 - \varepsilon_1))\right), \\
\nu_u^i &= \sin \left(\left(2k_i + 1\right) \arcsin \gamma_i (1 - \varepsilon_i) \nu_{l,-1}^i\right).
\end{align*}$$

which includes the case $\varepsilon_i = 0$ where we know the success probability exactly. Then, given the formula for the gate complexity of $B_\ell$ as a function of the iteration numbers, our goal is to:

$$\text{minimize } G(B_\ell)/\nu_l^2 \text{ under the constraints: } \forall i, k_i \leq \left\lfloor \frac{\pi}{4} \arcsin u_i - \frac{1}{2}\right\rfloor.$$

We first optimize this numerically, then take the floor of the values $k_i$ obtained (in order to avoid going above the bounds). This last rounding is, in practice, insignificant for the complexity (even if the values are quite small, e.g. of the order of 10).

Note that in case the $\varepsilon_i$ are particularly large, it is possible that the success probability of $B_1$ becomes quite low, in which case we would have to compose it with an overcooked QAA as we did above.
4 Our main framework: Early-abort + Backtracking

Our strategy for variable-time QAA in Section 3 is essentially a recursive combination of QAAs which stop the amplified algorithm at its different steps. However, this does not model many cryptographic applications of QAA. In this section, we develop our main generic framework that combines early-abort and backtracking strategies.

In general, a backtracking algorithm explores a search space by making partial choices for partial values of the solution and being able to check whether a partial solution may lead a full solution, e.g., classically this can be seen as a depth-first tree search where it recognizes whether the current node can lead to a solution, and if it doesn’t, returns to the parent node. Montanaro [23] showed a generic quantum speedup of backtracking algorithms. However, the algorithm is rendered inapplicable in our case by the fact that our steps are costly, and have different time complexities. Intuitively, the last step will cost much less than the first one. To gain advantage from this, we use a method based on nested QAAs. This requires knowledge of the success probabilities of each step. They are not necessary in the quantum tree search of [23], but they can usually be computed in cryptanalytic algorithms.

4.1 Setting and Definitions

Consider an input classical nested search problem $\text{NestedSearchProblem}$ (see Algorithm 1) of $\ell$ layers defined by choice sets $C_1, \ldots, C_\ell$, filtering functions $f_1, \ldots, f_\ell$ and post-processing functions $d_1, \ldots, d_\ell$. The nested search problem functions $f_i$, $d_i$ are transformed into corresponding quantum algorithms $A_1, \ldots, A_\ell$ and $D_1, \ldots, D_\ell$ that are deterministic and reversible. These quantum algorithms operate on a Hilbert space $\mathcal{H} = \mathcal{C}_1 \otimes \ldots \otimes \mathcal{C}_\ell \otimes \mathcal{W}_1 \otimes \ldots \mathcal{W}_\ell \otimes \mathcal{F}$:

1. $\mathcal{C}_i$ are quantum registers that encode the choice $c_i \in C_i$;
2. $\mathcal{W}_i$ is a workspace register for search level $i$ that includes an encoding of the auxiliary data $s_i \in S_i$;
3. $\mathcal{F}$ is a sequence of flag qubits, where the $i$-th qubit is initially 0 and modified only by the $i$-th level quantum algorithm $A_i$ to 1 if the corresponding partial solution $(c_1, \ldots, c_i)$ is not filtered; there is only one full solution $(c_1, \ldots, c_\ell)$;
4. $A_i$ implements $f_i$ and operates on the registers $\mathcal{C}_1, \ldots, \mathcal{C}_i, \mathcal{W}_1, \ldots, \mathcal{W}_i, \mathcal{F}$ but only modifies $\mathcal{W}_i$ and the $i$-th qubit flag in $\mathcal{F}$;
5. $D_i$ implements $d_i$ and operates on the registers $\mathcal{C}_1, \ldots, \mathcal{C}_i, \mathcal{W}_1, \ldots, \mathcal{W}_i, \mathcal{F}$ but only modifies $\mathcal{W}_i$.

Remark 2. Note that to create the quantum algorithms $A_i$ and $D_i$, first the classical algorithms $f_i$ and $d_i$ need to be transformed into reversible circuits. To that end, one often has to use a larger workspace than a simple encoding of the auxiliary data. A naive example, if one does not care about memory complexity, is to track all of their intermediate computations into the workspace. Otherwise, in addition to the workspace qubits, each $A_i$ will also use a certain number of ancilla qubits which (by definition) are returned to their initial state $|0\rangle$.
Remark 3. Naturally, our results also apply to more generic deterministic and reversible quantum algorithms \( A_i \) and \( D_i \) that satisfy the above constraints. However, a very important feature of \( A_i \) and \( D_i \) is that they act \textit{reversibly} on the previous workspace registers, i.e., they do not modify them. In the offline Simon algorithm of [5], there is a single Grover search with a test that uses an external, previously constructed workspace. It is observed that the test does not act (exactly) reversibly on the workspace, and each iteration adds an error term that needs to be globally bounded. Our framework does not support this.

From the above definitions it follows that:

\[
\begin{align*}
D_i \circ A_i |c_1, \ldots, c_i \rangle |\psi_{c_1, \ldots, c_{i-1}} \rangle |1_{i-1}0_{\ell-1+1}\rangle \\
= |c_1, \ldots, c_i \rangle |\psi_{c_1, \ldots, c_i} \rangle |1_{i-1}b_{c_1, \ldots, c_{\ell}}0_{\ell-1}\rangle.
\end{align*}
\] (19)

The behavior of \( A_i \) on other states does not need to be specified. At the first and last steps, we have:

\[
\begin{align*}
D_1 \circ A_1 |c_1 \rangle |0_{\ell} \rangle &= |c_1 \rangle |\psi_{c_1} \rangle |b_{c_1}0_{\ell-1}\rangle \\
D_\ell \circ A_\ell |c_1, \ldots, c_\ell \rangle |\psi_{c_1, \ldots, c_{\ell-1}} \rangle |1_{\ell-1}0 \rangle &= |c_1, \ldots, c_\ell \rangle |\psi_{c_1, \ldots, c_\ell} \rangle |1_{\ell-1}b_{c_1, \ldots, c_\ell}\rangle.
\end{align*}
\]

In particular we could set \( D_\ell = I \) and merge \( A_\ell \) and \( D_\ell \) in a single algorithm.

There is only one full solution which is denoted as \((c^g_1, \ldots, c^g_\ell)\). At each level, we define two probabilities:

- a \textit{filtering probability}: \( \alpha_{i}^f \) is the probability that, starting from the good subpath \( c^g_1, \ldots, c^g_{i-1} \), a uniformly random \( c_i \) leads to a path that can still be extended, i.e., there is no early abort at step \( i \) on this path.
- a \textit{success probability}: \( \alpha_{i}^s \) is the probability that, starting from the good subpath \( c^g_1, \ldots, c^g_{i-1} \), and assuming the filtering, by taking a uniformly random \( c_i \), we extend to the good subpath \( c^g_1, \ldots, c_i^g \).

Given that there is exactly one solution, we have:

\[
\forall i, \alpha_{i}^f \alpha_{i}^s = \frac{1}{|C_i|}, \quad \prod_{i=1}^{\ell} \alpha_{i}^f \alpha_{i}^s = \prod_{i=1}^{\ell} \frac{1}{|C_\ell|}.
\] (20)

Also, we set \( \alpha_{1}^f = 1 \): there is no filtering at the final step, since we are immediately detecting if the path is good or not. Note that we only need to know the behavior of \( A_i \) on the good path; this is because the other paths do not produce false positives (the good path is the only way to obtain a “1” in the final flag qubit).

Thus, we can define \(|G_i\rangle\) the uniform superposition of paths of the form \( c^g_1, \ldots, c^g_{i-1}, c_i \), which survive the filtering at step \( i \) (and contain, in particular, the good path \( c^g_1, \ldots, c^g_{i-1}, c^g_i \)), and \(|B_i\rangle\) the superposition of paths \( c^g_1, \ldots, c^g_{i-1}, c_i \) which are identified as bad at step \( i \). Both superpositions include the state of
the workspace. We have:

\[
D_1 \circ A_1 \left( \sum |c_1\rangle \right) |0\rangle |0\rangle = \alpha_1 |G_1\rangle |10i_{-1}\rangle + \beta_1 |B_1\rangle |0\rangle
\]

\[
D_2 \circ A_2 \left( |c_2\rangle \sum |c_2\rangle \right) |\psi_i,\rangle \rangle |10i_{-1}\rangle = \alpha_2 |G_2\rangle |110i_{-2}\rangle + \beta_2 |B_2\rangle |10i_{-1}\rangle
\]

\[
D_i \circ A_i \left( |c_0, c_1, \ldots, c_{i-1}\rangle \sum |c_i\rangle \right) |\psi_i,\rangle \rangle |1i_{-1}0i_{-i+1}\rangle = \alpha_i |G_i\rangle |1i_0\rangle + \beta_i |B_i\rangle |1i_{-1}0i_{-i+1}\rangle
\]

\[
A_\ell \left( c_0, c_1, \ldots, c_{\ell-1}\rangle \sum |k\ell\rangle \right) |\psi_i,\rangle \rangle |1i_{-1}0\ell\rangle = \alpha_\ell |G_\ell\rangle |1\ell\rangle + \beta_\ell |B_\ell\rangle |1i_{-1}0\ell\rangle
\]

Our goal is to find the good path \((c_0^\ell, \ldots, c_{\ell}^\ell)\).

### 4.2 Description of the Algorithm

Our backtracking algorithm is a layered QAA that is structured differently from the variable-time quantum search. Here, the last step \(D_\ell \circ A_\ell\) will be called more often, and the first step \(D_1 \circ A_1\) less often. The classical intuition of backtracking is to go back to the previous computing step and try another path. In the quantum setting, we use levels of QAA to prune the invalid paths.

We take two sequence of integers \(\langle k_1, \ldots, k_\ell \rangle\) and \(\langle k'_1, \ldots, k'_\ell \rangle = 0\) that we will choose afterwards. We define \(\ell\) algorithms \(B_i\) as follows. Each \(B_i\) acts on \(H_i\), but it only modifies the registers numbered from \(i\) to \(\ell - 1\) (including workspace, index and flags). We will see \(B_i\) as an amplified version of the sequence of steps from \(i\) to \(\ell\). The definition of the algorithms are given in Algorithm 2, Algorithm 3 and Algorithm 4. Our complete algorithm is \(B_1\), which starts from input \(|0\rangle\).

**Analysis.** For simplicity, here we often omit the workspace \(|\psi\rangle\), since it is always a function of the current index registers: the construction ensures that we only apply \(A_i\) when the workspace contains the outputs of the step \(i - 1\).

We show that \(B_i\), when it starts from the good path \((c_0^i, \ldots, c_{i-1}^i)\), has a probability of success \(\nu_i^2\) which is defined by a certain recursion; and otherwise, it outputs zero-flags only. Then \(B_1\) merely starts from input \(|0\rangle\), and outputs a state which projects onto \(|c_0^\ell, c_1^\ell, \ldots, c_{\ell}^\ell\rangle\) with probability \(\nu_1^2\).

**Lemma 12.** Using the definitions of Algorithm 2, Algorithm 3 and Algorithm 4:

\[
\forall i, B_i \left( c_0^i, \ldots, c_{i-1}^i \right) |1i_{-1}0i_{-i+1}\rangle = \nu_i \left( c_0^i, \ldots, c_{i}^i \right) |1\ell\rangle + \sqrt{1 - \nu_i^2} |*\rangle |0\rangle
\]

\[
\forall i, \forall (c_1, \ldots, c_{i-1}) \neq (c_1^i, \ldots, c_{i-1}^i), B_i \left( c_1, \ldots, c_{i-1} \right) |*\rangle = |*\rangle |0\rangle
\]

where the \(|*\rangle\) are unspecified superpositions since the last flag is always 0. We have: \(\nu_i = \sin \left( (2k_i + 1) \arcsin \alpha_i \right)\) and for all \(i < \ell:\)

\[
\nu_i = \sin \left( (2k_i + 1) \arcsin [\nu_{i+1} \alpha_i \sin ((2k_i + 1) \arcsin (\alpha_i))] \right) . \quad (21)
\]
Algorithm 2 \( B_\ell \): performs \( k_\ell \) iterates of a quantum search on \( c_\ell \in C_\ell \). Steps 3 to 5 correspond to the test of \( j_\ell \).

**Input:** index registers, work register, flag registers (numbered from 1 to \( \ell \))

**Output:** acts in place on the registers numbered \( \ell \)

1. Apply a Hadamard transform on index register \( \ell \)
2. **Repeat** \( k_\ell \) **times**
   3. Compute \( D_\ell \circ A_\ell \) on \( c_\ell \) and the current work register
   4. Flip the phase if the \( \ell \)-th flag qubit is 1
   5. Uncompute \( D_\ell \circ A_\ell \)
   6. Apply a Hadamard transform, an inversion around zero, and another Hadamard, all on choice register number \( \ell \)
3. **EndRepeat**
4. Compute \( D_\ell \circ A_\ell \)

Algorithm 3 \( A'_i \): produces a filtered superposition of indices at the next step. If there is no early abort at this step, then we have simply \( A'_i = A_i \).

**Input:** index registers, work register, flag registers

**Output:** acts in place on the registers numbered \( i \)

1. Apply a Hadamard transform on index register \( i \)
2. **Repeat** \( k'_i \) **times**
   3. Compute \( A_i \) on \( c_i \) and the current work register
   4. Flip the phase if the \( i \)-th flag qubit is 1
   5. Uncompute \( A_i \)
   6. Apply a Hadamard transform, an inversion around zero, and another Hadamard, all on choice register number \( i \)
3. **EndRepeat**
4. Compute \( A_i \)

Algorithm 4 \( B_i \): performs a QAA on the algorithm \( B_{i+1} \circ D_i \circ A'_i \).

**Input:** index registers, work registers, flag registers

**Output:** acts in place on the registers numbered from \( i \) to \( \ell \)

1. Compute \( B_{i+1} \circ D_i \circ A'_i \)
2. **Repeat** \( k_i \) **times**
   3. Flip the phase if the \( \ell \)-th flag qubit is 1
   4. Uncompute \( B_{i+1} \circ D_i \circ A'_i \)
   5. Apply an inversion around zero on the registers numbered from \( i \) to \( \ell \)
   
   \( \triangleright \) These are all the registers on which \( A'_i \), \( D_i \), and \( B_{i+1} \) act. The others are left unmodified, so the QAA is performed correctly without having to invert on the whole workspace.
   6. Compute \( B_{i+1} \circ D_i \circ A'_i \)
3. **EndRepeat**
Proof. We do a descending recursion on the value of $i$, starting from $i = \ell$.

At $i = \ell$, $B_\ell$ applies $k_\ell$ iterates of a quantum search on $c_\ell$. Observe that:

$$A_\ell |c_1^0, \ldots, c_{\ell-1}^0\rangle \sum_{c_\ell} |c_\ell\rangle |1_{\ell-1}0\rangle = \alpha_\ell |c_1^0, \ldots, c_{\ell-1}^0\rangle |1_\ell\rangle + \beta_\ell |c_1^0, \ldots, c_{\ell-1}^0\rangle \sum_{c_\ell \neq c_\ell^0} |c_\ell\rangle |1_{\ell-1}0\rangle$$

$$\implies B_\ell |c_1^0, \ldots, c_{\ell-1}^0\rangle |1\rangle = \nu_\ell^2 |c_1^0, \ldots, c_{\ell-1}^0\rangle |1_\ell\rangle + \sqrt{1 - \nu_\ell^2} |\ast\rangle |1_{\ell-1}0\rangle$$

by the properties of QAA (Lemma 1), where $\nu_\ell = \sin[(2k_\ell + 1) \arcsin \alpha_\ell]$. If we start from a wrong path, then the flag is always 0, so even after QAA we obtain a superposition with only zero flags.

Next, we assume the lemma true for $i+1$ and prove it for $i$. We start by analyzing the behavior of $A'_i$, assuming that we start from the good path $(c_1^0, \ldots, c_{i-1}^0)$. By Lemma 1, $A'_i$ produces:

$$A'_i |c_1^0, \ldots, c_{i-1}^0\rangle |0\rangle |1_{i-1}0\rangle = \sin((2k_i^0 + 1) \arcsin \alpha_i') |G_i\rangle |1_i,0\rangle + \cos((2k_i^0 + 1) \arcsin \alpha_i') |B_i\rangle |1_{i-1}0\rangle$$

$$= \alpha_i \sin((2k_i^0 + 1) \arcsin \alpha_i') |c_1^0, \ldots, c_{i-1}^0\rangle |1_i,0\rangle + |\ast\rangle |1_{i-1}0\rangle$$

(Recall that $|G_i\rangle$ is the uniform superposition of paths $|c_1^0, \ldots, c_{i-1}^0, c_i\rangle$ passing the early abort at step $i$, and by definition, the probability of such a path to be $(c_1^0, \ldots, c_{i-1}^0)$ is $\alpha_i^2$).

Then, we apply $B_{i+1} \circ D_i$ on this result. By linearity, and by our recurrence hypothesis, we obtain a superposition of the form:

$$\nu_{i+1} \alpha_i \sin((2k_i^0 + 1) \arcsin \alpha_i') |c_1^0, \ldots, c_{i-1}^0\rangle |1_i\rangle + |0\rangle$$

Finally, $D_i$ applies a QAA on $B_{i+1} \circ D_i \circ A'_i$; it recognizes the good path using the $i$-th flag. Using Lemma 1 again, we obtain the wanted formula for $\nu_i^2$.

If we start from a wrong path, $A'_i$ produces a superposition of wrong paths. Going through $B_{i+1}$, the last flag written is always zero, so even after amplification this remains the case.

Remark 4. The assumption of having exactly one solution path, which is quite common in cryptanalytic algorithms, allows us to reason only with respect to this path; in particular, we only need to know, or to bound correctly, the filtering ($\alpha_i^2$) and success ($\alpha_i^2$) probabilities along this path. Indeed, since we assume that the amplified algorithm $A$ yields no false positives, the behavior on the other paths turn out to be irrelevant for our analysis.

Remark 5. Very rarely, some applications may need to replace $D_i$ by a probabilistic procedure, with some success probability $p_i$, or even a quantum algorithm. As long as $D_i$ is reversible and does not modify the previous workspaces, the formulas remain the same with $\alpha_i^2$ replaced by $\alpha_i^2 p_i$. Here $p_i$, similarly to $\alpha_i^2$, is the success probability of $D_i$ on the good branch. The result of $D_i$ is not tested. (If it could be tested, then it should rather become its own early-abort step).
4.3 Analysis of the Algorithm

From now on, we assume that we only know an interval on \( \alpha_i^2 \) and \( \alpha_i'^2 \), of the form:

\[
\begin{align*}
\ell_i^2 & := \gamma_i^2 (1 - \varepsilon_i) \leq \alpha_i'^2 \leq u_i'^2 := \gamma_i^2 (1 + \varepsilon_i) \\
\ell_i^2 & := \frac{1}{1 + \varepsilon_i} \gamma_i^2 \leq \alpha_i^2 \leq u_i^2 := \frac{1}{1 - \varepsilon_i} \gamma_i^2 \text{ where } \gamma_i^2 = \frac{1}{\gamma_i|c_i|}
\end{align*}
\]  
(23)

We can show that as long as we keep the iteration numbers sufficiently low, we can bound the final success probability using these upper and lower bounds.

**Lemma 13.** Assume that: \( \forall i, k_i \leq \frac{\pi}{4 \arcsin u_i} - \frac{1}{2} \) and \( \forall i < \ell, k_i' \leq \frac{\pi}{4 \arcsin u_i'} - \frac{1}{2} \).

Let \( \nu_i' \) (lower bound) and \( \nu_i'' \) (upper bound) be obtained by replacing the \( \alpha_i \) and \( \alpha_i' \) by \( l_i \) and \( l_i' \), and by \( u_i \) and \( u_i' \), respectively, in the formulas of Lemma 12. Then we have: \( \nu_i'' \geq \nu_i \geq \nu_i' \).

**Proof.** The upper bounds on the \( k_i \) and \( k_i' \) ensure that, regardless of the exact value of \( \alpha_i \) and \( \alpha_i' \), all inputs to \( \sin \) stay in the interval \([0; \pi/2]\) where the function is increasing. The bound on \( \nu_i \) then follows by a simple induction. \( \square \)

Therefore, the conditions of Lemma 13 allow to simplify the analysis of the algorithm, by focusing only on the bound of \( \nu_1' \).

**Lemma 14.** Let \( \nu_i^1 = 1 \), \( k_i' = 0 \) and \( \alpha_i' = 1 \). Let \( s_i = (2k_i + 1)^2 \ell_i^2 \) and \( s_i' = \sin^2 ((2k_i' + 1) \arcsin (l_i')) \). Let \( d = \frac{\pi^2}{4} - 1 \). Then for all \( i < \ell \) we have:

\[
s_i s_i' \nu_i^1 (1 - s_i s_i' \nu_i^1) \leq \nu_i^2 \leq s_i s_i' \nu_i^1 (1 + ds_i s_i' \nu_i^1)
\]
(24)

and for \( i = \ell \) we have:

\[
s_\ell (1 - s_\ell) \leq \nu_\ell^2 \leq s_\ell (1 + ds_\ell)
\]
(25)

The proof is similar to Lemma 6 and uses the same inequalities. Note that there is no need to bound the \( \sin \) and \( \arcsin \) in \( s_i' \). In practice, we will expect the \( s_i' \) to be as close to 1 as possible. By recursively unfolding the inequalities, we obtain the following:

**Lemma 15.** For all \( i \), let \( S_i = \prod_{j=1}^{\ell} s_j \). Let \( S_i' = \prod_{j=1}^{\ell} s_j' \). Assume that for all \( i \), \( S_i S_i' \leq \frac{c}{\pi} \) for some constant \( c \leq \frac{\pi}{4 \pi^2} \). Then for all \( i \): \( \nu_i^2 \leq \frac{1}{\ell} \). Furthermore, \( \nu_1^2 \) (the success probability of the whole algorithm) is lower bounded by:

\[
\nu_1^2 \geq \frac{1}{\ell} S_\ell S_\ell'.
\]
(26)

**Proof.** The proof is similar to Lemma 7, where we unfold recursively the upper bound in Equation 24 and replace \( s_i \) by \( s_i s_i' \). For the lower bound, it goes exactly as before except that we now have the product of all \( s_i' \) to take into account. \( \square \)

Afterwards, we can choose iteration numbers which satisfy the conditions of Lemma 13.
Lemma 16. Choose:
\[
\begin{cases}
k_t = \left[ \frac{1}{2} \sqrt{7} \sqrt{|C_i|} - \frac{1}{2} \right] \\
\forall i < \ell \text{ s.t. } \alpha_i^2 \neq 1, k_i = \left[ \frac{1}{2} \gamma_i \sqrt{|C_i|} (1 - \varepsilon_i) - \frac{1}{2} \right] \\
\forall i < \ell \text{ s.t. } \alpha_i^2 = 1, k_i = \left[ \frac{1}{2} \sqrt{|C_i|} - \frac{1}{2} \right] \\
\forall i \text{ s.t. } \alpha_i^2 \neq 1, k_i' = \left[ \frac{\pi}{2 \arcsin(\gamma_i \sqrt{1 - \varepsilon_i})} - \frac{1}{2} \right] \\
\forall i \text{ s.t. } \alpha_i^2 = 1, k_i' = 0
\end{cases}
\] (27)

where \( c = \frac{4}{\pi^2} \). Then the probability of success of \( B_1 \) is lower bounded by:
\[
\nu_i^2 \geq \frac{1}{c} \prod_i \frac{1}{1 + \varepsilon_i} \prod_i (2k_i + 1)^2 \gamma_i^2 \prod_i \sin^2 \left( (2k_i' + 1) \arcsin(\gamma_i' \sqrt{1 - \varepsilon_i}) \right) .
\] (28)

Proof. First of all, we can easily check that these numbers satisfy the conditions of Lemma 13, especially the choice of \( k_i \). Indeed we have for all \( x \), \( \arcsin x \leq \frac{\pi}{2} x \), so:
\[
k_i \leq \frac{\pi}{4} \left( \arcsin \left( \frac{1}{\sqrt{1 - \varepsilon_i \gamma_i' \sqrt{|C_i|}}} \right) \right)^{-1} - \frac{1}{2} \leq \frac{\pi}{4 \arcsin u_i} - \frac{1}{2} .
\]

Next, we have: \( \forall i, (2k_i + 1)^2 \alpha_i^2 \leq 1 \) and \( (2k_t + 1)^2 \alpha_t^2 \leq \frac{\pi}{2} \) so \( S_i \leq \frac{\pi}{2} \) for all \( i \), and by Lemma 15: \( \nu_i^2 \geq \frac{1}{c} S_i S'_i \). \( \square \)

Finally, we give the gate and space complexities of the algorithm depending on \( k_i \) and \( k_i' \). For the cost of an inversion around zero on \( r \) qubits, we use the costs of Lemma 2, i.e., \( 44r - 39 \) Clifford+T gates (and 3 gates for the bit-flipping).
We write \( I(r) = 44r - 36 \). The total number of ancilla qubits is the maximum between the ancillas of the \( A_i \), and \( \ell + \sum_i (w_i + n_i) - 1 \), which is the number required by the largest \( O_0 \) that we apply.

Recall that we note \( G(A) \) the gate cost of the algorithm \( A \) and \( S(A) \) the number of qubits on which it acts. Note that each step \( A \) includes the writing of its output flag qubit. We assume that \( |C_i| \) are powers of 2: \( |C_i| = 2^{n_i} \). Then the space and gate complexities of the \( B_i \) are given by the recursive formulas:
\[
S(B_i) = w_t + n_t + 1 \\
G(B_i) = (2k_t + 1) (G(A_t) + n_1) + k_t I(w_t) \\
S(B_i) = S(B_{i+1}) + w_t + n_t + 1 \\
G(B_i) = (2k_i + 1) \left( G(B_{i+1}) + G(D_i) + (2k_i' + 1) (G(A_i) + n_1) + k_i I(n_i) \right) + k_i I(S(B_i)) .
\]

4.4 Optimizing the Complexity Numerically

Even though our final result is quite tight, we still have a multiplicative factor of order \( \sqrt{e\ell} \) in the complexity. It can become a bit large for practical applications,
especially those that require a small value of \( \ell \), e.g. less than 4, and do not have any errors. Fortunately, we can do the same as in Section 3.5.

We bypass Lemma 16 and directly focus on the value of \( \nu_1 \), the lower bound of the success probability, which as we recall, is obtained by the following recursion:

\[
\begin{align*}
\nu_1' &= \sin \left( (2k_1 + 1) \arcsin \left( \frac{2}{1 + \varepsilon_1} \right) \right) \\
\forall i, \nu_i' &= \sin \left( (2k_i + 1) \arcsin \left[ \nu_i + \gamma_i \sqrt{1 - \nu_i^2} \sin ((2k_i' + 1) \arcsin \gamma_i \sqrt{1 - \varepsilon_i}) \right] \right)
\end{align*}
\]

(29)

Which holds both for \( \varepsilon_i \neq 0 \) and \( \varepsilon_i = 0 \). We simplify this problem by setting \( k_i' = \left\lfloor \frac{\pi}{4 \arcsin(\gamma_i \sqrt{1 - \varepsilon_i})} - \frac{1}{2} \right\rfloor \), since we will not gain anything by postponing the early-abort step. Then, by simply running \( B_1 \) repeatedly, a solution is found with average time complexity \( \frac{1}{\nu_1'^2} G(B_1) \). Thus, given the formula for the gate complexity of \( B_1 \), as a function of the iteration numbers, our goal is to:

minimize \( \left( G(B_1) / \nu_1'^2 \right) \) under the constraints: \( \forall i, k_i \leq \frac{\pi}{4 \arcsin\left(\gamma_i \sqrt{1 - \varepsilon_i}\right)} - \frac{1}{2} \).

We can observe, as it was done in [20], that this direct optimization actually leads to lower probabilities of success, e.g. between 70% and 80%. In our code (in Supplementary Material) using Scipy, we also tried to optimize directly \( G(B_1) \) under the constraint \( \nu_1'^2 \geq 0.95 \), but an easier approach is to increase the exponent on \( \nu_1' \), which will naturally bring it closer to 1.

4.5 Analysis of the Memory

When turning a classical nested search into a quantum one, using our framework, some conversion of the memory model is needed (see Section 2 for an overview of quantum memory models). We can summarize it with the following rules:

- The workspace of the steps \( \mathcal{A}_i \) and \( \mathcal{D}_i \), but also their intermediate data (ancilla qubits), becomes qubits.
- If one of the \( \mathcal{A}_i \) needs fast random access to one of the previous workspaces (e.g., reading from a table in memory), then the QRAQM model is required. Otherwise, performing sequential access, or accessing cells of fixed (global constant) position can be done with the standard quantum circuit model.
- If one of the \( \mathcal{A}_i \) needs fast random access to a table that was initialized before the first step, then the QRACM model is required. The data in this table will remain classical, but the indices accessed will be put in superposition. Otherwise, performing sequential access, or accessing cells of fixed (global constant) position can be done with the standard quantum circuit model, and no QRACM would be required (only a classical memory).

5 Applications

To illustrate the versatility of our framework, we translate the quantum attacks on AES given in [7]. Since we are interested merely in the shape of these al-
algorithms and their resulting complexities, we refer to [7] for the details of the attacks and their correctness.

The AES [12] is the standardized version of the block cipher Rijndael [11], which is a substitution-permutation network (SPN) operating on a $4 \times 4$ matrix of bytes. An AES round applies the operations $\text{AddRoundKey}$ (XORs the current round key to the state), $\text{SubBytes}$ (applies the S-Box $S$ to each byte individually), $\text{ShiftRows}$ (permutes the bytes), $\text{MixColumns}$ (applies a linear operation to each column, defined by an MDS matrix).

The states of round $i$ are denoted as $k_i$ (round key), $x_i$ (state after $\text{AddRoundKey}$), $y_i$ (state after $\text{SubBytes}$), $z_i$ (state after $\text{ShiftRows}$), $w_i$ (state after $\text{MixColumns}$), and $u_i$ (state obtained by applying the inverse $\text{MixColumns}$ to $k_i$). The bytes of these states are numbered from $x_i[0]$ to $x_i[15]$ following a standard convention. A plaintext is denoted $p$ and a ciphertext $c$.

In these attacks, we are given classical chosen-plaintext access to a black-box $E_k$ implementing a reduced-round AES with a secret key $k$. The goal is to find $k$. A valid quantum attack must outperform the exhaustive search with Grover’s algorithm, which always applies [7]. Since the AES S-Box $S$ is the only nonlinear component, it dominates the cost of quantum circuits, and we estimate the complexity not by counting individual gates, but by counting S-Box circuits. Our numbers are rounded to the second decimal.

5.1 Square Attacks on AES

The Square attack on 6-round AES using the partial sums technique [16] is a good example of a simple backtracking algorithm, without early-abort. Its quantum version is given in Appendix A.2 of [7]. The time complexity given in [7] is $2^{44.73}$ S-Boxes.

Here we can take $D_i = I$ for all $i$. The successive algorithms $A_i$ correspond to constructing tables of smaller sizes. We consider a few structures containing $2^{32}$ plaintexts and ciphertexts of a specific shape, denoted $c_i$ ($1 \leq i \leq 2^{32}$). The goal is to compute, for each structure, a sum of the form:

$$\sum_i S^{-1}(u_5[0] \oplus a_0 S^{-1}(c_i[0] \oplus k_6[0]) \oplus a_1 S^{-1}(c_i[1] \oplus k_6[1]))$$

$$\oplus a_2 S^{-1}(t_2 \oplus k_6[2]) \oplus a_3 S^{-1}(s_2 \oplus k_6[3]))$$

for known constants $a_0, a_1, a_2, a_3$ depending on $\text{MixColumns}$, and to find the choice of $k_6[0,1,2,3]$ and $u_5[0]$ for which this sum is equal to 0 for all structures. Instead of having to do $2^{32}$ computations per key guess, Algorithm 5 amortizes this cost thanks to intermediate tables.

Using the generic formula of Lemma 16, we obtain a worse time complexity than the one given in [7]. Indeed, we must take the following number of iterates for the successive steps: 127, 7, 7, 2, with the last one quite small to allow for a reduced probability of success. We obtain a count of $2^{44.24}$ S-Boxes for a probability of success $2^{-5.18}$. But in the attack, the calls to $A_1$ dominate the time complexity. In [7] there are roughly $\frac{1}{2}2^8$ such calls, but in our case, we need
Algorithm 5 Square attack on 6-round AES.

16 bits
Choose $k_6[0], k_6[1]$
For each structure, for each ciphertext $c_i$, compute:

$(t_1, t_2, t_3) = a_0 S^{-1}(c_i[0] \oplus k_6[0]) \oplus a_1 S^{-1}(c_i[1] \oplus k_6[1]), c_i[2], c_i[3].$

Build a table $T_1$ of $2^{24}$ entries that stores, for each three-byte value $(t_1, t_2, t_3),$ how many times it appears.
This costs $2^{32} \times 8 \times 8 = 2^{36}$ S-Boxes and space: $w_1 = 8 \times 2^{24} \times 32 = 2^{32}$ qubits (we keep large 32-bit counters)

8 bits
Choose $k_6[2]$
For each 3-byte value $(t_1, t_2, t_3)$, compute: $t_1 \oplus a_2 S^{-1}(t_2 \oplus k_6[2]), t_3$
by accessing $T_1$. Build a table $T_2$ of $2^{16}$ entries that stores, for each 2-byte value $(s_1, s_2)$, how many times it appears.
This costs $8 \times 2^{24} \times 1 = 2^{27}$ S-Boxes and space: $w_2 = 8 \times 2^{16} \times 32 = 2^{24}$ qubits (we keep large counters).

8 bits
Choose $k_6[3]$
For each 2-byte value $(s_1, s_2)$, compute $s_1 \oplus a_3 S^{-1}(s_2 \oplus k_6[3]).$

Build a table $T_3$ that stores how many times each byte appears.
This costs $8 \times 2^{16} \times 1 = 2^{19}$ S-Boxes and space: $w_3 = 8 \times 2^8 \times 32 = 2^{16}$ qubits.

8 bits
Choose $u_5[0]$
Using the table, compute the sum.

This costs: $8 \times 2^8 \times 1$ S-Boxes and additional small computations, and approx. $8 \times 32 = 2^8$ qubits.

5.2 DS-MITM Attack on 8-round AES-256

We consider the DS-MITM key-recovery attack on AES-256 given in [7]. Its complexity analysis relies on the following estimations:

- There are 40 S-Box differential equations of the form $S(x \oplus \Delta) = S(x) \oplus \Delta'$ for known $\Delta, \Delta'$ in the path. We suppose that for the good path, all of them have 2 solutions exactly, and not 4. This happens for the whole path with probability $2^{-0.45}$ as estimated in [7].

- The success probability of $A_3$ to $A_6$ varies less than by $2^{-8}$ (it depends on the number of solutions for each column when $\Delta x_3$ and $\Delta y_4$ is fixed). This also comes from an estimate in [7].

- The computation of the equations in $D_6$ cost less than $2^{10}$ S-Boxes (most of these computations are only linear).
Algorithm 6 DS-MITM attack on 8-round AES-256.

<table>
<thead>
<tr>
<th>80 bits</th>
<th><strong>Choose</strong> $k_0[0, 5, 10, 15], k_1[3], u_7[1], u_8[0, 7, 10, 13]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_1$</td>
<td>Find a pair which satisfies the differential path ($2^{53}$ S-Boxes)</td>
</tr>
<tr>
<td></td>
<td>Compute the $2^5$-sequence of differences $\delta w_2[5]$ ($&lt; 2^{88}$ S-Boxes)</td>
</tr>
<tr>
<td></td>
<td>Compute $\Delta x_2[4 - 7]$ and $\Delta y_5[3, 4, 9, 14]$</td>
</tr>
<tr>
<td>64 bits</td>
<td><strong>Choose</strong> $\Delta y_2[4 - 7], \Delta x_5[3, 4, 9, 14]$</td>
</tr>
<tr>
<td>$A_2$</td>
<td>Match $\Delta y_2[4 - 7], \Delta x_5[3, 4, 9, 14]$ with $\Delta x_2[4 - 7], \Delta y_5[3, 4, 9, 14]$</td>
</tr>
<tr>
<td>Success: $2^{-8}$</td>
<td><strong>Stop</strong> if no match</td>
</tr>
<tr>
<td>$D_2$</td>
<td>Compute the possible states</td>
</tr>
<tr>
<td></td>
<td>Compute $\Delta x_3$ and $\Delta y_4$</td>
</tr>
<tr>
<td></td>
<td>(Here we have assumed that the S-Box differential equations yield only two solutions)</td>
</tr>
<tr>
<td>32 bits</td>
<td><strong>Choose</strong> $\Delta x_4[0 - 3]$</td>
</tr>
<tr>
<td>$A_3$</td>
<td>Match $\Delta x_4[0 - 3]$ with $\Delta x_3$ and $\Delta y_4$</td>
</tr>
<tr>
<td>Succ.: $2^{-8}(1 \pm 2^{-8})$</td>
<td><strong>Stop</strong> if no match</td>
</tr>
<tr>
<td>32 bits</td>
<td><strong>Choose</strong> $\Delta x_4[4 - 7]$</td>
</tr>
<tr>
<td>$A_4$</td>
<td>Match $\Delta x_4[4 - 7]$ with $\Delta x_3$ and $\Delta y_4$</td>
</tr>
<tr>
<td>Succ.: $2^{-8}(1 \pm 2^{-8})$</td>
<td><strong>Stop</strong> if no match</td>
</tr>
<tr>
<td>32 bits</td>
<td><strong>Choose</strong> $\Delta x_4[8 - 11]$</td>
</tr>
<tr>
<td>$A_5$</td>
<td>Match $\Delta x_4[8 - 11]$ with $\Delta x_3$ and $\Delta y_4$</td>
</tr>
<tr>
<td>Succ.: $2^{-8}(1 \pm 2^{-8})$</td>
<td><strong>Stop</strong> if no match</td>
</tr>
<tr>
<td>32 bits</td>
<td><strong>Choose</strong> $\Delta x_4[12 - 15]$</td>
</tr>
<tr>
<td>$A_6$</td>
<td>Match $\Delta x_4[12 - 15]$ with $\Delta x_3$ and $\Delta y_4$</td>
</tr>
<tr>
<td>Succ.: $2^{-8}(1 \pm 2^{-8})$</td>
<td><strong>Stop</strong> if no match</td>
</tr>
<tr>
<td>$D_6$</td>
<td>Using all the known states, write the equations ($&lt; 2^{10}$ S-Boxes)</td>
</tr>
<tr>
<td></td>
<td>Determine the values of $x_3, x_2[4 - 7], x_4[0 - 7, 10, 11, 15]$</td>
</tr>
<tr>
<td></td>
<td>(Here we assume that at most 4 different values are found, which leaves $2^9$ choices in total at the next step.)</td>
</tr>
<tr>
<td>9 bits</td>
<td><strong>Choose</strong> one of $2^9$ possibilities for $x_4[8, 9, 12, 13, 14], x_5[4, 9, 14]$</td>
</tr>
<tr>
<td>$A_7$</td>
<td>Compute the expected $\delta$-sequence ($2^5 \times 40$ S-Boxes)</td>
</tr>
<tr>
<td>Success: $2^{-9}$</td>
<td><strong>Check</strong> if it equals the expected sequence</td>
</tr>
</tbody>
</table>
• at most 4 different values are found after $D_6$

The algorithm with our framework is different from the one in [7]. In particular, the number of iterations in the last QAA is considerably reduced, and we do not use several instances of Grover search internally to reduce the failure probability. The space complexity remains quite small, and we count only the number of S-Boxes applied. Using our formulas, we obtain an algorithm of complexity: $2^{129.53}$ (S-Boxes) with success probability $\geq 2^{-5.85}$. Most of this uncertainty comes from the factor $\frac{1}{e}$ and the reduction of the success probability that ensures the correctness of our algorithm. Using Lemma 4, we find that with on average 22 calls to this procedure and its inverse, we can bring the success probability to 1/2. This gives a complexity of approximately $2^{134.00}$ S-Boxes. It is already a better estimate than in [7].

By running a numerical optimization instead, we obtain a complexity $2^{132.07}$ S-Boxes with a success probability $\geq 0.95$, which gives an average complexity $2^{132.15}$ to reach a success. We need to include the factor $2^{0.45}$ for the global success of the attack, so this gives $2^{132.60}$. This is actually quite close to what we would obtain by taking exactly the square root of search spaces in the classical complexity ($2^{131.27}$), suggesting that there is not much more to improve.
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Appendix

A Search with Two Oracles and Exhaustive Key Search

A simple, but common, example of variable-time algorithm, as studied in Section 3, is the search with two oracles which was considered e.g. in [13,21].

Consider a quantum search on \( \{0,1\}^n \) with two test functions \( f_1 \) and \( f_2 \), implemented as two oracles \( O_{f_1} \) and \( O_{f_2} \), with \( X_1 := f_1^{-1}(1) \), \( X_2 := f_2^{-1}(1) \), \( |X_1| = \alpha_1^2 2^n \), \( |X_2 \cap X_1| = \alpha_2^2 \alpha_1^2 2^n \) where the combined success probability \( p = \alpha_1^2 \alpha_2^2 \) is known. Here we use a layered QAA with two levels and two differing tests \( O_{f_1} \) and \( O_{f_2} \) (which write in two different flag results). We compute the success probability as:

\[
\sin^2 \left( (2k_2 + 1) \arcsin \left( \frac{\alpha_2 \sin \left( (2k_1 + 1) \arcsin \alpha_1 \right)}{\sqrt{p}} \right) \right) .
\]

As we have seen before, \( \alpha_1 \) does not need to be known exactly; we only need to ensure that the internal QAA amplifies only to a small success probability, and does not overamplify. Indeed, if an upper bound \( \alpha_1 \leq \alpha \) is given, we have:

\[
\alpha_2 \sin \left( (2k_1 + 1) \arcsin \alpha_1 \right) \geq \alpha_2 \alpha_1 (2k_1 + 1) \left( 1 - \frac{(2k_1 + 1)^2 \alpha_1^2 \pi^2}{36} \right) \\
\geq \sqrt{p} (2k_1 + 1) \left( 1 - \frac{(2k_1 + 1)^2 \alpha_1^2 \pi^2}{24} \right) .
\]

We can then choose \( k_1 \) and \( k_2 \) to maximize the success probability:

\[
\sin^2 \left( (2k_2 + 1) \arcsin \left( \frac{\sqrt{p} (2k_1 + 1) \left( 1 - \frac{(2k_1 + 1)^2 \alpha_1^2 \pi^2}{24} \right)}{\sqrt{p} (2k_2 + 1) (2k_1 + 1) \left( 1 - \frac{(2k_1 + 1)^2 \alpha_1^2 \pi^2}{24} \right)} \right) \right) \\
\geq \sin^2 \left( \sqrt{p} (2k_2 + 1) (2k_1 + 1) \left( 1 - \frac{(2k_1 + 1)^2 \alpha_1^2 \pi^2}{24} \right) \right) .
\]

To do so we choose: \( k_2 = \left\lfloor \frac{\pi}{4 \sqrt{p} (2k_1 + 1) \left( 1 - \frac{(2k_1 + 1)^2 \alpha_1^2 \pi^2}{24} \right)} \right\rfloor \). This ensures that the success probability is bigger than:

\[
1 - \sin^2 \left( \sqrt{p} (2k_1 + 1) \left( 1 - \frac{(2k_1 + 1)^2 \alpha_1^2 \pi^2}{24} \right) \right) \\
\geq 1 - \sqrt{p} (2k_1 + 1) \left( 1 - \frac{(2k_1 + 1)^2 \alpha_1^2 \pi^2}{24} \right) .
\]

Let \( T_1 \) and \( T_2 \) be the gate counts of \( O_{f_1} \) and \( O_{f_2} \). The time complexity is:

\[
T = k_2 (2k_1 + 1) T_1 + k_2 T_2 \leq \frac{\pi}{4 \sqrt{p} T_1} \left( 1 + \frac{T_2}{T_1 (2k_1 + 1)} \right) . \quad (30)
\]
Block Cipher Exhaustive Key Search. Consider a block cipher $E_K$ and several given plaintext-ciphertext pairs $(P_i, C_i), i \leq \ell$, such that with overwhelming probability there is a single key $K$ such that $E_K(P_i) = C_i$ for all $i$. We are looking for this $K$. For example, with AES-256, $\ell = 3$ would be enough. For all intents and purposes, we can consider $\ell = 5$, which works for most practical block ciphers, e.g. AES [12], Present [4], etc. Furthermore, we can consider a key size $\kappa := |K| \geq 64$ and a block size $n \geq 32$.

Let trunc be a truncation of $n$ bits to 32 well-chosen positions (depending on the cipher attacked). Let $O_{f_1}$ and $O_{f_2}$ be two quantum oracles evaluating the test functions:

$$
\begin{align*}
&f_1(K) = 1 \iff \text{trunc}(E_K(P_i)) = \text{trunc}(C_i) \\
&f_2(K) = 1 \iff \forall i, E_K(P_i) = C_i
\end{align*}
$$

Since $\ell = 5$ plaintext-ciphertexts suffice, we can consider a ratio of gate counts of $T_2 / T_1 = 10$ (this is assuming that computing the truncation is twice as efficient as computing the whole ciphertext). The success probability of $f_1$ can be bounded using a Chernoff-Hoeffding bound (for this we have to assume that $E$ is selected at random from all possible block ciphers): $Pr(\alpha_1^2 \geq 2^{-31}) \leq e^{-2^{n-32}/3}$. Since $\kappa \geq 64$, this event has negligible probability. So we can assume that $\alpha_1^2 \leq 2^{-31}$. The optimal choice of $k_1$ is $k_1 = 1480$ for which the multiplying factor is smaller than $1 + 2^{-7.625} \leq 2^{0.0073}$. This means that the cost of $f_2$ is completely amortized. The corresponding success probability is bigger than:

$$
1 - 2^{-64} (2k_1 + 1) \left(1 - \frac{(2k_1 + 1)^2 2^{-31} \pi^2}{24}\right) \geq 1 - 2^{-52.47} .
$$

**Fact 1.** For any reasonable block cipher with block size $n \geq 32$ and key size $\kappa \geq 64$, if $O_{f_2}$ is the oracle defined above (testing only 32 bits of a single plaintext), then the complexity of a quantum exhaustive search of the key (to reach an overwhelming success) is smaller than: $\frac{\pi}{4} 2^{\kappa/2 + 0.01} T_1$.

B Search with Independent Tests

In this section, we tackle the problem of search with many independent tests, which arises in several cryptographic applications. It corresponds to a variable-time amplitude amplification, as given in Section 3.

B.1 Search with Independent Tests (Asymptotic)

We consider the following problem, which arises in several cryptanalytic applications.

**Problem 1 (Sequence of independent tests).** Let $f_1, \ldots, f_m$ be $m$ functions: $f_i : \{0,1\}^n \rightarrow \{0,1\}$. Let $X_i = \{x \in \{0,1\}^n, \forall j \leq i, f(x) = 1\}$, with $X_0 = \{0,1\}^n$. Clearly we have $\forall i, X_{i+1} \subseteq X_i$. Assume that the $f_i$ are all independent random boolean functions, which can be evaluated in time $t$. Sample from $X_m$. 
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Typically we will have \( m \leq n + 3 \) since with the assumption of independence, this ensures that \( |X_m| = 1 \) with a large probability. For intermediate values of \( i \), \( |X_i| \) does not deviate too much from its average due to the multiplicative Chernoff-Hoeffding bound:

\[
\forall \delta > 0, \Pr(|X_i| \geq 2^{n-i}(1 + \delta)) \leq e^{-2^{n-i} \delta^2/(2+\delta)} \leq e^{-2^{n-i} \delta^2/2},
\]

where we take \( \delta = 2^{-(n-i)/3} \) to obtain:

\[
\forall i, \Pr(|X_i| \geq 2^{n-i} + 2^{2(n-i)/3}) \leq e^{-2^{(n-i)/3-1}}.
\]

Using a union bound, we can ensure that most of the \( X_i \) are close to their average size:

\[
\Pr(\exists i \leq n - 9, |X_i| \geq 2^{n-i} + 2^{2(n-i)/3}) \leq \sum_{i=0}^{n-9} e^{-2^{(n-i)/3-1}} \leq \sum_{i=0}^{\infty} (e^{-1})^{2^{(i+1)/3-1}}
\]

\[
\leq \sum_{i=0}^{\infty} (e^{-1})^{2^i (i+9) + 4}
\]

\[
\leq e^{-4} \sum_{i=0}^{\infty} \left( 2^{-4/3} \right)^i \leq 0.031.
\]

In particular \( |X_i| \leq 2^{n-i} \frac{9}{8} \), which simplifies the asymptotic computations. We will now cut the sequence \( f_1, \ldots, f_n \) into a variable-time algorithm \( A_\ell \circ \cdots \circ A_1 \). Each \( A_i \) will run \( m_i \) successive functions \( f_i \), so that in total \( m_1 + \cdots + m_\ell = n - 9 \). A final search will be performed for the remaining conditions, but it will only add a constant overhead. Due to the Chernoff bounds, we know that the cumulative probabilities of success of the \( A_i \) are upper bounded by: \( \prod_{j=1}^{i} \alpha_j^2 \leq 2^{-\sum_{j=1}^{i} m_j + 1} \).

So we can take for the number of iterates \( k_i \):

\[
k_i = \left[ \frac{1}{2} \sqrt{\frac{c}{\ell \times (9/8)}} \sqrt{2^{m_1}} - \frac{1}{2} \right], \forall i \geq 1, k_i = \left[ \frac{1}{2} \sqrt{2^{m_i}} - \frac{1}{2} \right],
\]

where \( c = \frac{2^2}{\ell} \), which are sufficient to ensure the conditions of Lemma 8:

\[
\forall i \geq 1, \prod_{j=1}^{i} (2k_j + 1)^2 \leq \frac{c}{\ell} \sum_{j=1}^{i} m_j = \frac{8}{9} \Rightarrow \prod_{j=1}^{i} (2k_j + 1)^2 \alpha_j^2 = \prod_{j=1}^{i} (2k_j + 1)^2 \frac{|X_i|}{2^n} \leq \frac{c}{\ell}.
\]

By Equation 11 the complexity of the full procedure is upper bounded by:

\[
\sum_{i=1}^{\ell} \left( \prod_{j=i}^{\ell} (2k_j + 1) \right) m_i \leq \left( \sum_{i=2}^{\ell} \sqrt{2^{m_1} + \cdots + m_i} m_i \right) + \sqrt{2^{m_1} + \cdots + m_\ell} \sqrt{8 c \ell} m_1 \leq \sqrt{2^{n-9}} \left( \sqrt{\frac{8 c}{9 \ell} m_1} + \frac{m_2}{2 m_1/2} + \frac{m_3}{2(m_1 + m_2)/2} + \cdots + \frac{m_\ell}{2(m_1 + \cdots + m_{\ell-1})/2} \right).
\]
It appears clearly that when $n$ is very large, we can minimize the complexity by choosing $m_2, m_3, \ldots, m_\ell$ as follows:

$$m_\ell = n - 9 - \lfloor \log_{\sqrt{2}} n \rfloor, \forall i, m_{\ell - i} = \lfloor \log_{\sqrt{2}}^{(i)} n \rfloor - \lfloor \log_{\sqrt{2}}^{(i+1)} n \rfloor, m_1 = \lfloor \log_{\sqrt{2}}^{(\ell-1)} n \rfloor$$

where we have used an iterated logarithm in base $\sqrt{2}$. As long as all these numbers are strictly positive, we have for all $i \geq 1$:

$$\frac{m_i}{2^{(m_1 + \ldots + m_{i-1})/2}} \leq 1$$

and so the time complexity is upper bounded by $2^{(n-9)/2} \left( \sqrt{n/\ell} \log_{\sqrt{2}}^{(\ell-1)} n + \ell \right)$.

We are still free to choose $\ell$ under the condition $k_1 \geq 1$ i.e. $\sqrt{n/\ell}\sqrt{2m_1} \geq \frac{3}{2}$.

It can be remarked that $\ell = O(\log^* n)$, and the complexity (after the final amplification) to have a success probability $\frac{1}{2}$ is $O\left( (\log^* n)^3/2n^{3/2} \right)$.

### B.2 Search with Independent Tests (Exact)

For cryptographically relevant parameters, we estimate that cutting the independent tests in three groups should be enough. We select two parameters $m_1, m_2$: we first perform $m_1$ tests, then $m_2$ tests, then the remaining $m - m_1 - m_2$ where $m = n + 3$ to ensure a single solution. We count the complexity in number of tests:

$m_1(2k_1 + 1)(2k_2 + 1)(2k_3 + 1) + m_2(2k_2 + 1)(2k_3 + 1) + (m - m_1 - m_2)(2k_3 + 1)$.

Since the tests are independent, the probabilities of success of the three steps, $\alpha_1^2 = \frac{|X_{m_1}|}{2^{m_1}}, \alpha_2^2 = \frac{|X_{m_1} \cap X_{m_1 + m_2}|}{|X_{m_1}|}, \alpha_3^2 = \frac{1}{2^{m_2^m_2}}$, can be bounded using Chernoff-Hoeffding bounds. There are on average $2^{n-m_1}$ elements passing the first step and $2^{n-m_2-m_1}$ elements passing the second. We have for all $\varepsilon_1$ and $\varepsilon_2$:

$$\begin{cases} 
\Pr (|X_{m_1}| - 2^{n-m_1} \geq \varepsilon_1 2^{n-m_1}) & \leq 2 \exp \left( -\frac{\varepsilon_1^2 2^{n-m_1}}{3} \right) \\
\Pr (|X_{m_1} \cap X_{m_1 + m_2}| - 2^{n-m_1-m_2} \geq \varepsilon_2 2^{n-m_1-m_2}) & \leq 2 \exp \left( -\frac{\varepsilon_2^2 2^{n-m_1-m_2}}{3} \right)
\end{cases}$$

(33)

Therefore, assuming that $n - m_1 - m_2 \geq 12$, we can take both $\varepsilon_1 = \varepsilon_2 = 2^{-4}$ and these two events occur with overwhelming probability. This gives bounds:

$$\begin{cases} 
\alpha_1^2 \in \left[ 2^{-m_1(1-\varepsilon_1)}; u_1^2 := 2^{-m_1(1+\varepsilon_1)} \right] \\
\alpha_2^2 \in \left[ 2^{-m_2 \frac{1-\varepsilon_2}{1+\varepsilon_1}}; u_2^2 := 2^{-m_2 \frac{1+\varepsilon_2}{1+\varepsilon_1}} \right] \\
\alpha_3^2 \in \left[ 2^{-n+m_1+m_2 \frac{1-\varepsilon_2}{1+\varepsilon_1}}; u_3^2 := 2^{-n+m_1+m_2 \frac{1+\varepsilon_2}{1+\varepsilon_1}} \right]
\end{cases}$$

(34)

Thus, after choosing values for $m_1$ and $m_2$, we can follow the approach of Section 3.5: we optimize the complexity as a function of $k_1, k_2, k_3$ (counting the total
number of individual tests performed) under the constraints:

\[ k_1 \leq \left\lfloor \frac{\pi}{4} \arcsin u_1 - \frac{1}{2} \right\rfloor,\quad k_2 \leq \left\lfloor \frac{\pi}{4} \arcsin u_2 - \frac{1}{2} \right\rfloor,\quad k_3 \leq \left\lfloor \frac{\pi}{4} \arcsin u_3 - \frac{1}{2} \right\rfloor. \]

(35)

We can then try with different \(m_1\) and \(m_2\) and see which ones perform best. For cryptographic parameters, \(n\) usually does not exceed \(2^{10}\), and we expect \(m_1\) to be quite small, so there are not many parameters to try.

### B.3 Application: Solving Binary Multi-variate Quadratic Systems

As an example, we can consider the problem of solving binary quadratic equation systems using exhaustive search, which was considered in [26] and improved in [25] (note that an asymptotically better algorithm was given in [15], but its exact complexity has not been analyzed to date). Assume that we have a system of \(n\) quadratic equations in \(n\) boolean variables, with a single solution: \(\forall i, f_i(x) = 0\). The algorithm in [26] essentially performs a Grover search on the whole search space \(\{0, 1\}^n\) for \(x\), which tests each equation separately and checks if \(f_i(x) = 0\) for all \(x\). If an equation can be tested in time \(t\) (returning a single bit), this gives a time complexity: \(2^{n/2} nt\).

By applying our framework, for \(n = 128\) we obtain an average complexity of \(2^{67.93} t\) with \(m_1, m_2 = 5, 10\); for \(n = 256\) we obtain \(2^{132.02} t\) with \(m_1, m_2 = 5, 12\). The improvement over the naive exhaustive search is comparable to the preprocessing method used in [25]; however both methods are different, since the preprocessing uses the structure of the quadratic equations. It might be possible to combine them both to further reduce the cost, and we leave this as an interesting open question.

Our formula also applies to the problem of recovering the secret in the Legendre PRF via Grover search (it generalizes the search with early abort given in [17]).