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ABSTRACT

Today, our society produces massive amounts of data, part of which are strictly private. So, a long line of research has worked to design protocols that perform functions on such private data without revealing them. One function that has attracted significant interest is a multi-party private set operation, where each party’s input is a set. The parties commonly intend to compute these sets’ collective intersection (MPSI) or union (MPSU), which finds uses in various applications, including private scheduling and threat intelligence. Most current protocols use integer-based homomorphic encryption, with large elements and expensive operations, or oblivious transfers, which require communicationally-expensive pairwise interactions between all parties. Thus, existing solutions introduce significant overhead that hinders practical use. This paper considers a certain class of previously-proposed MPSI and MPSU protocols. We propose to express them in terms of new private AND or OR operations among all parties and use elliptic curves to realize these operations efficiently. We achieve a significant performance gain: Firstly, our protocols take only three rounds of communication. Secondly, our constant-time open-source implementation is two orders of magnitude faster than the state-of-the-art MPSI for small universes and outperforms the state-of-the-art MPSI for large universes for three parties or more.
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1 INTRODUCTION

Our increasingly digital society is making a growing amount of data available to computers, networks, and third parties. As a consequence, our sensitive data is at risk of being exposed. The field of multi-party computation attempts to mitigate this by studying protocols that enable parties to perform their operations digitally without the risk of privacy-violating data leaks. Among those operations are multi-party private set operations. We consider multi-party private set intersections (MPSI) and unions (MPSU): Consider \( n \) parties \( P_1, \ldots, P_n \), who each have a set \( X_1, \ldots, X_n \), respectively. For MPSIs, the task is to privately compute \( \bigcap_{i=1}^{n} X_i \). For MPSUs, the parties must compute \( \bigcup_{i=1}^{n} X_i \). Each set contains at most \( k \) elements from a finite universe \( U \), so \( |X_i| \leq k \). In our setting, we select a leader who receives the result of the operation, but all parties are allowed to learn it. We refer to the other parties as assistants. We denote \( P_1 \) as the leader, without loss of generality.

MPSI and MPSU protocols serve many different applications, as set operations form a fundamental building block in day-to-day functionality. For example, by using a private set intersection on possible dates for a meeting, multiple colleagues can select a meeting date at which they are all available without revealing other information about their calendar. A use case of private set unions is the creation of no-fly lists: Several agencies can prevent passengers from flying, but it would leak information if an agency knew which individuals the other agencies were investigating. The result of a private set union reveals the complete set of banned passengers, but without reference to which or how many agencies are investigating them. Other use cases of MPSUs include confidential data sharing on security incident information and botnet detection [4]. At the same time, MPSUs form the basis of other privacy-preserving protocols such as private data mining and graph algorithms [19].

These MPSI and MPSU protocols have been studied for almost two decades now, but the current state of the art still suffers from significant costs when the number of elements \( k \) in the set or the number of parties \( n \) grows, making these protocols prohibitively expensive in practice. For example, protocols using integer-based homomorphic encryption require \( O(k) \) 3072-bit ciphertexts [3] and long run times due to the expensive public-key operations. Oblivious transfer-based protocols offer performance gains by offloading public-key operations to an initial phase, but they require all involved parties to send messages to all other parties. Interestingly, several homomorphic encryption-based protocols for MPSIs [4, 5, 15, 31] and MPSUs [4] implicitly rely on secure multi-party logic in the form of private AND and OR operation. So, efficient protocols for these building blocks directly lead to efficient MPSI and MPSU protocols. In a private logic protocol, parties \( P_1, \ldots, P_n \) submit input bits \( x_1, \ldots, x_n \) to privately compute \( x_1 \lor \cdots \lor x_n \). Through DeMorgan’s law one can transform the same protocol to compute \( x_1 \land \cdots \land x_n \). In this work we also consider the notion of “composed” ORs and ANDs, where the parties submit multiple bits at once, and a leader chooses the bits to compute these logical operations over. While private logic protocols have been studied before [22], current solutions either provide weak privacy guarantees or require a high degree of interaction between all parties.

In this paper, we propose efficient protocols for performing these private AND and OR operations. Instead of offloading public key operations to an earlier phase like oblivious-transfer based protocols do, we make the operations significantly cheaper by using elliptic curve cryptography [6]. In this way, we decrease the computational overhead of homomorphic encryption while the parties communicate strictly in a star topology with minimal overhead.

We compare our work against four works that represent the state of the art of MPSI and MPSU protocols [4, 5, 7, 28]. The MPSI protocol by Kolesnikov et al. [28] scales efficiently with the number of elements \( k \), but scales quadratically with the number of parties \( n \) as it requires communication between all pairs of parties. This protocol scales largely independent of the size of the universe \( |U| \),
and it is suitable for smaller numbers of parties. Bay et al. [4], on the other hand, propose efficient MPSI and MPSU protocols that scale linearly with the number of parties \( n \) but also with the size of the universe \( |U| \). Therefore, these protocols are suitable for many parties so long as the universe remains small; they would be unsuitable to represent IP elements, where \( |U| = 2^{32} \approx 4 \times 10^9 \). Bay et al. [5] also propose another protocol that would be suitable for many parties and large universes, but the final result can contain false positives, and it only outperforms Kolesnikov et al. when the number of parties is relatively large. For example, when \( k = 128 \), the number of parties must exceed 65. We consider the current state of the art of MPSU protocols for large universes to be Blanton & Aguiar’s [7]. Their secret sharing-based protocol is concretely efficient for small set sizes \( k \), but the round complexity is \( O(\log^2 k) \).

We propose to instantiate the protocols by Bay et al. [4, 5] with our secure logic, providing significant improvements in computation and communication over the current state-of-the-art MPSIs and MPSUs. Firstly, we achieve a run time improvement of two orders of magnitude compared to the original integer-based homomorphic MPSI protocol by Bay et al. [4], as we demonstrate in Section 5. At the same time, our protocol consistently outperforms the OT-based MPSI by Kolesnikov et al. [28] for as few as three parties and onwards when we accept a false positive rate of 0.01%, which we demonstrate in Section 6.4. We also provide run time results for our MPSU protocol that are similar to the work by Blanton & Aguiar [7] but with a constant round complexity. We claim that with these improvements and the fact that our protocols runs in the star topology, these are the first multi-party private set operation protocols both practically deployable [38] and performant enough in practice. Concretely, our contributions are as follows:

- We present two private OR protocols in the star topology, namely a standard and composed variant, both of which can be transformed into private AND protocols. We prove our protocols to be secure in the semi-honest model using a simulation-based proof and experimentally demonstrate that their run time is constant.
- We use this private logic to instantiate MPSI and MPSU protocols based on previous work [4] that compute the exact set intersection and union efficiently for small universes. The MPSI protocol is two orders of magnitude faster.
- We instantiate an approximate MPSI protocol based on previous work [5] that scales independently from the size of the universe. The protocol is faster than the state-of-the-art protocol by Kolesnikov et al. [28] when the number of parties grows.
- We present a novel efficient MPSU protocol that scales only logarithmically with the size of the universe for a chosen constant number of interactions.¹

The rest of the paper is organised as follows. We discuss related work in Section 2, and elliptic curve cryptography and Bloom filters in Section 3. In Section 4 we propose our private OR and AND protocols. Then, we use these protocols in Section 5 to construct an MPSI and and MPSU protocol for small universes. After that, we construct an MPSI protocol for large universes in Section 6, and an MPSU protocol for large universes in Section 7. Finally, we state opportunities for future work and conclude our paper in Section 8.

2 RELATED WORK

In this section, we first highlight previous works on multi-party private logic, and continue with multi-party private set operations. For MPSI and MPSU protocols, there are solutions based on Oblivious Transfer (OT) [24, 28], homomorphic encryption [27], and secret sharing [29, 36], among others. For both MPSI and MPSU protocols, we provide an overview of recent works with their characteristics in Table 1, along with our constant-time protocols and the first works on in this field. In the table, \( t \) represents the maximum resistance to collusion attacks. In other words, how large can a group of colluding parties be before the protocol’s privacy guarantees fail. For a fair comparison, we take \( t = n - 1 \).

2.1 Multi-party private logic

While oblivious transfer and garbled circuits provide fast solutions for two-party private logic operations, they do not extend straightforwardly to the multi-party case. In this subsection, we discuss previous works about multi-party private AND and OR operations. Here, parties \( P_1, \ldots, P_n \) with input bits \( x_1, \ldots, x_n \) want to compute either \( x_1 \land \cdots \land x_n \) or \( x_1 \lor \cdots \lor x_n \), respectively.

Private OR operations have been studied under the name veto voting. At the same time, previous MPSI protocols implicitly use similar constructions as veto voting schemes but inversely to compute AND operations.

One of the first veto voting schemes came in the form of anonymous veto networks (AV-nets) [22], which are closely related to the dining cryptographers problem [12]. In an AV-net, any set of parties can veto some decision without the other parties identifying them. However, this requirement is not sufficient to guarantee a private OR operation. Specifically, a party can locally perform the second round of the protocol on a different input to examine the result had they changed their mind. Essentially, this means that an AV-net securely computes an OR operation between the parties outside of each colluding set, but that makes it unusable for multi-party private set operations. PriVeto [2] fixes these privacy problems using NIZKs, but as a consequence, this requires a full mesh topology.

Another veto voting scheme by Kiayias & Yung [26] computes \( x'_1 + \cdots + x'_n \), where \( x'_i = 0 \) if \( x_i = 0 \), and otherwise \( x'_i \) is some random element. Debnath et al. [15] use a similar approach for an MPSI protocol, where \( x'_i \) is either 0 or 1. The problem with the former scheme is that a party can tell if it is the only one who submitted a one [8]. The latter also leaks the number of ones in the output.

The MPSI protocol of Miyaji et al. [31] implicitly performs a private AND operation by computing \( r_1 (x_1 + \cdots + x_n) \) homomorphically, and checking if the result is the identity element. The randomness \( r_1 \) is generated by the leader to prevent revealing the number of submitted ones. However, since the leader knows this randomization, it can revert it. A secure version of the protocol comes from Bay et al. [4], which computes \( (r_1 + \cdots + r_n) (x_1 + \cdots + x_n) \). This scheme is conceptually identical to the veto voting scheme by Brandt [9].

More generally, these MPSI protocols compute an AND operation as \( r(x_1 + \cdots + x_n) \) and then check equality with the identity element, where \( r \) is some randomness not known to any set of colluding parties.

¹All our implementations are at: https://github.com/jellevo/private-logic-and-mps
In this subsection, we highlight several of the latest works on MPSI, but we omit developments in two-party set intersections and threshold intersections, as these works pertain to a different setting.

Kissner & Song [27] proposed one of the first MPSI protocols in 2005, along with protocols that perform more complex set operations. Their approach involves encoding set elements as the roots of a polynomial. Then, using a threshold version of the Paillier cryptosystem, they add and randomize encrypted polynomials by passing them around the group of parties. The resulting polynomial only reveals the elements that were in each input set, along with a negligible probability of false positives. In Table 1 we refer to the topology as a ‘wheel’, because next to a channel between each assistant and the leader, each assistant has a channel to one other assistant, creating the shape of a wheel. After Kissner & Song [27], Li & Wu [29] proposed a similar protocol based on Shamir’s secret sharing. Later works used the same set encoding [13, 35].

Later, Miyaji & Nishida [31] proposed a Bloom filter-based MPSI protocol the protocol performing the intersection, extending the ideas of Kershbaum et al. [25] to multiple parties. They encrypt the Bloom filters using a threshold version of exponential ElGamal.

In 2017, Hazay et al. [23] proposed a protocol that uses the polynomial set encoding. They evaluate the polynomials obliviously using an additive homomorphic threshold cryptosystem, and provide an extension of the protocol secure in the malicious model.

Kolesnikov et al. [28] propose a protocol that uses an OT-based primitive called oblivious programmable pseudo-random functions (OPPRFs), which return a pre-programmed value when queried on elements in the receiver’s set. The authors provide a public implementation with which they set speed records, but the protocol requires each pair of parties to interact with each other.

Inbar et al. [24] propose another OT-based protocol that uses garbled Bloom filters. Their protocol is a multi-party version of a similar 2-party protocol [17]. While in a regular Bloom filter one checks if the selected bins are set to 1, in a garbled Bloom filter one performs an XOR operation between those bins to check if the result is some specific value. The protocol requires all parties to interact.

Since then, Abadi et al. [1] proposed an MPSI protocol in the delegated setting, where the majority of computation is outsourced to a semi-honest third party that cannot collude with any of the other parties participating in the protocol. Thus, this setting is different from ours, as we are interested in defending against any collusion. For this reason, we exclude that work.

Bay et al. [4, 5] propose multi-party private set operations based on bitsets and Bloom filters using the threshold Paillier cryptosystem, extending the ideas of Ruan et al. [34] and fixing the security problem of Miyaji & Nishida [31]. The bitset-based protocols scale linearly with the size of the universe, while the Bloom filter-based MPSI scales with the number of elements in exchange for a chance of false positives. Debnath et al. [16] proposed a similar Bloom filter-based protocol using a threshold version of ElGamal.

Finally, Chandran et al. [11] and Nevo et al. [32] published preprints that propose protocols inspired by Kolesnikov et al. [28], using OPPRFs as a core functionality. The work by Nevo et al. is secure in the malicious model and it outperforms both Chandran et al. and Kolesnikov et al. in their experiments. In the case when the collusion resistance is large, their protocol is equivalent to the protocol by Kolesnikov et al. that is secure in the (augmented) semi-honest model. For this reason, we do not compare their concrete performance, but we list their complexities in Table 1.

All of the papers above fall into one of two categories. Those in the first category use integer-based homomorphic encryption, do not require pairwise communication, and generally scale linearly with the number of parties. These protocols incur high computational costs for large numbers of elements. The second category contains secret sharing and oblivious transfer-based protocols that scale quadratically with the number of parties since the complexity for an assistant scales with \( n \) or \( t \), and require a full mesh topology. While they are concretely efficient for small numbers of parties, the protocols become prohibitively expensive for large \( n \).

2.3 Multi-party private set unions

Frikken [19] presents one of the first MPSU protocols. Each party represents its set as an encrypted polynomial. In turn, each party receives an encrypted polynomial, multiplies it with their polynomial, and evaluates it for their elements. The parties shuffle and decrypt the resulting ciphertexts so that for each corresponding element, there is only one ciphertext that does not decrypt to 0. Since parties pass their ciphertexts around in a circular fashion, the number of rounds in the protocol scales with the number of parties.

While the work by Shishido & Miyaji [37] refers to a set union in its title, the actual functionality reflects that of a multiset union as it reveals the multiplicity of each element in the resulting set. For this reason, we omit this work from our comparison. The MPSU protocol by Seo et al. [36] does not have this problem, as the parties compute the least common multiple of the polynomials that represent their sets, removing any multiplicities from the polynomial roots. After this operation, the polynomials must be factored. The authors use reversed Laurent series to speed up this step. The protocol revolves around arithmetic on the rational randomized polynomials, which are shared using Shamir’s secret sharing. As
We adapted these complexities from the original works, see Appendix A & B.

<table>
<thead>
<tr>
<th>Ref</th>
<th>Year</th>
<th>Topology</th>
<th>Communication Complexity</th>
<th>Computation Complexity</th>
<th>Security Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>[27]</td>
<td>2005</td>
<td>Wheel</td>
<td>$O(nk)^*$</td>
<td>$O(tk)^*$</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>[23]</td>
<td>2017</td>
<td>Star</td>
<td>$O(nk)$</td>
<td>$O(k)$</td>
<td>$O(1)$</td>
</tr>
<tr>
<td>[28]</td>
<td>2017</td>
<td>Full mesh</td>
<td>$O(nk)$</td>
<td>$O(tk)$</td>
<td>$O(1)$</td>
</tr>
<tr>
<td>[24]</td>
<td>2018</td>
<td>Full mesh</td>
<td>$O(nk)^*$</td>
<td>$O(tk)^*$</td>
<td>$O(1)$</td>
</tr>
<tr>
<td>[4]</td>
<td>2021</td>
<td>Star</td>
<td>$O(nk)$</td>
<td>$O(</td>
<td>U</td>
</tr>
<tr>
<td>[16]</td>
<td>2021</td>
<td>Star</td>
<td>$O(nk)^*$</td>
<td>$O(k)^*$</td>
<td>$O(1)$</td>
</tr>
<tr>
<td>[11]</td>
<td>2021</td>
<td>Full mesh</td>
<td>$O(nk \log k)$</td>
<td>$O(k \log k)$</td>
<td>$O(1)$</td>
</tr>
<tr>
<td>[32]</td>
<td>2021</td>
<td>Full mesh</td>
<td>$O(k \max(t, n - t))$</td>
<td>$O(k)$</td>
<td>$O(1)$</td>
</tr>
<tr>
<td>[5]</td>
<td>2022</td>
<td>Star</td>
<td>$O(nk)^*$</td>
<td>$O(k)^*$</td>
<td>$O(1)$</td>
</tr>
<tr>
<td>MPSI small</td>
<td>Star</td>
<td>$O(n</td>
<td>U</td>
<td>)$</td>
<td>$O(</td>
</tr>
<tr>
<td>MPSI large</td>
<td>Star</td>
<td>$O(nk)$</td>
<td>$O(k)$</td>
<td>$O(1)$</td>
<td>$O(nk)$</td>
</tr>
</tbody>
</table>

Multi-party Private Set Intersection (MPSI) protocols

<table>
<thead>
<tr>
<th>Ref</th>
<th>Year</th>
<th>Topology</th>
<th>Communication Complexity</th>
<th>Computation Complexity</th>
<th>Security Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>[19]</td>
<td>2007</td>
<td>Wheel</td>
<td>$O(nk)^*$</td>
<td>$O(tk)^*$</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>[36]</td>
<td>2012</td>
<td>Full mesh</td>
<td>$O(n^3 k^2)$</td>
<td>$O(n^2 k^2)$</td>
<td>$O(1)$</td>
</tr>
<tr>
<td>[7]</td>
<td>2016</td>
<td>Full mesh</td>
<td>$O(nk \log k + n^2)$</td>
<td>$O(\log k)$</td>
<td>$O(nk \log k + n^2)$</td>
</tr>
<tr>
<td>MPSI small</td>
<td>Star</td>
<td>$O(n</td>
<td>U</td>
<td>)$</td>
<td>$O(</td>
</tr>
<tr>
<td>MPSI large</td>
<td>Star</td>
<td>$O(n^2 k \log</td>
<td>U</td>
<td>)$</td>
<td>$O(nk \log</td>
</tr>
</tbody>
</table>

Multi-party Private Set Union (MPSU) protocols

Table 1: Comparison of selected works in terms of communication, computation and security using the notation from Table 2. We adapted these complexities from the original works, see Appendix A & B.

3 PRELIMINARIES

In this section, we give a short introduction about ElGamal over elliptic curves and Bloom filters. The notation that we use here and in the remainder of this paper can be found in Table 2.

3.1 Elliptic curve ElGamal

The ElGamal cryptosystem allows the use of any group $\mathbb{G}$ in which the DDH assumption holds [18]:

We use the additive notation, as is common for elliptic curve cryptography. For some elliptic curve groups, DDH is assumed to hold: in this work, we use Curve25519 [6]. This curve has a co-factor of 8, which means that the prime order subgroup that we actually use in cryptographic applications is one eighth of the size of the total group. To prevent issues related to this co-factor, we use a highly-optimized encoding that realizes a true prime-order group [21, 39], eliminating the co-factor. Additionally, this technique allows for faster equality checks [40]. Compressed elements are only 32 bytes in size, so a single ElGamal ciphertext takes 64 bytes.

Definition 3.1 (Decisional Diffie-Hellman). Given $aG$ and $bG$ for some random $a, b \in \mathbb{Z}_{|\mathbb{G}|}$, $abG$ is computationally indistinguishable from some $R \in \mathbb{G}$, which we write as $R(\mathbb{G})$. 

Blanton & Aguilar [7] propose multi-party private set and multi-set operations using general multi-party computation techniques based on secret sharing. Their protocols involve sorting the elements, after which there exist efficient algorithms for computing the set operations. While their MPSI protocol does not reach the same level of performance as other solutions, their MPSU protocol outperforms other solutions, running in the order of seconds for small problem instances. The protocol is dominated by the oblivious sorting protocol, but if the parties already sort their sets, the round complexity is $O(\log k)$. In Table 1 we assume this scenario.

Finally, to our knowledge, the only multi-party private set operation relying on elliptic curve cryptography is the union-cardinality protocol by Vos et al. [41]. Their protocol approximates the cardinality of an aggregated Bloom filter by shuffling it and counting the number of ones. The operation differs from an MPSU protocol.
Table 2: Description of symbols in this work.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>Number of parties</td>
</tr>
<tr>
<td>t</td>
<td>Collusion resistance, for us ( t = n - 1 )</td>
</tr>
<tr>
<td>( \mathcal{P}_i )</td>
<td>Party ( i )</td>
</tr>
<tr>
<td>( x_i )</td>
<td>Party ( \mathcal{P}_i )’s input bit</td>
</tr>
<tr>
<td>( pk )</td>
<td>Public key</td>
</tr>
<tr>
<td>( sk_i )</td>
<td>Secret key of party ( \mathcal{P}_i )</td>
</tr>
<tr>
<td>( f_{ij}^x )</td>
<td>Xth evaluation pattern over party ( \mathcal{P}_i )’s bits</td>
</tr>
<tr>
<td>( k )</td>
<td>Maximum set size, so (</td>
</tr>
<tr>
<td>( \mathcal{U} )</td>
<td>Universe of elements</td>
</tr>
<tr>
<td>( X_i )</td>
<td>The set of party ( \mathcal{P}_i )</td>
</tr>
<tr>
<td>( X_i[j] )</td>
<td>Bin ( j ) of party ( i )’s set representation</td>
</tr>
<tr>
<td>( N )</td>
<td>Number of elements in a Bloom filter</td>
</tr>
<tr>
<td>( m )</td>
<td>Number of bins in a Bloom filter</td>
</tr>
<tr>
<td>( h )</td>
<td>Number of hashes in a Bloom filter</td>
</tr>
<tr>
<td>( \varepsilon )</td>
<td>Error rate of a membership query</td>
</tr>
<tr>
<td>( N )</td>
<td>Length of a vector of bits</td>
</tr>
<tr>
<td>( T )</td>
<td>Number of ones in a vector of bits</td>
</tr>
<tr>
<td>( R )</td>
<td>Maximum number of iterations</td>
</tr>
<tr>
<td>( D )</td>
<td>Number of splits per iteration</td>
</tr>
<tr>
<td>( DCR )</td>
<td>Decisional Composite Residuosity</td>
</tr>
<tr>
<td>( TDP )</td>
<td>Trapdoor Permutations</td>
</tr>
<tr>
<td>( DDH )</td>
<td>Decisional Diffie-Hellman</td>
</tr>
<tr>
<td>( ECDDH )</td>
<td>Elliptic-Curve Decisional Diffie-Hellman</td>
</tr>
</tbody>
</table>

3.2 Bloom filters

A Bloom filter is an approximate data structure for representing sets. It consists of \( m \) bins initially set to 0. When inserting an element into the Bloom filter, the values of several bins selected by \( h \) hash functions are changed to 1. We denote such a hash function by \( \mathcal{H}_i \), where \( i \) is the seed. The function maps elements uniformly to \( \{0, \ldots, m - 1\} \). In our implementation, we use the xxh3 hash function [14], which is a fast statistical hash function. We map the results to the correct range using a modulo operation. Note that the hash function does not have to be cryptographically secure, as the security of Bloom filter-based private set operations does not rely on the security of the hash function. Algorithm 1 describes how to create the Bloom filter of a set \( X \).

Algorithm 1: Creates a Bloom filter for set \( X \)

1: procedure \( \text{CREATEBF}(X, m, h) \)
2: \( \hat{X} \leftarrow \{0, \ldots, 0\} \) \( \triangleright \) Bit vector of length \( m \)
3: for \( x \in X \) do
4: \( \text{for } i \in \{1, \ldots, h\} \) do
5: \( \hat{X}[\mathcal{H}_i(x)] \leftarrow 1 \)
6: return \( \hat{X} \)

To check whether a Bloom filter contains a given element, we check whether the corresponding bins chosen by the hash functions are indeed all set to 1. This operation is approximate because it might falsely conclude that an element is contained in the Bloom filter when the bins were set to 1 by coincidence through the insertion of other elements. Fortunately, this problem is well-studied, and Goel & Gupta [20] provide an upper bound for the probability of such a false positive \( \varepsilon \) when \( N \) elements have been inserted in a Bloom filter:

\[
\varepsilon \leq \left(1 - e^{-\frac{h(N+0.5)}{m+1}}\right)^h. \tag{2}
\]

In practice, we only tolerate a maximum probability of false positives \( \varepsilon \). So, we want to select the most compact Bloom filter to satisfy this constraint, which leads to a convex minimization problem:

\[
\min_{h \geq 1} \left[ \frac{h(N+0.5)}{\ln 1 - \varepsilon} \right] + 1. \tag{3}
\]

Finally, one can combine multiple Bloom filters to construct a filter representing the intersection or union using logical operations. For example, computing an \( \text{AND} \) operation between the bins of two respective filters yields a third filter representing their intersection, where \( \varepsilon \) is equal to that of the original Bloom filters [33].

4 PRIVATE ORS & ANDS

In this section, we present a new protocol for privately performing OR and AND operations among multiple parties. That is, each party has an input bit, and the leader outputs the result of the logical operation over all these bits without revealing them or how many bits were true. The intuition behind our protocol is that the OR operation can be modeled as a summation by outputting 0 only when the sum of all inputs is 0. When at least one of the inputs is 1, the leader retrieves randomness instead, preventing the sum from revealing how many inputs were 1. By leveraging the fact that parties can submit any randomness when the input is 1, we introduce optimizations. In this section, we propose our OR protocol. An AND protocol follows by DeMorgan’s law:

\[
x_1 \land \cdots \land x_n = \overline{x_1} \lor \cdots \lor \overline{x_n}. \tag{4}
\]
key $pk$. Each party chooses their secret key randomly $sk_i \in \mathbb{Z}_q$. Then, they send $pk_i \leftarrow sk_i G$ to the leader $P_1$, where $G$ is the public generator element. $G$ is typically chosen by the same authority that chooses group $\mathcal{G}$. Eventually, the leader computes and broadcasts public key $pk \leftarrow \sum_{i=1}^n pk_i$. This setup operation can also take place in a distributed fashion, where each party broadcasts $pk_i$. The result is a threshold version of ElGamal that requires all parties to decrypt, denoted by $(n, n)$-ElGamal. One can also use a custom $(t, n)$ setup, although this would lower the protocol’s collusion resistance to $t$. We present our private OR protocol in Protocol 4.1.

Instead of expressing this protocol as ElGamal operations, we use raw curve elements to perform multiple optimizations. First, we alter the encryption operation in step 1 of the protocol; since parties only have to encrypt the identity $O$ when $x_1 = 0$, or any randomness when $x_1 = 1$, we let parties either create a valid encryption of $O$ or simply choose two random curve points. To ensure that the protocol takes a constant run time, the parties perform two fixed-basepoint multiplications.

**Private OR protocol**

1. Each party $P_i$ for $i = 1, \ldots, n$ computes $(\alpha_i, \beta_i)$, where $y_i, y'_i \in \mathbb{Z}_q$:
   
   \[
   (\alpha_i, \beta_i) \leftarrow \begin{cases} (y_i G, y_i pk) & \text{if } x_i = 0 \\ (y'_i G, y'_i pk) & \text{if } x_i = 1 \end{cases}
   \]

   and each assistant $P_i$ for $i = 2, \ldots, n$ sends compressed $(\alpha_i, \beta_i)$ to the leader $P_1$.

2. The leader $P_1$ computes $(\alpha, \beta)$, where $r_1 \in \mathbb{Z}_q$:
   
   \[
   (\alpha, \beta) \leftarrow r_1 \sum_{i=1}^n \alpha_i, r_1 \sum_{i=1}^n \beta_i
   \]

   and sends compressed $(\alpha, \beta)$ to the assistants.

3. Each assistant $P_i$ for $i = 2, \ldots, n$ replies with compressed $(\alpha_i, \beta_i)$, where $r_i \in \mathbb{Z}_q$:
   
   \[
   (\alpha_i, \beta_i) \leftarrow r_i \alpha, r_i \beta
   \]

4. The leader $P_1$ computes $(\bar{\alpha}, \bar{\beta})$:
   
   \[
   (\bar{\alpha}, \bar{\beta}) \leftarrow \left( \sum_{i=1}^n \alpha_i, \sum_{i=1}^n \beta_i \right)
   \]

   and sends compressed $\bar{\alpha}$ to the assistants.

5. Each party $P_i$ for $i = 1, \ldots, n$ computes $\bar{\alpha}$:
   
   \[
   \alpha_i \leftarrow sk_i \bar{\alpha}
   \]

   and each assistant $P_i$ for $i = 2, \ldots, n$ sends compressed $\alpha_i$ to the leader $P_1$.

6. The leader $P_1$ returns the result $z$:
   
   \[
   z \leftarrow \sum_{i=1}^n \sigma_i \neq \bar{\beta}.
   \]

**Protocol 4.1: Our multi-party private OR protocol.**

A second optimization that is particularly relevant for our composed private logic comes by letting the leader randomize the summation in step 2 rather than step 3 like the assistants. In doing so, the aggregated ciphertext does not reveal its constituent ciphertexts without having to perform a rerandomization operation by adding a fresh encryption of $O$. Finally, instead of performing a full ElGamal decryption, the leader sums all $\alpha_i$ and checks if it equals $\bar{\beta}$, saving a point subtraction in the process. We also optimize point compression when performing multiple OR operations in parallel. We elaborate on this in Section 4.5, where we summarize the cost in elliptic curve operations.

Note that it is technically possible in the semi-honest model to let parties generate random encryptions for which they do not know the plaintext value, and replace steps 1 to 3 of the protocol. Since the parties are semi-honest, they would follow this protocol faithfully. However, it is not possible to distinguish between those randomly-generated encryptions and encryptions for which the plaintext is known. So, such a protocol does not translate to the malicious model using zero-knowledge proofs. We pose that our current protocol does not suffer from such caveats.

### 4.2 Composed logic

In the previous protocol, each party $P_1$ contributes one bit $x_i$ and the leader outputs $x_1 \lor \cdots \lor x_n$. The parties can also perform multiple parallel operations, where each party submits $k$ bits, and the leader outputs the $k$ results of the OR operations. An interesting case arises when the leader wants to compute an OR operation over bits of its choosing, which is a generalization of the former functionality. In this section, we propose Protocol 4.2 for this purpose. We show that this protocol is also privacy-preserving, and that the assistants do not learn the pattern of bits selected by the leader.

**Private composed OR protocol**

1. Each party $P_i$ for $i = 1, \ldots, n$ computes $(\alpha^i, \beta^i)$, where $y^i, y'^i \in \mathbb{Z}_q$ and $j = 1, \ldots, m$:
   
   \[
   (\alpha^i, \beta^i) \leftarrow \begin{cases} (y^i G, y_i pk) & \text{if } x^i = 0 \\ (y'^i G, y'_i pk) & \text{if } x^i = 1 \end{cases}
   \]

   and each assistant $P_i$ for $i = 2, \ldots, n$ sends compressed $(\alpha^i, \beta^i)$ to the leader $P_1$.

2. The leader $P_1$ computes $(\alpha^i, \beta^i)$, where $r_i \in \mathbb{Z}_q$ and $t = 1, \ldots, k$:
   
   \[
   (\alpha^i, \beta^i) \leftarrow r_i \sum_{i=1}^n \alpha^i, r_i \sum_{i=1}^n \beta^i
   \]

   and sends compressed $(\alpha^i, \beta^i)$ to the assistants.

The parties continue the remaining steps in the same way as they did in Protocol 4.1, albeit as $k$ parallel runs over $(\alpha^i, \beta^i)$ for $t = 1, \ldots, k$. The leader outputs results $z^t$.

**Protocol 4.2: Our composed OR protocol, where the leader chooses the bits to perform the logic over.**
More formally, we let the leader select an evaluation pattern \( f^t_i \) that is a subset of \( \{1, \ldots, k\} \), representing the index of the bits of party \( P_i \) that should be incorporated in the \( t \)th logic operation. For example, \( \forall f^t_1 = \{1, \ldots, k\} \) would denote that the first logic operation incorporates all parties’ bits, so the leader would learn the OR over all submitted bits. If \( f^t_i = 0 \), this \( t \)th evaluation does not incorporate any of the leader \( P_i \)’s bits. The equivalent private composed AND protocol achieved through DeMorgan’s law forms the basis for the Bloom filter-based MPSI protocol in Section 6.

### 4.3 Correctness

Protocol 4.2 must output \( x_1 \lor \cdots \lor x_n \) with overwhelming probability, which also implies the correctness of Protocol 4.1. In other words, the output is only 0 when all inputs were 0, otherwise it is 1:

**Theorem 4.1.** With overwhelming probability, \( z^t = 0 \) if and only if \( \forall i \in \mathbb{N}, j \in f^t_i \, x^t_j = 0 \).

**Proof.** We first prove the sufficient condition, so \( z^t = 0 \) when \( \forall i \in \mathbb{N}, j \in f^t_i \, x^t_j = 0 \). Following the protocol’s last step, it must hold:

\[
\bar{\beta} = \sum_{i=1}^{n} \alpha^t = \sum_{i=1}^{n} sk_i \bar{\alpha}^t = sk \bar{\alpha}^t ,
\]

where \( sk = \sum_{i=1}^{n} \), the underlying key of the threshold cryptosystem. After substituting steps 3 and 4, we get:

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} r^t_i \beta^t = sk \sum_{i=1}^{n} \sum_{j=1}^{n} r^t_i \alpha^t .
\]

Now, we show that \( \beta^t = sk \alpha^t \) by substituting steps 1 and 2 and using the fact that \( pk = sk \bar{G} \):

\[
r^t_i \sum_{i=1}^{n} \sum_{j=1}^{n} y^t_j pk = sk r^t_i \sum_{i=1}^{n} \sum_{j=1}^{n} y^t_j G ,
\]

\[
r^t_i \sum_{i=1}^{n} \sum_{j=1}^{n} y^t_j pk = r^t_i \sum_{i=1}^{n} \sum_{j=1}^{n} y^t_j pk .
\]

Next, we prove the necessary condition, so \( z^t = 1 \) when \( \exists i \in \mathbb{N}, j \in f^t_i \, x^t_j = 1 \) with overwhelming probability. Since some \( x^t_j = 1 \), the corresponding \( y^t_j \) in the LHS of Equation 8 will be replaced by some \( y^t_j \in \mathbb{G} \). As a result the equality only holds with a uniformly random probability of \( \frac{1}{q} \), which is negligible. □

### 4.4 Privacy

We now provide a simulation-based proof to formally show that our protocols are indeed private in the semi-honest model, following the requirements for a deterministic functionality as described in [30]. Notice that when \( f^t_i = \{i\} \) for \( t = 1, \ldots, k \) and \( i = 1, \ldots, n \), Protocol 4.2 reduces down to \( k \) parallel executions of Protocol 4.1. In other words, proving security of the first implies security of the latter. For this reason we only provide such a proof for Protocol 4.2. We pose that our protocol is secure against \( n - 1 \) colluding parties, so two cases arise:

1. The leader is honest and up to \( n - 1 \) assistants are colluding.
2. The leader is colluding with up to \( n - 2 \) assistants.

Multiple parts of our proof rely on the following lemma:

**Lemma 4.2.** Consider group \( \mathbb{G} \) for which the decisional Diffie-Hellman (DDH) assumption is assumed to hold. Given element \( G' \in \mathbb{G} \), unknown randomness \( r \in \mathbb{Z}_q \), and \( p = sG' \) for the unknown \( s \in \mathbb{Z}_q \), it holds that:

\[
(rG', rsG') \overset{\text{H}}{\cong} (\mathbb{R}(\mathbb{G}), \mathbb{R}(\mathbb{G})) .
\]

**Proof.** The first term is statistically indistinguishable from randomness, since \( r \in \mathbb{Z}_q \), so \( rG' \overset{\text{H}}{\cong} \mathbb{R}(\mathbb{G}) \). The second term \( rsG' \) is computationally indistinguishable by the DDH assumption in Definition 3.1 by taking \( a \leftrightarrow r, b \leftrightarrow s, G' \leftrightarrow G' \) (so \( bG \leftrightarrow p \)). So, \( rsG' \overset{\text{c}}{\cong} \mathbb{R}(\mathbb{G}) \). □

We first prove that a simulator exists for the first case, which generates a view for up to \( n - 1 \) colluding assistants that is indistinguishable from their own, given these parties’ inputs.

**Theorem 4.3.** For a set of colluding parties \( C \subseteq \{2, \ldots, n\} \) there exists a simulator \( S_1 \) so that:

\[
S_1(\cdot) \overset{\text{H}}{\cong} \bigcup_{c \in C} v_c(x_c) .
\]

**Proof.** We construct simulator \( S_1 \). The simulator takes no inputs because in this case, we can generate an indistinguishable view without explicitly incorporating them. Since the colluding parties are all assistants, the simulator also does not consider any output of the protocol. The view generated by the simulator is a complete set of simulated messages from the honest parties, because the channels are public: \( (\alpha^t, \beta^t, \bar{\alpha}^t) \) and \( (\alpha^t, \beta^t, \bar{\alpha}^t, \bar{\alpha}^t) \) for all honest \( P_i \), in other words \( i \in C \).

Simulator \( S_1 \) generates the view by sampling random elements from the curve group for all the aforementioned messages except for \( \bar{\alpha}^t \) and \( \bar{\beta}^t \), which it computes by executing step 4. We show that such a view is indeed indistinguishable from the actual views.

For step 1 of the protocol, we must show that it holds that \( \langle \alpha^t, \beta^t \rangle \overset{\text{H}}{\cong} (\mathbb{R}(\mathbb{G}), \mathbb{R}(\mathbb{G})) \), or more specifically:

\[
\langle y^t_i, y^t_i \rangle (pk) \overset{\text{H}}{\cong} (\mathbb{R}(\mathbb{G}), \mathbb{R}(\mathbb{G})) ,
\]

\[
\langle y^t_i, y^t_i \rangle (pk) \overset{\text{H}}{\cong} (\mathbb{R}(\mathbb{G}), \mathbb{R}(\mathbb{G})) .
\]

Equation 10 holds because \( y^t_i \) and \( y^t_i \) are sampled randomly, covering the case where \( x^t_j = 1 \). Next, Equation 11 holds by Lemma 4.2 where \( c \leftrightarrow sk, G' \leftrightarrow G, r \leftrightarrow y^t_i \), covering the case \( x^t_j = 0 \).

For step 2 of the protocol we must show \( \langle \alpha^t, \beta^t \rangle \overset{\text{H}}{\cong} (\mathbb{R}(\mathbb{G}), \mathbb{R}(\mathbb{G})) \).

To simplify notation, we say that:

\[
\epsilon^t \left\{ \begin{array}{ll} y^t_i & \text{if } x^t_j = 0 \\ y^t_i & \text{if } x^t_j = 1 \end{array} \right. .
\]

Then, our former statement holds by Lemma 4.2, where:

\[
r \leftrightarrow r^t_i, \quad G' \leftrightarrow \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha^t_i, \quad s \leftarrow \sum_{i=1}^{n} \sum_{j=1}^{n} y^t_i,
\]

and \( s \) is unknown because it is a factor of the unknown key \( sk \).

For step 3 of the protocol we must show \( \langle \alpha^t, \beta^t \rangle \overset{\text{H}}{\cong} (\mathbb{R}(\mathbb{G}), \mathbb{R}(\mathbb{G})) \).

Again, this holds by Lemma 4.2, where \( r \leftrightarrow r^t_i, G' \leftrightarrow r^t_iG' \), and \( s \leftrightarrow r_s \). Here we reuse the values from our previous argument.
For step 4 of the protocol, the simulator executes the step as usual for $\sigma_i$. For corrupted parties $c \in C$, the simulator samples $(\sigma_i, \rho_i) \leftarrow (R(G), R(G))$, which is statistically indistinguishable from the actual view.

For step 5 of the protocol we must show that $\sigma_i \not\in R(G)$. This holds because $sk_i$ is unknown to the corrupted parties and is sampled uniformly from $G$.

We also prove that a simulator exists that generates a view for a colluding leader and up to $n-2$ colluding assistants in Theorem C.1 in Appendix C, which is indistinguishable from their own, given these parties’ inputs and the protocol’s output. Moreover, apart from being private on paper, we show that our implemented protocol indeed runs in constant-time in the next subsection.

### 4.5 Efficiency

When presenting the protocol, we hinted that we can optimize the point compression step when performing multiple OR operations in parallel. The reason is that the compression operation is batchable, if we allow the compressed point to be doubled. Note that for steps 1 to 4 of this protocol, this has no impact on the encrypted value, but for steps 5 and 6 there will be a factor 2 discrepancy between $\sigma$ and $\beta$. Fortunately, one can compensate for this in the secret keys. In short, after generating the public key $pk$, each party divides their secret key by 4 offsetting the factor induced by batch-compressions, so the actual key becomes $sk \leftarrow \frac{1}{4}sk_i$.

We summarize the computational cost of our protocol in Table 3 as the number of elliptic curve operations performed, and compare it against the naive approach of computing $(r_1 + \cdots + r_n)(x_1 + \cdots + x_n)$ using additively homomorphic encryption. Communication-wise, the leader must send four compressed points to each assistant, while each assistant sends five compressed points to the leader. Given our choice of Curve25519, this means that for one private logic operation, the leader sends $128(n-1)$ bytes and an assistant sends 160 bytes. Asymptotically, both the computational and communicational complexities are $O(n)$ for the leader and $O(1)$ for an assistant, although the number of point multiplications stays constant, regardless of $n$. As described in Section 2.1, one can also perform this arithmetic circuit using secret sharing. However, the total communication cost would scale quadratically with $n$ since it requires all parties to communicate. We analytically compare the communication cost of this approach with our protocol in Figure 1, where shares are 5 bytes in size and the parties compute the multiplication using pre-distributed Beaver triplets. For $n \geq 10$, the communication overhead of this approach would exceed that of our protocol.

### Table 3: EC operations for our private OR protocol on one bit.

<table>
<thead>
<tr>
<th></th>
<th>Addition</th>
<th>Fixed mult.</th>
<th>Variable mult.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive</td>
<td>Leader</td>
<td>$5n-1$</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Assistant</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Ours</td>
<td>Leader</td>
<td>$5n-7$</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Assistant</td>
<td>-</td>
<td>2</td>
</tr>
</tbody>
</table>

While we described our private OR protocol to function on single-bit inputs, the parties can perform this operation on many bits in parallel. We explicitly use this technique to perform efficient MPSI and MPSU protocols. We provide an open-source implementation of such parallel ORs and ANDs. In our implementation, we do not simulate communication delays, but we do route the messages through Unix streams. Figure 2 shows the run time of our private OR protocol on 1024 bits in parallel for an increasing number of inputs that are 1. The figure underlines that the run time of our protocol indeed does not depend on the input. In the remainder of this work we perform all our experiments on a Unix machine with 30 virtual Intel® Xeon® Cascade Lake CPUs at 3100 MHz. We assign each party one execution thread to run on. The machine also has 120 GB of memory allocated to it, but in our experiments we only use a fraction of this. All our implementations are written in Rust.

### 5 PRIVATE SET OPERATIONS FOR SMALL UNIVERSES

One approach for computing a set intersection is to check for each element in the universe that it is present in all the sets. For the union, one checks if an element occurs in at least one of the sets. This is the idea behind the protocols of Bay et al. [4], which use the bitset representation. A bitset represents a set as a vector of bits corresponding to each element in the universe. When an element
is in the set, the corresponding bit is set to 1; otherwise, it is 0. Computing the intersection then constitutes an element-wise AND operation, and the union constitutes an OR operation. In this section, we instantiate such bitset-based protocols using our private AND and OR protocols, as presented in Protocol 5.1.

### MPSI protocol for small universes

1. All parties $P_i$ for $i = 1, \ldots, n$ compute the bitset $\tilde{X}_i$ of their set $X_i$:
   \[ \tilde{X}_i[j] = \begin{cases} 1 & \text{if } j \in U \\ 0 & \text{otherwise} \end{cases} \]
2. All parties $P_i$ for $i = 1, \ldots, n$ take part in a private AND protocol on $\tilde{X}_i$, so the leader $P_1$ retrieves $\tilde{Z}$.
3. The leader $P_1$ returns the result $Z$:
   \[ Z = \{ j \in U \mid \tilde{Z}[j] = 1 \} \]

#### Protocol 5.1: A bitset-based MPSI protocol. An MPSU protocol would use a private OR protocol instead.

This MPSI protocol inherits its security properties from the private AND protocol since the private data is only accessed during the execution of that sub-protocol. The same holds for the MPSU protocol. The efficiency of these protocols is also decided by the private logic protocols as they dominate the computation required. The efficiency of these protocols is also decided by the private logic protocols as they dominate the computation required.

We experimentally compare the run time of this MPSI protocol with the implementation by Bay et al. [4] using the same setup as before. Note, however, that the original work uses a 1024 bit modulus to instantiate the Paillier cryptosystem, which corresponds to a legacy security strength of 80 bits. To ensure a fair comparison and cryptographic security, we instead choose a 3072 bit modulus as per NIST’s standard [3], corresponding to 128 bits of security. The results of this experiment are in Figure 3.

For $n = 2$ and $|U| = 256$, this protocol outperforms the implementation by Bay et al. by almost two orders of magnitude. While, the implementation by Bay et al. seems to be hardly affected by the number of parties in Figure 3, this is an artifact of the logarithmic axis. The absolute increase in run time when the number of parties grows is comparable to ours: for $|U| = 256$, Bay et al. takes 9.47, 9.62, 9.73 seconds for $n = 2, 5, 10$, while this protocol takes 0.12, 0.20, 0.34 seconds.

Finally, notice that Protocol 5.1 can actually be further optimized by instantiating it with a composed AND protocol, in exchange for leaking the leader’s set size. The initial steps of this protocol would still scale with $|U|$, but the remaining steps would scale with $k$.

### 6 PRIVATE SET INTERSECTIONS FOR LARGE UNIVERSES

In practice, the size of a party’s set is often significantly smaller than the size of the universe, meaning $k \ll |U|$. In this section, we instantiate an MPSI protocol with our private logic that scales only with $k$ rather than $|U|$ in exchange for a false positive rate $\epsilon$.

The difference between this protocol and the MPSI protocol for small universes is that parties represent their set as a Bloom filter rather than a bitset. As we discuss in Section 6.3, this causes the protocol to scale independently of the size of the universe. We aggregate the Bloom filters similarly to bitsets, but using our private composed AND protocol. We adapt this idea from Bay et al. [5], although the same idea has been applied more often in MPSI protocols, such as by Miyaji & Nishida [31] and Debnath et al. [16], but these suffer from security flaws as described in Section 2.1.

We present the updated Protocol 6.1, where $X_i[t]$ represents the $t$th element of the leader’s set. Here, the parties engage in a private composed logic protocol to ensure that no information is leaked from the resulting Bloom filter. In other words, the leader computes an AND operation between the bins corresponding to each of its elements, essentially performing at most $k$ private membership checks. The privacy of the leader’s elements in turn relies on the assistants not learning the evaluation pattern $f^t$. We provide more details on the security properties of the protocol in Section 6.2.

#### MPSI protocol for large universes

1. All parties $P_i$ for $i = 1, \ldots, n$ compute the Bloom filter $\tilde{X}_i$ of their set $X_i$:
   \[ \tilde{X}_i = \text{CreateBF}(X_i, m, h) \]
2. All parties $P_i$ for $i = 1, \ldots, n$ take part in a private composed AND protocol on $\tilde{X}_i$ with $f^t_i = \{ H_j(X_i[t]) \mid t = 1, \ldots, k, j = 1, \ldots, h \}$, so that the leader $P_1$ retrieves $\tilde{Z}$.
3. The leader $P_1$ returns the result $Z$:
   \[ Z = \{ X_i[t] \mid \tilde{Z}[t] = 1 \text{ for } t = 1, \ldots, k \} \]

6.1 Correctness

There are three properties that must hold with overwhelming probability for the protocol to be correct:

- When all parties have an element $X_i[t] = x$ in their set it must hold that $\hat{Z}[t] = 1$.
- When the leader has an element $X_1[t] = x$ but at least one other party does not have $x$ in their set $\hat{Z}[t] = 0$ must hold.
- When an element $x \notin X_1$ it must hold that $x \notin Z$.

For the first case, notice that $\hat{X}_1[j] = 1$ for all parties $i = 1, \ldots, n$ and $j = \{H_i(x), \ldots, H_b(x)\}$ after the parties create their Bloom filters. Since $X_1[t] = x$, it holds that:

$$\hat{Z}[t] \equiv \bigwedge_j \hat{X}_1[j] \wedge \cdots \wedge \hat{X}_n[j] = 1.$$  \hfill (13)

In the second case, there is a probability $\epsilon$ that all bins corresponding to the element $x$ are set to 1. However, as explained in Section 3.2, we can choose parameters so that $\epsilon$ is negligible. Then, with overwhelming probability, there is at least one party $i'$ and Bloom filter bin $j'$ for which it holds that $\hat{X}_{i'}[j'] = 0$. Now:

$$\hat{Z}[t] \equiv \cdots \wedge \hat{X}_{i'}[j'] \wedge \cdots = 0.$$  \hfill (14)

In the last case, for each $t = 1, \ldots, k$ it also holds with overwhelming probability that at least for one bin $\hat{X}_i[j'] = 0$ with $j' \in \{H_i(x), \ldots, H_b(x)\}$. As a result:

$$\hat{Z}[t] \equiv \cdots \wedge \hat{X}_i[j'] \wedge \cdots = 0.$$  \hfill (15)

6.2 Privacy

Since the leader chooses the evaluation pattern to reflect the operation of checking whether an element is contained in the Bloom filter, the protocol’s entire security against relies on the private logic primitive. Note that if we had not used the composed AND protocol and therefore exposed the entire resulting Bloom filter, the protocol would leak information that is inherent to the way Bloom filters combine under intersections. This problem was also hinted at in previous works [10, 17]. This leakage arises because it does not necessarily hold that:

$$\text{CreateBF}(X_1 \land \cdots \land X_n, m, h) = \text{CreateBF}(X_1) \land \ldots \land \text{CreateBF}(X_n).$$  \hfill (16)

which occurs when 1s in the input Bloom filters not belonging to the actual intersection align by accident.

6.3 Efficiency

We rewrite Equation 2 to isolate $m$:

$$\epsilon \leq \left(1 - e^{-\frac{h(N+0.5)}{m-1}}\right)^h.$$  \hfill (17)

$$m \geq \frac{h(N+0.5)}{\ln 1 - \frac{\sqrt{\epsilon}}{\sqrt{\epsilon}}} + 1.$$  \hfill (18)

$$m \geq \left(\frac{h}{\ln 1 - \frac{\sqrt{\epsilon}}{\sqrt{\epsilon}}}\right)N - \left(\frac{0.5h}{\ln 1 - \frac{\sqrt{\epsilon}}{\sqrt{\epsilon}}}\right) + 1.$$  \hfill (19)

As such, for a constant $h$ and $\epsilon$, it holds that the minimal number of bins $m$ scales linearly with $N$. In short, $m = O(N)$. In practice we choose $h$ depending on $\epsilon$ and $N$. To choose the smallest $m$ in that situation. Each party takes part in $h$ of such operations over $m$ bits, so the computational complexity for the leader is $O(nmh)$, and for an assistant is $O(m)$. Since $m = O(N)$ and $N = k$, we write the final complexities as $O(nkh)$ for the leader and $O(k)$ for an assistant.

6.4 Results

Since we expect to see the same advantage over the work by Bay et al. [5] as we saw for bitsets, we only compare our protocol against the work by Kolesnikov et al. [28]. The experimental setting in the original implementation differs from ours: each party has access to $n - 1$ threads, but in our setting, each party is allocated a single thread. Since [28] was executed on a powerful machine with two 36-core CPUs, this makes the run time scale linearly with the number of parties $n$. In the same way, for a sufficiently large number of threads, our protocol runs independently of set size $k$, but we do not consider this a realistic setup. For these reasons, we use an alternative implementation in our experiments that spawns a single thread for each party. As a second benefit, this implementation is also written in Rust, which we argue constitutes a fair comparison. In both protocols, parties communicate via Unix streams.

We provide results of our work and the work by Kolesnikov et al. [28] in Figure 4, comparing run time for an increasing set size $k$ as well as an increasing number of parties $n$ when $\epsilon = 0.1\%$. While their protocol is faster for $n = 2$, our protocol is faster for larger values of $n$. Such an error rate may be permissible in situations where false positives are not detrimental. For example when multiple parties compare sets of potentially malicious IP addresses to highlight a subset of suspicious addresses to investigate further.

Of course, if one chooses an arbitrarily large $\epsilon$, our protocol always outperforms the protocol by Kolesnikov et al., but the resulting set will be almost random. Instead, we study what value $\epsilon$ should take to match their performance. To do so, we run our MPSI protocol for increasing $n$ on the error rates $\epsilon = 2^{-1}, 2^{-2}, \ldots, 2^{-25}$ and compare at what point our protocol runs faster. We plot the results in Figure 5. One can observe that even when we tolerate a false positive rate $\epsilon = 0.01\%$, our protocol is faster for $n \geq 3$, denoted by the arrow.
7 PRIVATE SET UNIONS FOR LARGE UNIVERSES

When \( k \ll |\mathcal{U}| \), a bitset representation would be filled almost entirely with 0s, but we are only interested in searching for the 1s. To prevent wasting computations on this sparse vector, we propose a divide-and-conquer algorithm that isolates these 1s. The intuition is as follows: Each party splits their bit vector into \( D \) partitions and locally computes the logical OR of the bits in each partition. After that, the parties take part in our private OR protocol on the aggregated bits. In this way, they can discard all partitions for which the result is 0, as none of the original bits in the partition is a 1. As a concession, this approach allows the assistants to learn information about the final set union, but they do not learn more than the leader. The parties repeat this process until a partition only contains one bit. We provide an example of this process in Figure 6. Instead of running 27 private OR protocols, the example only requires 15 runs. For larger universes, the difference will be even greater. We provide a formal description in Protocol 7.1.

Figure 6: Example of the divide-and-conquer approach with two parties, \( N = 27 \), \( T = 2 \) and \( D = 3 \).

### MPSU protocol for large universes

1. All parties \( P_i \) for \( i = 1, \ldots, n \) compute the bitset \( \hat{x}_i \) of their set \( X_i \):

\[
\hat{x}_i[j] = \begin{cases} 1 & \text{if } j \in \mathcal{U} \\ 0 & \text{otherwise} \end{cases}
\]

2. All parties \( P_i \) for \( i = 1, \ldots, n \) execute \textsc{DivideAndConquer}(\( \hat{x}_i, D \)), computing the bitwise OR between their bitsets so that the leader \( P_1 \) retrieves \( \hat{Z} \).

3. The leader \( P_1 \) returns the result \( Z \):

\[
Z = \{ j \in \mathcal{U} \mid \hat{Z}[j] = 1 \}
\]

Protocol 7.1: Our multi-party private set union protocol, relying on Algorithms 2 and 3 from Appendix D.

### 7.1 Choosing the number of divisions

Consider a vector with \( N = 16 \) bits, of which only one is 1. When the number of ones \( T = 1 \) and the number of divisions \( D = 2 \), we must perform four iterations of the divide-and-conquer approach to reach partitions containing only one bit. Notice that since \( T = 1 \), we always discard all but one division. In the general case, we require \( \log_D N \) iterations of \( D \) runs of the OR protocol, so we require \( D \log_D N \) private ORs in total. When \( T > 1 \), we can extend this to a loose upper bound of \( TD \log_D N \). After all, in the worst case, each 1 ends up in a separate partition at each iteration.

While the optimal choice of \( D \) is Euler’s constant \( e \) (see Appendix D), this is not practically attainable:

- For ease of implementation, we want \( D \) to be an integer.
- For a small \( D \) and large \( |\mathcal{U}| \), we require many iterations.
- For a constant number of rounds, \( D \) cannot be constant.

Instead of choosing \( D = e \), we select a suitable number of divisions based on a specified maximum number of iterations \( R \). Let us define the function ORs that returns the expected number of private ORs; then choosing \( D \) comes down to a minimization problem:

\[
\min_{D \geq \sqrt[|\mathcal{U}|]{N}} \text{ORs}(T, N, D) . \tag{20}
\]

The reason that \( D \geq \sqrt[|\mathcal{U}|]{N} \) is that splitting a vector into \( D \) parts for \( R \) iterations allows us to reach exactly \( N = D^R \) partitions of size 1 in the final round.

To describe ORs, we analyze the cost of each iteration. The first iteration requires \( C_0 = D \) OR operations. We can view this as a balls and bins problem, in which \( T \) balls are divided among \( D \) bins. Only those bins that contained at least one ball continue in the protocol. Assuming that such a bin has a limitless capacity, we express the expected number of filled bins by:

\[
\text{spread}(\text{balls}, \text{bins}) = \text{bins} \left( 1 - \exp \left( -\frac{\text{balls}}{\text{bins}} \right) \right) . \tag{21}
\]

We derive this function from Equation 1 in [41] when \( k = 1 \). Given this equation, we express the expected cost of iteration \( i \) by \( C_i = D \text{spread} (T, C_{i-1}) \), since each iteration splits the number
of filled bins of the previous iteration again into \( D \) partitions. This expected cost holds for all but the last iteration, where there may not be as many bits \( N \) as the number of partitions we can form. We compensate for this by computing the expected number of partitions that remain as:

\[
B = \frac{N}{N - D \lfloor \log_D N \rfloor}.
\]

Now, the expected number of private OR operations is:

\[
\text{ORs}(T, N, D) = B \text{ spread}(T, C_{\lfloor \log_D N \rfloor} B) + \sum_{i=0}^{\lfloor \log_D N \rfloor} C_i.
\]

As mentioned before, in the final iteration, we may form more partitions than there are bits. This is only the case when \( \log_D N \) is not a whole number. As such, we reduce the optimal choice for \( D \) that leads to the least OR operations to searching for \( D = \sqrt[N]{N} \), where:

\[
\min_{j=2, \ldots, R} \text{ORs}(T, N, \sqrt[N]{N}) \text{.}
\]

Here, \( j \) is the required number of iterations which is less than or equal to the pre-defined maximum \( R \). To determine \( j \), we evaluate all possible values \( j = 2, \ldots, R \). For the MPSU protocol, the other parameters are \( T = nk \) and \( N = |U| \). We note that we are optimizing for the average case, where 1s are randomly distributed, but ideally the 1s are bundled together. So, if there is some structure in the set elements, one can achieve performance gains by increasing the probability that ones end up together in the same partition.

### 7.2 Privacy

We argue that assuming our MPSU protocol for small universes is privacy-preserving, the same holds for this protocol. Consider two parties \( \mathcal{P}_1 \) and \( \mathcal{P}_2 \) with bitsets:

\[
\mathcal{X}_1 = [x_1^1, x_1^2, \ldots, x_1^{|U|}], \quad \mathcal{X}_2 = [x_2^1, x_2^2, \ldots, x_2^{|U|}] .
\]

Then, in our previous MPSU protocol, these parties would learn:

\[
\left( (x_1^1 \lor x_2^1), (x_1^2 \lor x_2^2), \ldots, (x_1^{|U|} \lor x_2^{|U|}) \right) .
\]

Let us say that the first two bits end up in one partition, then the parties learn:

\[
(x_1^1 \lor x_2^1) \lor (x_1^2 \lor x_2^2) = (x_1^1 \lor x_2^1) \lor (x_1^2 \lor x_2^2) .
\]

So the two parties only learn the logical OR of bits they would have learned regardless in our previous MPSU protocol. In other words, the information they learn is a function of the output, rather than their private inputs. Regarding timing attacks, the divide-and-conquer approach does not strictly run in constant time. Instead, the run time is correlated with the size of the output set.

### 7.3 Efficiency

An upper bound for the number of OR operations, which dominate the performance of the protocol, is \( nkD \log_D |U| \). So, when \( D \) is constant, both the computational and communication complexities are \( O(n^2 \log |U|) \) for the leader, and \( O(nk \log |U|) \) for an assistant. The concrete run time scales with the size of the resulting union.

### 7.4 Results

To the best of our knowledge, there are no public implementations of other MPSU protocols. Comparing against the MPSU protocol for small universes is also infeasible, as the run time would exceed hours for larger universes. Instead, we evaluate the run time of this protocol for a growing maximum number of iterations \( R \) in Figure 7, where the universe has the size of the IPv4 space. The decrease in run time tapers off at 8 iterations, we consider this the optimal choice in this instance. In our experiment we do not simulate additional communication delays, however, one might trade-off this delay with a party’s computational effort. We note that the actual run time of the protocol does not scale linearly with set size, as the probability increases for two elements to map to the same partition, allowing the protocol to discard more partitions.

### 8 Conclusion

In this work, we instantiate existing MPSI and MPSU protocols with elliptic curve-based private logic protocols to perform fast set operations on any size of universe. Our novel private logic protocols may also be of independent interest. Most previous MPSI and MPSU protocols either use significantly slower integer-based homomorphic encryption or oblivious transfers that require interactions between all parties. Our protocols, however, enjoy the low computational cost of elliptic curve operations and function in the star topology. Moreover, we propose a novel MPSU protocol for large universes that uses a divide-and-conquer approach to significantly reduce computation at the cost of more interactions. Still, it remains an open question to design an exact elliptic curve-based MPSI or MPSU that does not depend on the size of the universe.

We open-source a proof-of-concept implementation of all protocols and compare it against the state of the art. We also demonstrate that the protocols’ run times are constant and we underline their security using a simulation-based proof. The protocols are fast enough to be used in practice; the MPSI protocol for small universes is two orders of magnitude faster than the protocol by Bay et al. [4], and for a false positive rate of \( \varepsilon \leq 0.01\% \) the MPSI protocol for large universes consistently outperforms the protocol by Kolesnikov et al. [28] when three or more parties are involved.
ACKNOWLEDGMENTS

We would like to thank the creators of the libraries
dub1 and swanky Rust libraries.

REFERENCES


This leads to a computational complexity of $O(m)$.

The final communication complexity is $O(|U|)$ for an assistant.

(1) Each party sends their encrypted polynomial to $t$ other parties, which takes $O(tk)$ bits.

(2) Each party sends another encrypted polynomial to one other party, which takes $O(k)$ bits.

(3) The leader sends the final encrypted polynomial to all other parties, which takes $O(nk)$ bits.

(4) Each party participates in a group decryption (for each coefficient) by sending their secret shares to $t$ other parties, which takes $O(tk)$ bits.

The final communication complexity is $O(nk)$ for the leader and $O(tk)$ for an assistant.

(1) Each party generates an encrypted polynomial, which takes $O(k)$.

(2) Each party homomorphically multiplies $t + 1$ polynomials, which takes $O(tk^2)$.

(3) Each assistant adds two encrypted polynomials together, which takes $O(k)$.

(4) Each party participates in a group decryption (for each coefficient), which takes $O(tk)$.

This leads to a computational complexity of $O(tk^2)$ for both the leader and an assistant.

A.2 Hazay et al. [23]

(1) Each assistant encodes their set as encrypted polynomial coefficients, which takes $O(k)$.

(2) The leader evaluates the $n - 1$ encrypted polynomials with its $k$ elements, which takes $O(nk^2)$.

(3) The leader sums up the $n - 1$ ciphertexts per element, which takes $O(nk)$.

(4) Several assistants help in the decrypt-to-zero of $k$ ciphertexts, which takes $O(k)$.

(5) The leader combines the resulting shares to compute the final intersection, which takes $O(k)$.

So the computational complexity for the leader is $O(nk^2)$ and for an assistant is $O(k)$. At the cost of bandwidth the authors also propose a computation optimization which takes the leader only $O(nk \log_2 k)$.

A.3 Inbar et al. [24]

(1) Each party performs an OT interaction with each other party to share an XOR-secret share, receiving a constant number of bits for each bin in the Bloom Filter, which takes $O(nm)$ bits.

(2) Each assistant sends its share of the final aggregated Garbled Bloom Filter to the leader, which takes $O(m)$ bits.

This results in a communication complexity of $O(nm)$ for assistants and the leader alike. The original paper reports a complexity of $O(nkh)$, where we pose $O(hk)$ might have been a substitution for $O(m)$.

(1) Each party builds a Bloom Filter and a $t$-shared Garbled Bloom Filter, which takes $O(nm)$.

(2) Each party performs an OT interaction with each other party for every bin in the Bloom Filter, which takes approximately $O(nm)$.

(3) Each party XORs their received secret shares from the OT interaction, which takes $O(nm)$.

(4) The leader XORs their received secret shares, which takes $O(nm)$.

This results in a computational complexity that is also $O(nm)$ for every party.

A.4 Bay et al. [4]

(1) Each assistant sends an encrypted bitset, which takes $O(|U|)$ bits.

(2) The leader sends all assistants at most $k$ aggregated bits, which takes $O(k)$ bits.

(3) Each assistant partially decrypts at most $k$ aggregated bits, which takes $O(k)$ bits.

This results in a communication complexity of $O(nk)$ for the leader and $O(|U|)$ for an assistant.

(1) Each assistant generates an encrypted bitset, which takes $O(|U|)$.

(2) The leader aggregates the results using homomorphic addition for the bins corresponding to its set elements, which takes $O(nkh)$.

(3) Each assistant partially decrypts at most $k$ aggregated bins, which takes $O(k)$.

As a result, the leader performs $O(nkh)$ operations, while the assistants perform $O(|U|)$ operations.
A.5 Debnath et al. [16] & Bay et al. [5]

1. Each assistant sends an encrypted Bloom filter, which takes \( O(m) \) bits.
2. The leader sends all assistants at most \( k \) aggregated bins, which takes \( O(k) \) bits.
3. Each assistant partially decrypts at most \( k \) aggregated bins, which takes \( O(k) \) bits.

This results in a communication complexity of \( O(nk) \) for the leader and \( O(k) \) for an assistant.

1. Each assistant generates an encrypted Bloom filter, which takes \( O(k + m) \).
2. The leader aggregates the results using homomorphic addition for the bins corresponding to its set elements, which takes \( O(nk) \).
3. Each assistant partially decrypts at most \( k \) aggregated bins, which takes \( O(k) \).

As a result, the leader performs \( O(nk) \) operations, while the assistants perform \( O(k) \) operations.

B COMPLEXITIES OF MPSU PROTOCOLS

B.1 Frikken [19]

Following the author’s complexity analysis, the parties each share \( O(nk) \) tuples with two ciphertexts in step 2b of the protocol, so the communication complexity for each individual party is \( O(nk) \) bits. Each party must be online at least once in steps 1a, 1b, 1c, 2b, 3 and 4, so the protocol requires at least 6 stages.

1. Each party encodes its set as encrypted polynomial coefficients, which takes \( O(k) \).
2. Each party \( \mathcal{P}_1 \) homomorphically multiplies \( i \) encrypted polynomials together, which takes at most \( O(nk^2) \).
3. Each party \( \mathcal{P}_1 \) encrypts \( 2k \) values and homomorphically multiplies \( i - 1 \) encrypted polynomials together, which takes at most \( O(nk^2) \).
4. Each party \( \mathcal{P}_1 \) homomorphically multiplies \( i \) ciphertexts together, which takes at most \( O(nk) \).
5. Each party takes part in a secure shuffle protocol with at most \( nk \) tuples, which we assume to be linear with the number of parties and tuples.
6. All parties work together to decrypt at most \( nk \) tuples, which scales linearly with \( n \) and \( k \).

So, the overall computational complexity is \( O(nk^2) \) for each party.

B.2 Seo et al. [36]

In this work, \( p \) is the order of the finite field used in secret sharing. It needs to hold that \( p \leq |U| \), so the computational complexity becomes \( O(n^2k^2 + n^2k^2 \log |U|) \). For brevity, we omit the logarithmic term: \( O(n^2k^2) \).

C EXTENDED SECURITY PROOF

Theorem C.1. For a set of colluding parties \( C \subseteq \{1\} \cup C' \subseteq \{2, \ldots, n\} \) there exists a simulator \( \mathcal{S}_2 \) so that:

\[
\mathcal{S}_2(z) \equiv \bigcup_{c \in C} \text{view}_c(x_c) .
\]  

Proof. We construct simulator \( \mathcal{S}_2 \), which takes the protocol’s output \( z \). The simulator takes no inputs because we can generate an indistinguishable view without explicitly incorporating them. The output of the simulator is a complete set of simulated incoming messages from the remaining honest assistants: \( \{\sigma_1^i, \beta_1^i, \pi_1^i, \mu_1^i, \sigma_1^i\} \) for all honest \( \mathcal{P}_1 \), in other words \( i \in \overline{C} \).

First, the simulator randomly samples \( \langle \sigma_1^i, \beta_1^i \rangle \leftarrow \langle \mathcal{R} (\mathbb{G}), \mathcal{R} (\mathbb{G}) \rangle \) and \( \langle \pi_1^i, \mu_1^i \rangle \leftarrow \langle \mathcal{R} (\mathbb{G}), \mathcal{R} (\mathbb{G}) \rangle \), which are computationally indistinguishable from actual views as argued in Theorem 4.3.

The simulator then generates \( \sigma_1^i \), which depends on the expected output \( z \). If \( z = 1 \), the simulator randomly samples \( \sigma_1^i \leftarrow \mathcal{R} (\mathbb{G}) \). However, if \( z = 0 \), the simulated output would be incorrect with overwhelming probability, as shown at the end of Theorem 4.1. Instead, the simulator will choose one honest assistant \( \mathcal{H} \in \overline{C} \) for which it generates another \( \sigma_H^i \). For the other assistants \( c \in \overline{C} \setminus \{H\} \), the simulator samples \( \sigma_c^i \leftarrow \mathcal{R} (\mathbb{G}) \). The simulator computes:

\[
\sigma_H^i \leftarrow \overline{\beta}^i = \left( \sum_{c \in \overline{C}} \sigma_c + \sum_{c \in \overline{C} \setminus \{H\}} \sigma_c \right)
\]  

(28)

It is clear to see that \( \sum_{i=1}^{\ell} \sigma_i^j = \overline{\beta}^j \), so the output is 0.

Finally, we show that \( \sigma_1^j \) is indeed indistinguishable from the actual views. If it was sampled randomly, then it holds that \( \sigma_1^j \equiv sk_i \overline{\alpha}^j \), because \( sk_i \) is an unknown value sampled randomly from \( \mathbb{Z}_q \). Moreover, since we only choose assistant \( \mathcal{H} \in \overline{C} \) when \( z = 0 \), its \( \sigma_H^i \) is also statistically indistinguishable from an actual view since the other values in the summation are statistically indistinguishable and the output is known to be 0.

D DETAILS OF THE DIVIDE-AND-CONQUER APPROACH

We provide pseudocode for the underlying algorithms of the divide-and-conquer approach for multi-party private set unions on bitsets. Algorithm 2 provides the functionality to split a range up into \( D \) similarly sized partitions.

Algorithm 2 Selects the indices of \( D \) partitions

1. procedure Split(min, max, \( D \))
2. \( s \leftarrow \frac{\text{max-min}}{D} \)
3. indices \( \leftarrow \{\} \)
4. \( i \leftarrow \text{min} \)
5. while \( i < \text{max} \)
6. \( j \leftarrow i + s \)
7. Append \( ([i], [j]) \) to indices
8. \( i \leftarrow j \)
9. return indices

Algorithm 3 in turn uses the splitting algorithm to run the actual recursive MPSU protocol.

Next, we provide a derivation for finding that the optimal partition number \( D = e \). For \( N > 1 \) we have the following minimization problem:

\[
\min_{D>1} D \log_D N .
\]  

(29)
We find the optimum by differentiating for $D$ and determining when the derivative is 0:

$$0 = \frac{d}{dD} D \log_D N,$$

$$= \frac{d}{dD} D \ln N,$$

$$= \frac{\ln N}{\ln D} - \frac{\ln N}{\ln^2 x}.$$

Since $N > 1$, the only solution is $x = e$.

---

**Algorithm 3** Divide-and-conquer approach for one party

1. **procedure** `DivideAndConquer(\tilde{X}, D)`
2. result $\leftarrow [0, \ldots, 0]$ $\triangleright$ Bit vector of length $|\mathcal{U}|$
3. $I_{\text{prev}} \leftarrow [(0, |\mathcal{U}|)]$
4. **while** $|I_{\text{prev}}| > 0$ do
5. $I_{\text{curr}} \leftarrow [\text{Split}(i, j, D) \; \forall (i, j) \in I_{\text{prev}}]$
6. $I_{\text{prev}} \leftarrow []$
7. $\triangleright$ This for loop can be performed in parallel
8. **for** $(i, j) \in I_{\text{curr}}$ do
9. $x \leftarrow \tilde{X}[i] \lor \cdots \lor \tilde{X}[j]$
10. Take part in a private OR protocol with $x$
11. Receive result $z$ from the leader $P_1$
12. **if** $j - i = 1$ then
13. result[$i$] $\leftarrow 1$
14. **else if** $z = 1$ then
15. Append $(i, j)$ to $I_{\text{prev}}$
16. return result