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Abstract—Code-based masking is a recent line of research on masking schemes aiming at provably counteracting side-channel attacks. It generalizes and unifies many masking schemes within a coding-theoretic formalization. In code-based masking schemes, the tuning parameters are the underlying linear codes, whose choice significantly affects the side-channel resilience. In this paper, we investigate the exploitability of the information leakage in code-based masking and present attack-based evaluation results of higher-order optimal distinguisher (HOOD). Particularly, we consider two representative instances of code-based masking, namely inner product masking (IPM) and Shamir’s secret sharing (SSS) based masking. Our results do confirm the state-of-the-art theoretical derivatives in an empirical manner with numerically simulated measurements. Specifically, theoretical results are based on quantifying information leakage; we further complete the panorama with attack-based evaluations by investigating the exploitability of the leakage. Moreover, we classify all possible candidates of linear codes in IPM with 2 and 3 shares and (3, 1)-SSS based masking, and highlight both optimal and worst codes for them.

Relying on our empirical evaluations, we therefore recommend investigating the coding-theoretic properties to find the best linear codes in strengthening instances of code-based masking. As for applications, our attack-based evaluation directly empowers designers, by employing optimal linear codes, to enhance the protection of code-based masking. Our framework leverages simulated leakage traces, hence allowing for source code validation or patching in case it is found to be attackable.


I. INTRODUCTION

Side-channel analyses (SCAs) are among the most powerful attacks against cryptographic implementations. Since the seminal works [1], [2], a very large amount of SCAs have been proposed by exploiting various observable physical leakages in practice, like power consumption [2], [3], electromagnetic emanations [4], [5], etc. In essential, SCAs attempt to extract the sensitive information from noisy measurements containing unintended emissions or leakages, where the measurements are correlated with internal states or behaviors of a cryptographic device.

Along with a large body of attacks, numerous countermeasures have been proposed to protect practical implementations against SCAs. Relying on different strategies and principles, two major lines of countermeasures are hiding and masking [6]. Specifically, the hiding approach attempts to balance the leakage of different key-dependent operations or data, resulting in less informative signals in side-channel measurements [7], [8]. In contrast, the masking approach randomizes the internal states by randomly splitting internal sensitive variables into several shares, which breaks the straightforward connection between the sensitive variables and the measurements. In particular, the latter is preferable since it is featured with the provable security rather than engineering intuitions of designers. More precisely, the key-recovery attack complexity is demonstrated to increase exponentially with the number of shares provided leakages of different shares are independent of each other and noisy enough [9], [10]. However, this exponential complexity provides only a lower bound (e.g., on the least number of measurements to achieve a successful attack) that is usually loose [11], [12]. Additionally, the lower bound is not able to indicate different side-channel resilience of distinct masking schemes, e.g., to compare different masking instances.

Therefore, more quantitative evaluations of side-channel resilience in masked scenarios play a significant role in understanding the concrete security level and verifying the effectiveness of the protections. In the following, we first revisit existing quantitative approaches and then their applications in assessing and comparing various code-based masking schemes described in the literature.

A. Quantitative Evaluations of Side-Channel Security

According to different leakage models and the abstraction levels of cryptographic implementations, quantitative evaluation strategies can be classified into four categories.

Firstly, the proof-based evaluation intends to prove the side-channel resistance of a secure by design masking scheme under abstract models like the probing model [13] and related variants [14], [10], [15], [16]. Typically, under independence assumption and large noise condition, several leakage models are equivalent (up to some numerical constants [16]) in providing formal security guarantees (bounds) of the masked implementation. However, as mentioned before, those bounds are usually quite loose, even in a simple scenario with Hamming weight leakages and independent Gaussian noises [12]. As a consequence, it is recommended to launch more quantitative evaluations in assessing the concrete side-channel security.

Secondly, the information-theoretic evaluation aims at measuring side-channel leakages by utilizing information-theoretic tools [17], [18]. The frequently used measures include Shannon conditional entropy, mutual information (MI), Kullback-
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Leibler (KL) divergence, etc. In fact, this category of evaluation measures the full distribution of leakages and provides insights on how much information an adversary can obtain. In essential, it usually provides information-theoretic bounds on the probability of success for any side-channel distinguishers given a set side-channel measurements \([12, 19]\). It is worth mentioning that not all distribution-based leakages can be exploited by side-channel distinguishers. For instance, correlation power analysis (CPA) is a typical non-profiling attack and each time it exploits only a few orders of moments of side-channel leakage. However, one of the major difficulties of using information-theoretic evaluation is how to estimate the leakage distribution accurately, for instance, when the number of measurements is not sufficiently enough.

Thirdly, the moment-based evaluation attempts to find the least order of moments of side-channel measurement that depend on the sensitiveness. Representative metrics including signal-to-noise ratio (SNR) \([17]\) under proper definitions and the normalized inter-class variance (NICV) \([20]\), etc. Particularly, NICV is connected to SNR in the sense that both of them evaluate the key-dependent variance of leakage. With proper definition, SNR can also be used to measure the leakage in presence of higher-order masking schemes.

Finally, the attack-based evaluation is at the core of side-channel security evaluation, which aims at assessing the probability of success of a specific side-channel distinguisher. Depending on various side-channel distinguishers like correlation power analysis \([21]\), mutual information analysis \([22, 23]\), template attacks \([24, 25]\), stochastic attacks \([26, 27]\), higher-order optimal distinguisher (HOOD) \([28, 29]\), etc., the attack-based evaluation provides more straightforward assessment of exploitable leakages. Indeed, those attacks usually provide an accurate number of measurements to achieve a successful attack. However, it is infeasible to exhaust all distinguishers to launch attack-based evaluation provided a limited resources and time.

In summary, the above evaluation strategies provide different levels of quantitative assessment.\(^1\) To a large extent, these strategies are complementary to each other in assessing certain protected constructions or implementations, varying with different evaluation requirements and the necessary expertise in launching evaluations.

In the following, we introduce the code-based masking and review the corresponding security assessment through the above four evaluation strategies.

### B. Code-based Masking Scheme and Security Evaluations

Essentially, the rationale of masking is to split the key-dependent variables into several shares and perform independent computations on masked variables only. Many masking schemes have been proposed after the simplest Boolean masking (BM) \([9]\), including multiplicative masking \([34]\), affine masking \([35]\), inner product masking (IPM) \([36]\), direct sum masking (DSM) \([37]\), Shamir’s secret sharing (SSS) based masking \([38, 39]\), etc. Recently, code-based masking \([40, 41]\) emerges and it unifies BM, IPM, DSM, SSS-based masking and some variants by a coding-theoretic approach. It employs two linear codes and different settings of the two codes correspond to its various instances.

Notably, the code-based masking shall be configured with redundancy to thwart both SCAs and fault injection attacks \([39, 40]\). The redundancy means that there are more shares that exceed the security threshold of recovering the sensitive variables. For instance, in an \((n, t)\)-SSS based sharing where \(n\) is the number of shares and \(t\) denotes the security order, then if \(n > t + 1\), the sharing is redundant. On the contrary, BM, IPM and DSM themselves are not redundant therefore cannot detect any faults during computations. In particular, an interesting extension of IPM for fault detection is presented in \([42]\) by adding certain redundancy.

From a security perspective, Wang et al. \([40]\) propose an efficient construction of secure gadgets equipped with proof-based evaluation for code-based masking; Cheng et al. \([41]\) present both information-theoretic analysis and moment-based evaluation by using mutual information and signal-to-noise ratio as metrics, respectively; meanwhile, Costes et al. \([43]\) perform an attack-based evaluation on some instances of code-based masking by using maximum likelihood based distinguishers. In particular, the latter two highlight that different linear codes have significant impact on the side-channel resistance of the corresponding code-based masking, while the proof-based evaluation cannot differentiate the impact of the linear codes. Moreover, Cheng et al. \([41]\) also demonstrate how to choose optimal linear codes (tuning parameters) for all instances of code-based masking.

Although Costes et al. \([43]\) show the impact of different codes on side-channel resilience, their attack-based evaluation is not complete yet. First, they identify some instances of SSS-based masking that are equivalent to Boolean masking or quasi-Boolean masking. Those special instances are not recommended for practical applications. However, two natural questions are that, are there other instances even worse than (quasi-) Boolean instances and how to identify them? Second, most of attack results in \([43]\) are obtained in a small range of noise levels (e.g., the range of noise variance is \(0.05 \leq \sigma^2 \leq 1.0\)).\(^2\) Nevertheless, this range of noise is not sufficient for showing differences between some non-equivalent instances of the codes. At last, as shown by \([41]\), there are a few optimal instances of linear codes from a leakage detection perspective, but those optimal instances are not fully verified by the attack-based evaluation. More generally, the leakage quantification approach proposed in \([41]\) are generic for all instances of code-based masking, then the question is: how much quantified leakage can be exploited by side-channel distinguishers?

In view of the above questions, we leverage the attack-based evaluation on code-based masking by using numerically simulated measurements and answer them in a positive and quantitative manner.

\(^1\)We omit in this paper the conformance-based leakage detection (e.g., by using Welch’s \(t\)-test, \(\chi^2\)-test, etc.) \([30, 31, 32, 33]\) since it usually provides qualitative results.

\(^2\)Only a few instances in \([43]\) Fig. 4] are with a larger range of noise, say \(0.25 \leq \sigma^2 \leq 4.0\).
C. Metrics in Attack-based Evaluation

Considering a key-recovery attack in SCA, the ultimate metric is the success rate (SR) indicating the probability that an adversary does succeed in recovering the secret key $K$. In particular, two interrelated problems in attack-based evaluation are, on one side, how many side-channel measurements are needed for a successful attack? or on the other side, what is the probability of success given a certain number of measurements? Therefore, it is preferable to show how the success rate evolves when the number of measurements increases. In a view to be as favorable as possible to the attacker (that is the worst case from a protection perspective), we consider synthetic (i.e., obtained by simulation) traces, which represent an ideal leakage.

Moreover, another attack metric is the guessing entropy (GE) [17], which measures the average rank of the correct key among all candidates based on distinguishing scores after an attack. The GE metric is complementary to success rate as it indicates how wrongly guessed keys behave before a successful attack, and it converges to 1 when the success rate goes to 100% stably in a sound attack.

In this work, we therefore utilize success rate (SR, but also noted $P_s$ to recall it is a probability of success) as the primary metric in a way that it reflects the number of measurements (say $q$) to achieve a successful attack (e.g., $P_s \geq 95\%$). Implicitly, this metric integrates both SR and GE in attacks.

D. Contributions

In this work, we aim at completing the attack-based evaluation of side-channel resistance of the code-based masking and verifying the coding-theoretic leakage quantification approach by attacks. We highlight that all empirical results are based on numerically simulated measurements as in [49, 43] by considering the Hamming weight leakages with independent additive white Gaussian noises (AWGN). In particular, our contributions are as follows.

a) A complete HOOD-based evaluation of code-based masking: we provide an extensive evaluation on the side-channel resistance of the generalized code-based masking by simulated experiments (with similar settings as in [43]). The attacks are based on the higher-order optimal distinguisher as it is the best attack strategy following the Maximum Likelihood principle. We investigate both IPM and SSS-based masking, since they are representatives of non-redundant and redundant masking schemes, respectively. We highlight that the side-channel resistance of code-based masking is highly related to coding-theoretic properties wherein the dual distance and the (adjusted) kissing number are good indicators as shown in [41] from an information-theoretic perspective. Moreover, we consider a larger range of noises (e.g., $\sigma^2$ is up to 8.0) for all linear codes, resulting in a more extensive validation of our selection of optimal codes. Therefore, we verify, by HOOD-based attacks, that the coding-theoretic leakage quantification of code-based masking is sound.

b) Redundancy in code-based masking only decreases side-channel resistance: we leverage on attack-based evaluations to illustrate that the redundancy in sharing can only decrease the side-channel resistance of the corresponding masking schemes. Compared to the state-of-the-arts, our HOOD-based results challenge the evaluation launched in [46], but are in accordance with the ones in [43]. In particular, the authors showed in [46] that exploiting leakages from more shares in a horizontal attack [47] does not always lead to more efficient attacks, whereas we show there are always significant improvements by exploiting leakages from more shares. To verify this, we consider $(2, 1)$ and $(3, 1)$-SSS based masking, and show that exploiting leakages from all three shares always leads to more efficient attacks than that using two shares. Moreover, compared to [43], we extend the state-of-the-arts in two directions: 1) we show the best cases of the linear codes, that are recommended to use, and 2) we give the worst cases of the linear codes that are not recommended for practical applications.

The open sources of this paper are available on Github [https://github.com/Qomo-CHENG/Optimal_code_in_CBM_aes] all the data and scripts would allow other researchers to verify and reproduce the coding-theoretic results in this paper.

Outline. The remaining parts of this work are organized as follows. Sec. II recalls different side-channel distinguishers and gives the optimal one against masking. The main attack-based evaluations are in Sec. III and Sec. IV for IPM and SSS-based masking as non-redundant and redundant instances, respectively. The evaluation and discussion of redundancy in code-based masking are presented in Sec. V Finally the conclusions are given in Sec. VI.

II. Side-Channel Distinguishers

We first recall the side-channel distinguishers in unprotected scenarios (without masking, etc). Let $X \in \mathbb{K}$ be the secret variable which depends on the secrets in the cryptographic implementations. For instance, the sensitive variable is usually $X = S(T \oplus K)$, the output of Sbox given a plaintext (or ciphertext) $T$ and a subkey $K$, e.g., in AES or PRESENT, then we may use $X(k)$ in order to indicate a specific key guess $k$ in generating $X$.

Considering simulated measurements, we adopt the common scenario in which the intermediate variables leak in Hamming weight model with independent additive white Gaussian noise (AWGN). Therefore, we have $L_j = w_H(X^j) + N_j$, $1 \leq j \leq q$ for $q$ traces, where $w_H$ denotes the Hamming weight function and $N_j \sim \mathcal{N}(0, \sigma^2)$ is the Gaussian noise with a standard deviation $\sigma$. The basic setting of side-channel analysis seen as a communication channel is illustrated in Fig. 1 where $\hat{K}$ is the estimation of the secret key $K$.

Figure 1. Side-channel seen as a communication channel.

---

3There are different orders of success rates when considering an adversary can launch key enumeration [43, 55] as a post-processing technique after perpetrating individual side-channel attacks. However, we focus on the first-order success rate by convention as it is more straightforward.
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A. Different Distinguishers

In SCA, a key-recovery attack intends to extract the secret key from \( q \) traces by exploiting certain side-channel distinguishers. In particular, a distinguisher takes maximization over all key hypothesis and gives the most possible candidate(s) by:

\[
\hat{k} = \arg\max_{k \in \mathbb{K}} \hat{\Delta}(k) = \arg\max_{k \in \mathbb{K}} \hat{\Delta}(\mathcal{L}, X(k)). \tag{1}
\]

Formally, we recall the definition of the side-channel distinguisher as follows.

Definition 1 (Side-Channel Distinguisher [48]). Given a set of side-channel measurements \( \mathcal{L} \) and known cryptographic inputs (or outputs) \( T \), a side-channel distinguisher returns a theoretical value

\[
\Delta(k) = \Delta(\mathcal{L}, X(k)) \tag{2}
\]

for any key guesses \( k \in \mathbb{K} \) and the estimator \( \hat{\Delta}(k) \) converges to \( \Delta(k) \) as \( q \to \infty \), in the sense that the mean-squared error \( \mathbb{E}\left[(\Delta(k) - \hat{\Delta}(k))^2\right] \) approaches 0 when \( q \to \infty \).

Note that we shall simplify \( X(k) \) as \( X \) by implicitly indicating the link between the sensitive variable and the key hypothesis. In view of Def. 1, several classic side-channel distinguishers are presented as follows:

- Difference of Means (DoM): it is the original distinguisher proposed in the seminal work [2], known as Differential Power Analysis (DPA). Let \( f_b(X) \) be the selection function which returns one specific bit of \( X \), then we have

\[
\Delta(k) = |\mathbb{E}[\mathcal{L}|f_b(X) = 0] - \mathbb{E}[\mathcal{L}|f_b(X) = 1]|, \\
\hat{\Delta}(k) = |\sum_{j=1}^{q}(1 - f_b(X_j))\mathcal{L}_j - \sum_{j=1}^{q}f_b(X_j)\mathcal{L}_j|, \tag{3}
\]

where the absolute value is always considered in maximization for each key hypothesis.

- Correlation Power Analysis (CPA) [21]: in which the distinguisher value is given by computing the Pearson correlation coefficient between the side-channel traces and the hypothetical leakages:

\[
\Delta(k) = |\rho(\mathcal{L}, f(X))| = \frac{|\text{Cov}(\mathcal{L}, f(X))|}{\sigma_\mathcal{L}\sigma_f(X)} \\
= \frac{|\mathbb{E}[\mathcal{L}f(X)] - \mathbb{E}[\mathcal{L}]\mathbb{E}[f(X)]|}{\sigma_\mathcal{L}\sigma_f(X)}, \tag{4}
\]

\[
\hat{\Delta}(k) = \frac{|\text{Cov}(\mathcal{L}, f(X))|}{\sigma_\mathcal{L}\sigma_f(X)}.
\]

where \( f(\cdot) \) denotes the leakage function, e.g., in the Hamming weight leakage model \( f(X) = w_H(X) \). In addition, the covariance is \( \text{Cov}(\mathcal{L}, f(X)) = \frac{1}{q}\sum_{j=1}^{q}f(X_j)\mathcal{L}_j - \frac{1}{q}\sum_{j=1}^{q}f(X_j)\mathcal{L}_j \) and two estimated variances are \( \hat{\sigma}_\mathcal{L}^2 = \frac{1}{q}\sum_{j=1}^{q}(\mathcal{L}_j)^2 - (\frac{1}{q}\sum_{j=1}^{q}\mathcal{L}_j)^2 \) and \( \hat{\sigma}_f^2(X) = \frac{1}{q}\sum_{j=1}^{q}(f(X_j))^2 - (\frac{1}{q}\sum_{j=1}^{q}f(X_j))^2 \), respectively. The absolute value is taken for each key hypothesis.

- Mutual Information Analysis (MIA) [22, 49]: the mutual information is used as a metric for assessing the dependency between the side-channel traces and the hypothetical leakages in an information-theoretic sense:

\[
\Delta(k) = I(\mathcal{L}; X) = H(\mathcal{L}) - H(\mathcal{L}|X), \\
\hat{\Delta}(k) = \sum_l \sum_x \hat{\Pr}(l, x) \log \frac{\hat{\Pr}(l, x)}{\Pr(l)\Pr(x)}, \tag{5}
\]

where \( I \) and \( H \) denote mutual information and (conditional) entropy, respectively.

- Maximum Likelihood (ML)-based attack [24, 28]: when the leakage distribution is known, the optimal strategy for launching such attack is to use the maximum likelihood rule:

\[
\Delta(k) = \Pr(\mathcal{L}|X(k)), \\
\hat{\Delta}(k) = \hat{\Pr}(\mathcal{L}, |X(X(k)) = \prod_{j=1}^{q}\hat{\Pr}(\mathcal{L}_j, |X_j(k)), \tag{6}
\]

where side-channel measurements are assumed to be i.i.d.

Therefore, the best key guess is made by:

\[
\hat{k} = \arg\max_{k \in \mathbb{K}} \hat{\Delta}(k). \tag{7}
\]

Note that the ML rule is equivalent to Maximum a Posterior (MAP) rule with equiprobable keys. It is exactly the case as commonly assumed that \( K \) is uniformly distributed in \( \mathbb{K} \).

Given a side-channel distinguisher, a primary question arises: whether the attack utilizing the distinguisher will be succeed eventually? Therefore, we define the soundness of distinguishers as follows.

Definition 2 (Soundness of a Distinguisher [17, 48]). A side-channel distinguisher \( \hat{\Delta}(k) \) is said to be sound if the theoretical distinguisher value is maximized at the correct key hypothesis, namely,

\[
\Delta(k^*) > \Delta(k) \quad \text{for any } k \neq k^*. \tag{8}
\]

Apparently, if a distinguisher is sound, the attack tends to succeed with success rate equal to 100% eventually given enough number of traces (e.g., when \( q \to \infty \)).

Remark 1. For above classic distinguishers, CPA is sound [50], so as the DoM, since the latter can be seen as a special case of CPA [48] when \( q \to \infty \). MIA is also proved to be sound under Gaussian noise [51], [52]. Moreover, ML-based distinguishers are sound by design, where the correct key guess will rank the first given enough amount of side-channel traces.

B. Optimal Distinguisher in the Presence of Masking

We focus on code-based masking in this work, which generalizes several existing masking schemes. The communication view in the presence of masking is depicted in Fig. 2. Let \( X \in \mathbb{K} \) and \( Y \in \mathbb{K}^t \) be respectively the sensitive variable and \( t \) random masks. Then the sharing in code-based masking is:

\[
Z = XG + YH \in \mathbb{K}^n, \tag{9}
\]

given that \( t+1 \leq n \), where \( G \) and \( H \) are the generator matrices of two codes \( C \) and \( \mathcal{D} \), respectively. As assumed previously, the sensitive variable is \( X = S(T \oplus K) \).
Remark 3. to the security order in the probing model.

The security order under probing model, or probing model security is a fundamental property of masking schemes. Consider Boolean masking with \( n \) shares as an example, it can have the highest security order \( t = n - 1 \) if it is properly implemented [13].

In code-based masking, the two good indicators of its side-channel resilience are the dual distance \( d_D^\perp \) [57], [58], [59] and the kissing number \( B_{d_B} \) [60] (or the adjusted kissing number \( B_{d_B}^\perp \) in redundant cases [41]). We recall their definitions:

**Definition 4** (Dual Distance [55] and Kissing Number [56]). Considering a linear code \( C \), its dual distance \( d_D^\perp \) is the minimum Hamming weight \( w_H(u) \) of nonzero \( u \in \mathbb{K}^n \), such that \( \sum_{c \in C}(−1)^{c\cdot u} \neq 0 \). Accordingly, the kissing number \( B_d \) is the number of codewords in \( C \) at minimum distance \( d \) to any codewords, or equivalently: \( B_d = |\{ x \in C | w_H(x) = d \}| \).

**Definition 5** (Adjusted Kissing Number [41]). Let \( C, D \) denote two linear codes, their adjusted kissing number \( B_d' \) is:

\[
B_d' = |\{ (x, y) \in (D \setminus C)^2 | x + y \in C, w_H(x) = w_H(y) = d \}|. \tag{10}
\]

**Remark 2.** It is worth mentioning that the kissing number \( B_{d_B} \) is defined on the dual code \( D^\perp \), while the adjusted kissing number \( B_{d_B}^\perp \) is on \( C^\perp \) and \( D^\perp \) in code-based masking. The latter is degraded to the former in non-redundant cases where we shall \( C^\perp \cap D^\perp = \{0\} \), e.g., in IPM and DSM. Furthermore, for the sake of simplicity, we use the same notations when the linear codes are expanded into the basefield \( \mathbb{F}_2 \) by using subfield representations [47].

**Remark 3.** As formally demonstrated in [53], [54], the security order of code-based masking schemes under probing model equals to \( d_D^\perp - 1 \). Indeed, the dual distance of a code corresponds to the minimum number of linearly dependent coordinates in the code [55]. Therefore, the maximal number of linearly independent coordinates is \( d_D^\perp - 1 \), corresponding to the security order in the probing model.

Regarding the kissing number, it counts the number of codewords of Hamming weight equal to the dual distance in \( D^\perp \). In other words, it counts the frequency that \( d_D^\perp \) probes can obtain certain information about the sensitive variable. As verified in [54], [41], the mutual information between the sensitive variable and the noisy leakage is asymptotically linear with \( B_{d_B}^\perp \) when the Gaussian noise is high enough.

In particular, the bit-probing model [53], [54] corresponds to expand the linear codes into \( \mathbb{F}_2 \). As a result, the dual distance and the (adjusted) kissing number are also calculated in the basefield. Complete details can also be found in [57].

C. Simulation Settings and HOOD

As shown in Fig. 2 let \( T \sim \mathcal{U}(\mathbb{K}) \) denote plaintext or ciphertext uniformly drawn in \( \mathbb{K} \). \( K \sim \mathcal{U}(\mathbb{K}^t) \) denote the secret key and \( Y \sim \mathcal{U}(\mathbb{K}^t) \) be \( t \) random masks. The sensitive variable is \( X = S(T \oplus K) \), which is the output of AES Sbox through this paper and \( \mathbb{K} = \mathbb{F}_{28} \). Therefore, in the presence of code-based masking, we have \( Z = (Z_1, Z_2, \ldots, Z_n) = XG + YH \) for different initializations of \( G \) and \( H \) in specific instances.

Regarding the simulated measurements, we utilize the Hamming weight model with independent AWGN. For each share \( Z_i \), we have \( \mathcal{L}_i = w_H(Z_i) + N_i, 1 \leq i \leq n \) for \( n \) shares and \( N_i \sim \mathcal{N}(0, \sigma^2) \) is Gaussian noise. Given a dataset of \( q \) traces, we further denote all traces as \( \mathcal{L} = (\mathcal{L}_1') \) for \( 1 \leq i \leq n \) and \( 1 \leq j \leq q \).

In our scenario, as the leakage model is assumed to be known, the best strategy for performing key-recovery attacks is to utilize the ML-based approach. Following the principle of ML-based attack, the higher-order optimal distinguisher (HOOD) is known as follows.

**Lemma 1** (Higher-Order Optimal Distinguisher [29]). Given a set of \( q \) measurements \( \mathcal{L} = (\mathcal{L}_i') = f(Z_i') + N_i' \) for \( 1 \leq i \leq n \) and \( 1 \leq j \leq q \) such that \( N_i' \) are i.i.d. across \( 1 \leq j \leq q \) and independent across \( 1 \leq i \leq n \). When the leakage distribution is known (both the leakage function and the noise distribution), the \( d \)-th order optimal distinguisher is:

\[
\Delta(k) = \prod_{j=1}^{q} \sum_{y \in \mathbb{K}} \Pr(Y = y) \prod_{i=1}^{d} \Pr(\mathcal{L}_i' | Z_i'), \tag{11}
\]

where the calculation of \( Z_i' \) implicitly involves \( Y = y \). Therefore, the key hypothesis is given by

\[
\widehat{k} = \arg \max_{k \in \mathbb{K}} \Delta(k). \tag{12}
\]

In the sequel, we focus on attack-based evaluation of the code-based masking, particularly we target IPM with \( n = 2 \) and \( n = 3 \), and (3,1)-SSS based masking.

III. ATTACKS AGAINST NON-REDUNDANT CODE-BASED MASKING

Considering IPM as an instance of non-redundant code-based making, the generating matrices of \( C \) and \( D \) are:

\[
G = \begin{pmatrix} 1 & 0 & 0 & \cdots & 0 \\ \alpha_1 & 1 & 0 & \cdots & 0 \\ \alpha_2 & 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \alpha_t & 0 & 0 & \cdots & 1 \end{pmatrix} \tag{13}
\]

where \( n = t + 1 \) and \( \alpha_i \in \mathbb{K}\setminus\{0\} \) for \( 1 \leq i \leq t \). In particular, by taking \( \alpha_i = 1 \) for \( 1 \leq i \leq t \) recovers the...
Boolean masking. As a result, the generator matrix of $D^\perp$ is: 
\[ H = (1, \alpha_1, \alpha_2 \cdot \cdot \cdot \alpha_t) \] with $d_B^\perp = t+1$, indicating that IPM with $n$ shares has a security order equal to $n-1$ under word-probing model \[53\], \[58\]. We denote $\alpha = (1, \alpha_1, \ldots, \alpha_t)$ the public parameters in IPM.

### A. Optimal Distinguishers

Relying on Lemma \[1\], the HOOD is instantiated in the context of Hamming weight leakage with an AWGN as:

\[
\Delta(k) = \prod_{j=1}^{q} \sum_{y \in \mathbb{K}^{n-1}} \Pr(Y = y) \prod_{i=1}^{d} \Pr(L_i^j \mid z_i^j) \leq \sum_{y \in \mathbb{K}^{n-1}} \Pr(Y = y) \prod_{i=1}^{d} \mathcal{N}(L_i^j \mid w_H(z_i^j), \sigma^2) \tag{14}
\]

Since $Y$ is uniformly distributed (say $\Pr(Y = y) = \frac{1}{|\mathbb{K}^{n-1}|}$) required by a sound masking scheme, it is independent of each key hypothesis and hence has no impact on $\Delta(k)$. Taking logarithms further eases the numerical computations (avoiding float overflows), the HOOD is equivalent to the following distinguisher score \[46\], \[43\]:

\[
S(k) = \sum_{j=1}^{q} \log \sum_{y \in \mathbb{K}^{n-1}} \prod_{i=1}^{d} \mathcal{N}(L_i^j \mid w_H(z_i^j), \sigma^2), \tag{15}
\]

then the key guess is determined by maximizing $S(k)$.

Formally, thanks to masking, an adversary cannot obtain anything about the sensitive variable if the order $d$ of a HOOD is not strictly greater than the security order $t$. A prerequisite for launching a successful attack is $d > t$ in our scenario when targeting IPM, which is consistent with coding-theoretic conditions \[41\].

### B. IPM with $n=2$

Taking $n = 2$ gives $t = 1$, resulting that only one parameter in IPM is $\alpha_1$ and $H = (\alpha_1, 1)$. There are 255 candidates for $\alpha_1$ as it cannot be zero. In order to facilitate practical applications and a fair comparison with the state-of-the-art, we aim at the irreducible polynomial $g(X) = X^8 + X^4 + X^3 + X + 1$ that is used in AES \[5\] to generate the finite field $\mathbb{K} = \mathbb{F}_{2^8}$.

As shown in \[54\], the two coding-theoretic properties that indicate the side-channel resistance of IPM are the dual distance $d_B^\perp$ and the kissing number $B_{d_B^\perp}$, and the optimal codes are those with the maximized $d_B^\perp$ and the minimized $B_{d_B^\perp}$. Herein, we first investigate the statistical properties of $d_B^\perp$ and $B_{d_B^\perp}$ among all linear code candidates. The distribution of $d_B^\perp$ are enumerated in Tab. \[I\] and the corresponding choices of the codes with given $d_B^\perp$ and $B_{d_B^\perp}$ are in Tab. \[II\], while in the latter we are only interested in the linear codes with the maximal and minimal values of $B_{d_B^\perp}$ for each $d_B^\perp$.

As shown in Tab. \[II\] there are only 12 optimal linear codes which maximize $d_B^\perp$ and minimize $B_{d_B^\perp}$ at the same time.

As a bonus, those linear codes in this work can be applied into AES straightforwardly. Moreover, we lay a common baseline for further comparison with the state-of-the-art linear codes in \[56\], \[58\], \[53\], \[43\].

### C. Experimental Results on 2-Share IPM

As mentioned previously, the simulated traces are $L = (L_i^j)$ for $1 \leq i \leq n$ and $1 \leq j \leq q$ where $L_i^j = w_H(Z_i^j) + N_i^j$ denotes the leakage of $i$-th share in $j$-th trace. The evaluation metric is the minimum number of traces achieving $P_x \geq 95\%$, which varies along with different noise levels.

For linear codes of different $d_B^\perp$ shown in Tab. \[II\], we choose both the minimum and the maximum of $B_{d_B^\perp}$ excluding the Boolean one. The evaluation results of IPM with $n = 2$ are shown in Fig. \[3\] by using up to $q = 100,000$ traces. Moreover, we include Boolean masking (BM) with $n = 2$ and $n = 3$ shares in comparison.

![Figure 3. Attack-based evaluation of IPM with $n = 2$ shares. Taking two codes in each group with different $d_B^\perp$ and/or $B_{d_B^\perp}$.](image)

The main takeaway point from Fig. \[3\] is that, IPM with the linear code of the maximized dual distance $d_B^\perp$ and the minimized kissing number $B_{d_B^\perp}$ indeed has the best achievable side-channel resistance. The attack-based evaluation also confirms: 1) all 2-share IPM are better than the first-order Boolean masking (with $n = 2$); 2) good choices of linear codes of 2-share IPM can even be better than the second-order Boolean masking (with $n = 3$) when the noise level is $\sigma^2 > 1.0$. The reason is that in IPM, the best cases of $d_B^\perp$ is larger and $B_{d_B^\perp}$ is smaller than that in the second-order Boolean masking, respectively; 3) it is also advantageous to adopt 2-share IPM rather than 3-share BM from a performance perspective. For instance, the clock cycles are 157, 196 vs 160, 357 as reported in \[58\] for an AES-128 implementations on an AVR architecture protected by the former and the latter, respectively.

#### a) Optimal Codes for 2-Share IPM

According to Tab. \[II\] there are only 12 optimal codes with the best coding-theoretic properties. For the sake of brevity, we present four cases of optimal codes as in Fig. \[4\]. The primary observation is that
those four codes have similar side-channel resistance from an adversary perspective who launches HOOD-based attacks. Note that the fluctuations among those four curves are due to the nature of numerical simulation with certain random seeds. Overall, those four codes perform closely against HOOD-based attacks.

Figure 4. Comparison of four instances of optimal codes for 2-share IPM, according to the best coding-theoretic properties given by $d_{B2}^D = 4$ and $B_d = 4$. Note that the number of traces is shown only in log2 scale for the sake of brevity.

We assume that the leakage distribution is known when launching such attacks, this scenario allows a worst-case evaluation of side-channel resistance of IPM. Furthermore, when other distinguishers are adopted in carrying out attacks, ML-based analysis also provides an upper bound on the success rate. In summary, our worst-case evaluation provides insights on how successful can an attack be in practice\footnote{We precise that, here and in the sequel, “in practice” means when applied on synthetic traces consisting in Hamming weight leakage with AWGN noise, also when the leakage model of a real-world device is largely linear.} and shows how to select optimal codes when applying IPM.

b) The Impact of $B_{d_{B2}}$. We have showed how to select optimal codes according to both $d_B$ and $B_{d_{B2}}$, yet the solo role of $B_{d_{B2}}$ is not explicitly investigated. In the following, we compare several instances of the linear code in IPM with the same $d_B$ while different $B_{d_{B2}}$.

As shown in Fig.\ref{fig:impact-dB}, we set $d_B = 2$ and $B_{d_{B2}} \in \{1, 2, 3, 5, 8\}$ where 2-share BM being a special case of IPM has $B_{d_{B2}} = 8$. Apparently, reducing $B_{d_{B2}}$ leads to a more difficult attack in the sense of the necessary number of traces to successfully extract the correct key. In addition, since we choose $d_B = 2$, all those codes will not outperform 3-share BM in full range of noise levels.

Figure 5. Illustrating the impact of $B_{d_{B2}}$ given the same $d_B$ in 2-share IPM. Note that 2-share IPM instances have different kissing number $B_{d_{B2}}$.

Summing up, we demonstrate that $B_{d_{B2}}$ plays a significant role in indicating the side-channel resistance of IPM. More generally, it is integrated with the dual distance as indicators in evaluating side-channel security of non-redundant code-based masking like DSM, non-redundant SSS-based masking, etc.

D. Linear Codes for IPM with $n = 3$

Herein we present the classification of the linear codes of 3-share IPM. Taking $n = 3$, resulting that $t = 2$ and two free parameters in $\alpha = (1, \alpha_1, \alpha_2)$ are $\alpha_1, \alpha_2 \in \mathbb{F}_p \setminus \{0\}$. There are $255 \times 255 = 65,025$ candidates, where the number of candidates can be dramatically reduced by considering the equivalence of the linear codes \cite{41}. Therefore, we take $\alpha_1 \leq \alpha_2$, which reduces the number of the codes to 32,640.

The distribution of $d_B$ are enumerated in Tab. \ref{tab:code-classification} and the choices of the codes under given $d_B$ and $B_{d_{B2}}$ are in Tab. \ref{tab:code-choice}

Note again that in Tab. \ref{tab:code-choice} we only focus on the maximal and minimal values of $B_{d_{B2}}$.

As shown in Tab. \ref{tab:code-choice} there are only 3 optimal codes which maximize $d_B$ and minimize $B_{d_{B2}}$ at the same time. Since the maximized dual distance is $d_B = 8$, IPM with those optimal

\begin{table}[h!]
\centering
\caption{CHOICES OF THE CODES FOR IPM WITH $n = 2$.}
\begin{tabular}{|c|c|c|}
\hline
$d_B = d$ & $B_d$ & $\{\alpha_1\}$ & Candidates of $\alpha_1$ & Comments \\
\hline
\hline
$d = 2$ & $B_d = 8$ & 1 & 1 & \{\} & Boolean masking \\
& $B_d = 1$ & 20 & 16,17,34,39,60,90,115,116,119,120,133,140,180,182,201,207,215,230,234,247 & One instance $\alpha = (1,17)$ is reported in \cite{58} \\
\hline
$d = 3$ & $B_d = 6$ & 8 & 3,83,101,137,158,166,192,246 & \{14,15,19,20,40,44,48,49,52,56,61,67,69,75,76,80,84,94,97,99,103,112,113,\ldots\} & Three instances in \cite{43} belong to this class, see details in Tab. \ref{tab:code-choice} \\
& $B_d = 1$ & 58 & 6 & \{120\} & \\
\hline
$d = 4$ & $B_d = 17$ & 2 & 29,64 & \{23,46,51,54,81,92,95,102,108,162,165,184\} & 12 optimal codes in total. An optimal instance \{115,237\} given in \cite{43} is equivalent to \{1,54\} \\
& $B_d = 4$ & 12 & 29,64 & \{29\} & \\
\hline
\end{tabular}
\end{table}
codes should be comparable with the eighth-order BM (under the bit-probing model), namely \( n = 8 \) given certain levels of noise. Particularly, considering the security order in the bit-probing model [53], [54], the former and the latter share the same security order \( t_b = d^*_D - 1 = 7 \). Therefore, it is recommended to apply IPM rather than BM with many more shares since as a rule of thumb, the implementation cost usually increases at least quadratically with \( n \).

**Remark 4.** Note that \( \alpha_1, \alpha_2 \) in \( \alpha = (1, \alpha_1, \alpha_2) \) are interchangeable because of the equivalence of the linear codes. Therefore, other optimal codes shall be obtained easily.

### IV. ATTACKS ON REDUNDANT CODE-BASED MASKING

As a general rule, redundancy is indispensable for detecting faults in computations and operations. Code-based masking can be configured in a redundant way [40], [43] to thwart both side-channel analysis and fault injection attacks. Since IPM itself is not redundant, in the sequel, we focus on an redundant way [40], [43] to thwart faults in computations and operations. Code-based masking, the parameters are denoted as \( \alpha \) as SSS-based masking and IPM-FD do.

Taking SSS-based masking as an example of redundant code-based masking, the parameters are denoted as \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_n) \) and the condition for \( \alpha_i \) is that \( \alpha_i \neq \alpha_j \) for any \( i \neq j \). Then we have the following generator matrices [41] for the codes \( C \) and \( D \), respectively,

\[
G = \begin{pmatrix}
1 & 1 & \cdots & 1 \\
\alpha_1^t & \alpha_2^t & \cdots & \alpha_n^t
\end{pmatrix}
\]

\[
H = \begin{pmatrix}
\alpha_1^t & \alpha_2^t & \cdots & \alpha_n^t \\
\alpha_1^t & \alpha_2^t & \cdots & \alpha_n^t \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_1^t & \alpha_2^t & \cdots & \alpha_n^t
\end{pmatrix}
\]

(16)

where \( \alpha_i \) for \( 1 \leq i \leq n \) are also called public points in SSS-based masking. The corresponding scheme is also denoted as \((n, t)\)-SSS based masking.

From a coding-theoretic perspective, the SSS scheme is connected to the Reed-Solomon (RS) code [46]. Given the two generator matrices as in Eqn. [16], the rank of \( H \) equals \( t \), so the dual distance of \( D \) is \( t + 1 \) [41]. Accordingly, the side-channel security order in the word-probing model is \( t_w = t \), and in redundant cases, the optimal codes are those with the maximized dual distance \( d^*_D \) and the minimized adjusted kissing number \( B'_D \); while the worst codes are those with the minimized \( d_D \) and the maximized \( B'_D \).

#### A. Optimal Distinguishers

Recall the form of \( H \) in Eqn. [16] that, there are \( n \) public points to be determined in SSS-based masking. However, the masking itself is \( t \)-th order secure.

Similarly as in IPM, the optimal distinguisher is determined by applying the ML rule. Considering the same assumption on leakage distribution, we have:

\[
\Delta(k) = \prod_{j=1}^{q} \sum_{y \in \mathbb{K}^t} \Pr(Y = y) \prod_{i=1}^{d} \Pr(L_i^j | z_i^j)
\]

\[
\prod_{j=1}^{q} \sum_{y \in \mathbb{K}^t} \Pr(Y = y) \prod_{i=1}^{d} \mathcal{N}(L_i^j | w_H(z_i^j), \sigma^2). \tag{17}
\]

Taking logarithms to ease the numerical computations, the HOOD is therefore equivalent to the following distinguisher score [43]:

\[
S(k) = \sum_{j=1}^{q} \sum_{y \in \mathbb{K}^t} \prod_{i=1}^{d} \mathcal{N}(L_i^j | w_H(z_i^j), \sigma^2). \tag{18}
\]

As mentioned in Sec. III-A, a prerequisite for a successful attack is \( d > t \) when targeting SSS-based masking.

**Remark 5.** It is worth mentioning that the distinguisher proposed in [46] Eqn. [13] is problematic. The reason is that, the summation within the logarithm is over \( y \in \mathbb{K}^t \) rather than over \( y \in \mathbb{K}^{n-1} \) when \( n > t + 1 \), namely in redundant cases. In fact, their results would match with ours if a correct formula for HOOD, e.g., Eqn. [18] is used instead.

#### B. HOOD against (3, 1)-SSS based Masking

Considering \( n = 3 \) and \( t = 1 \), the generator matrices \( G \) and \( H \) are as follows.

\[
G = \begin{pmatrix}
1 & 1 & 1 \\
1 & 1 & 1
\end{pmatrix}
\]

\[
H = \begin{pmatrix}
1 & \alpha_2 & \alpha_3 \\
\alpha_1 & \alpha_2 & \alpha_3
\end{pmatrix}
\]

(19)

where \( \alpha_i \) for \( 1 \leq i \leq 3 \) are not equal to each other. We can fix \( \alpha_1 = 1 \) by utilizing the equivalence of the linear codes. Additionally, we set \( \alpha_2 < \alpha_3 \) as in [41] and resulting that there are 32, 131 candidates (instead of 2, 731, 135 codes for any pairwise different \( \alpha_1, \alpha_2 \) and \( \alpha_3 \)).

The distribution of \( d^*_D \) are exhausted in Tab. [V] and the choices of the codes under given \( d^*_D \) and \( B'_D \) are in Tab. [VI] by focusing on the maximal and minimal values of \( B'_D \).

**Remark 6.** In SSS-based masking, we should use the adjusted kissing number \( B'_D \) instead of \( B^*_D \). Typically, we have \( B'_D \geq B^*_D \) in SSS-based masking as pointed out in [41]. However, we use \( B'_D \) here since it follows the same trend as \( B^*_D \). Note that given a specific \( C \), different choices of \( D \) with the same \( B'_D \) may lead to different \( B'_D \).
### Table IV
CHOICES OF THE CODES FOR IPM WITH \( n = 3 \).

| \( d_B^2 = d \) | \( B_d \) | \(|\{(\alpha_1, \alpha_2)\}|\) | Candidates of \( (\alpha_1, \alpha_2) \) | Comments |
|---|---|---|---|---|
| \( d = 3 \) | \( B_d = 8 \) | 1 | \( \{(1,1)\} \) | Boolean masking |
| \( d = 4 \) | \( B_d = 1 \) | 151 | \( \{(1,16),(1,17),(1,34),(1,39),(1,60),(1,90),(1,115),(1,116)\} \) |
| \( d = 5 \) | \( B_d = 6 \) | 3 | \( \{(2,3),(140,141),(246,247)\} \) |
| \( d = 7 \) | \( B_d = 7 \) | 8 | \( \{(1,176),(2,164),(5,143),(8,64),(8,232),(12,12),(29,232),(82,141)\} \) |
| \( d = 8 \) | \( B_d = 20 \) | 3 | \( \{(94,109),(97,124),(147,161)\} \) |

### Table V
DISTRIBUTION OF \( d_B^2 \) FOR \((3,1)\)-SSS BASED MASKING.

| \( d_B^2 = d \) | \(|\{(\alpha_2, \alpha_3)\}|\) (ratio) | \( \max \{B_d\} \) | \( \min \{B_d\} \) |
|---|---|---|---|
| \( d = 2 \) | 11460 (0.3567) | 13 | 1 |
| \( d = 3 \) | 20581 (0.6405) | 19 | 1 |
| \( d = 4 \) | 90 (0.0028) | 73 | 37 |

### C. Experimental Results

With the same setting as in evaluation of IPM, the simulated traces are \( \mathcal{L} = (\mathcal{L}_i^j) \) for \( 1 \leq i \leq n \) and \( 1 \leq j \leq q \) where \( \mathcal{L}_i^j = w_H(Z_i^j) + N_i^j \) denotes the leakage of \( i \)-th share in \( j \)-th trace. The sharing employs two codes generated by Eqn.19.

For linear codes of different \( d_B^2 \) shown in Tab. VI we choose both the minimum and the maximum of \( P_{d_B^2} \). The evaluation results of \((3,1)\)-SSS based masking are shown in Fig.6 by using up to \( q = 100,000 \) traces. Moreover, we also include Boolean masking with \( n = 2 \) and \( n = 3 \) shares in comparison.

![Figure 6. Attack-based evaluation of (3,1)-SSS based masking. Taking two codes in each group with different \( d_B^2 \) and/or \( B_d \).](image)

From Fig.6 the most important takeaway point is that the public points in \((3,1)\)-SSS based masking make a significant difference in side-channel resistance of the corresponding masking scheme. The fundamental reason is that in HOOD, the least orders of secret-dependent statistics of leakage dominate the amount of information that can be extracted from measurements. In this respect, different public points in SSS-based masking correspond to the linear codes with various dual distances and (adjusted) kissing numbers, that lead to distinct least orders of secret-dependent information (as explained in Remark 3). Note that another verification of the amount of exploitable leakage from a information-theoretic perspective can be found in [54, 41].

Furthermore, we can observe from Fig.6 that: 1) with a dedicated selection of good linear codes, the side-channel resistance of the scheme can be improved significantly; 2) comparing with the attack-based evaluation on 2-share IPM, the side-channel security of \((3,1)\)-SSS based masking is degraded because of the redundancy, which is consistent with the information-theoretic evaluation in [41]; 3) similarly as in 2-share IPM, the best codes can provide comparable security level as 3-share BM when the noise level is higher enough (e.g., \( \sigma^2 \geq 5.0 \)); 4) for the first time, we show that with bad choices of the code, the security level of \((3,1)\)-SSS based masking can be continuously lower than 2-share BM.

In the following, we further leverage the last two points by providing more instances of the optimal and the worst codes for \((3,1)\)-SSS based masking, respectively.

#### a) Optimal Codes for \((3,1)\)-SSS based Masking

According to Tab. VI there are only three cases of optimal codes. The evaluation results are depicted in Fig.7 showing that those codes lead to very close side-channel resistance.

![Figure 7. The optimal codes for (3,1)-SSS based masking, in which \( d_B^2 \) is maximized and \( B_d \) is minimized given a specific \( d_B^2 = 4 \).](image)
Table VI
CHOICES OF THE CODES FOR (3,1)-SSS.

<table>
<thead>
<tr>
<th>$d_B^2 = d$</th>
<th>$B_d$</th>
<th>Candidates of ${(\alpha_2, \alpha_3)}$</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d = 2$</td>
<td>$B_d = 13$</td>
<td>${1, 2, 4, (2, 141), (141, 203)}$</td>
<td>The worst cases</td>
</tr>
<tr>
<td>$d = 3$</td>
<td>$B_d = 1$</td>
<td>${(3, 17), (3, 34), (3, 37), (3, 39), (3, 48), (3, 49), (3, 51), (5, 60), \ldots}$</td>
<td>An instance $(5, 221, 198)$ is in [43]</td>
</tr>
<tr>
<td>$d = 4$</td>
<td>$B_d = 1$</td>
<td>${(7, 23), (7, 54), (7, 111), (7, 148), (7, 198), (11, 84), (11, 94), (11, 154), \ldots}$</td>
<td>Only three codes are optimal</td>
</tr>
</tbody>
</table>

A. Impact of Redundancy in SSS-based Masking

In this section, we demonstrate from an attack-based evaluation that adding redundancy in code-based masking can only reduce the side-channel resistance of the corresponding masking scheme. To have a fair comparison, we consider two examples of $(3,1)$-SSS based masking. Specifically, in $(3,1)$-SSS based masking, the parameters are $\alpha = (1, \alpha_1, \alpha_2)$, while any 2-out-of-3 elements in $\alpha$ gives an instance of $(2,1)$-SSS based masking and there are three of them in total. Then those four instances of SSS-based masking are evaluated by HOOD-based attacks (refer to Eqn. [18] for the distinguisher). Note that $(2,1)$-SSS masking shall be equivalent to IPM [43], [41].

The first group of comparison is shown in Fig. [9] where we have $\alpha = (1, 2, 4)$. The first observation is that adding one share of redundancy always reduces the concrete side-channel security of code-based masking. Secondly, given the same security order ($t = 1$) under the word-probing model, those $(2,1)$-SSS based instances outperforms $(3,1)$-SSS based one. The more redundancy can only further reduce the security level. Interestingly, as three instances of $(2,1)$-SSS based masking have the same security order under the bit-probing model, the difference exists in $B_{d_B^2}$ only. That is, given the same $d_{d_B^2}$ over $F_2$, more redundancy leads to a greater value of $B_{d_B^2}$, indicating a lower concrete security level.

V. COMPARISONS: HOW REDUNDANCY MATTERS?

As shown in [41], the redundancy in code-based masking gives rise to more leakage from an information-theoretic sense when assessed by mutual information. However, more leakage detected by mutual information is not always exploited by side-channel distinguishers. Therefore, it is necessary to investigate from an attacking perspective that: how does the redundancy impact the performance of distinguishers?

To the best of our knowledge, we identify, for the first time, the worst cases of public points in SSS-based masking or more generally in the context of secret sharing schemes, when each share leaks certain noisy information. Comparing with the state-of-the-art [43], we confirm that the coding-theoretic approach proposed in [41] not only provides the optimal cases, but also identifies the worst cases of the public points in SSS-based masking. Both of them are instructive in designing redundant code-based masking in protecting cryptographic implementations in practice.

![Figure 8](image1.png)
Figure 8. The worst codes for (3,1)-SSS based masking, where $d_{d_B^2}$ is minimized and $B_{d_B^2}$ is maximized given a specific $d_{d_B^2} = 2$.

![Figure 9](image2.png)
Figure 9. Illustrating the impact of redundancy by comparing $(2,1)$-SSS based masking with $(3,1)$-SSS based one, using $\alpha = (1, 2, 4)$ in the latter.
the three instances of (2, 1)-SSS based masking. Overall, the attack-based evaluation results verify the impact of redundancy on the concrete security level of code-based masking.

![Figure 10. Illustrating the impact of redundancy by comparing (2, 1)-SSS based masking with (3, 1)-SSS based one, using $\alpha = (1, 3, 17)$ in the latter.](image)

At last, we illustrate the impact of redundancy by presenting a comparison between the optimal codes in IPM and SSS-based masking. Those optimal codes are visualized in Fig. [11](image). In particular, the four (out of twelve) optimal codes for 2-share IPM and three optimal codes for (3, 1)-SSS based masking are already shown in Fig. [4](image) and [7](image) respectively. Apparently, the redundancy can leverage an easier key-recovery attack in the sense of the necessary number of traces to succeed.

![Figure 11. Illustrating the impact of redundancy by comparing 2-share IPM with (3, 1)-SSS based masking, using $\alpha = (1, 3, 17)$ in the latter.](image)

Those observations made in above two groups of comparison invoke the need of a trade-off between the amount of redundancy and the concrete security level in code-based masking. From a theoretical perspective, more redundancy can lead to more leakage, which is indicated by the two coding-theoretic properties. As a consequence, it is always advantageous to adopt non-redundant masking schemes rather than redundant ones when thwarting side-channel analysis. However, considering fault injection attacks (FIA) in real-world scenarios, a redundant masking scheme shall provide a combined countermeasure against both SCA and FIA.

More generally, above evaluation results show that only evaluating security orders under the probing model is not enough when assessing the concrete security level of a protected cryptographic implementation. Specifically, given the same side-channel security order (irrespective to word-level or bit-level), adding redundancy will always facilitate the adversaries in recovering secrets, and lower the concrete security in the sense of attacks. Therefore, we recommend further assessing the practical security of code-based masking by verifying both the dual distance and the (adjusted) kissing number in practice, since those coding-theoretic properties have been demonstrated by numerically simulated experiments in this work.

In summary, the attack-based evaluation confirms those theoretical findings in [41]. That is, we connect the dots in studying and improving code-based masking schemes. Particularly, we verify extensively by considering both IPM and SSS-based masking as instances of non-redundant and redundant instances of code-based masking.

### B. Comparison with IPM-FD

In order to enhance IPM against fault injection attacks, another alternative for adding redundancy is proposed in [42] for fault detection, namely IPM-FD. In this subsection, we illustrate formal connections with SSS-based masking.

Consider the general case of IPM-FD with $n$ shares and $t$ random masks, denoted as $(n, t)$-IPM-FD, then the two generator matrices $G$ and $H$ are as follows:

$$G = \begin{pmatrix} I_{n-t} \\ \alpha_{1,1} & \cdots & \alpha_{1,n-t} \\ \alpha_{2,1} & \cdots & \alpha_{2,n-t} \\ \vdots & \ddots & \vdots \\ \alpha_{t,1} & \cdots & \alpha_{t,n-t} \end{pmatrix} \in \mathbb{K}^{(n-t) \times n}$$

$$H = \begin{pmatrix} 0_{(n-t) \times t} \\ I_t \end{pmatrix} \in \mathbb{K}^{t \times n}$$

where $I_t$ denotes identity matrix with size $t$ and $0_{(n-t) \times t}$ is a zero matrix. In particular, in IPM-FD, the tunable parameter is the family $\alpha = (\alpha_{i,j})$ where $1 \leq i \leq t$ and $1 \leq j \leq n - t$. Since the two codes $C$ and $D$ (generated by $G$ and $H$, resp.) are complementary, the side-channel resistance of IPM-FD is uniquely determined by the code $D$ [54], [42].

Interestingly, by the equivalence of the linear codes, the two generator matrices of $D$ in Eqns. [16](image) and [20](image) can be equivalent. For instance, taking $n = 3$ and $t = 1$, then the two instances of $H$ are:

$$H_{SSS} = \begin{pmatrix} \alpha_1 & \alpha_2 & \alpha_3 \\ \alpha_{1,1} & \alpha_{1,2} \end{pmatrix},$$

$$H_{IPM-FD} = \begin{pmatrix} \alpha_{1,1} & \alpha_{1,2} & \alpha_3 \\ \alpha_1 & 1 \end{pmatrix},$$

for (3, 1)-SSS based masking and (3, 1)-IPM-FD, respectively. Therefore, the two codes generated by $H_{SSS}$ and $H_{IPM-FD}$ are equivalent by setting $\alpha_2 = \alpha_{1,1}$, $\alpha_3 = \alpha_{1,2}$ and $\alpha_1 = 1$ (as in the previous subsection).

As in Sec. [V-A](image) we enumerate all possible candidates for (3, 1)-IPM-FD. Specifically, there are 32,640 candidates in total: 20,581 candidates have the dual distance equal to 3, and 90 candidates have $d_B = 4$. They exactly match with those candidates in (3, 1)-SSS based masking. However, there are more candidates in (3, 1)-IPM-FD than in (3, 1)-SSS based masking since $\alpha_{i,j}$ in Eqn. [20](image) can be equal to each other.
It is worth mentioning that those extra candidates all lead to linear codes with $d_B^2 = 2$ (as expected from a coding-theoretic perspective). The experimental results of taking two optimal linear codes in $(3, 1)$-SSS based masking and $(3, 1)$-IPM-FD are shown in Fig. 12. Apparently, those equivalent linear codes provide very similar resilience against HOOD-based attacks.

More generally with various $n$ and $t$ in IPM-FD and SSS-based masking, we highlight that there are three notable differences between the two schemes:

- the two linear codes $C$ and $D$ are complementary in the former, while there is no such condition in the latter;
- with the same choices of $n$ and $t$, the former has more possible candidates of linear code than the latter;
- although both of them can detect faults from a coding-theoretic perspective, the ways of introducing redundancy are different in the two schemes.

C. Revisiting All Codes in the State-of-the-Art

Regarding the state-of-the-art, various instances of code-based masking have been presented in literature, accompanied with specific linear codes (which are tuning parameters) used in them. We therefore revisit all linear codes in the literature for a thorough comparison.

For the purpose of a fair comparison, we focus on instances of code-based masking in which the codes are generated over $\mathbb{F}_{2^n}$ by using AES’s irreducible polynomial (see Sec. III-B). The results are detailed in Tab. VII In particular, we present the best codes in several cases, along with the corresponding coding-theoretic properties.

The main takeaway point is that those optimal shall be used straightforwardly in practice, for instance, to protect AES implementations. We also provide instructive details for employing those codes in real circuits.

VI. Conclusions

In this work, we present an extensive attack-based evaluation on two representative instances of code-based masking, namely IPM and SSS-based masking. The higher-order optimal distinguisher is employed in numerically simulated evaluations. We highlight that various linear codes have significant impacts on the side-channel resilience of the corresponding scheme. Moreover, as an ultimate metric, the success rate of empirical attacks confirm the advantages of applying optimal instances of code-based masking.

Our attack-based evaluation completes the assessment of code-based masking assuming a known leakage model. Furthermore, compared with the state-of-the-art, we present the optimal codes (parameters) for both IPM and SSS-based masking in several cases. Those optimal codes should be of special interests to designers in devising more secure cryptographic circuits against side-channel attacks. As a part of future work, we will apply our theoretical and simulated analyses into practice and put forward practice-relevant evaluations of code-based masking on real-world circuits.

APPENDIX

A. Further Experimental Results.

For the sake of completeness, we provide here two more figures by using normal scale in y-axis, namely Fig. 13 and 14 that are complementary to the results in Fig. 3 and 6 respectively. We highlight that with normal scale, it is more clear to illustrate the impact of different linear codes on the concrete security level of the corresponding instances.
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Table VII

<table>
<thead>
<tr>
<th>Security Order t</th>
<th>Num. of Shares n</th>
<th>Tunable Parameters α in Sharing</th>
<th>Masking Scheme</th>
<th>Coding-Theoretic Properties (Det 4 and 5)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(1, 255), (3, 7)</td>
<td>IPM</td>
<td>d_{4h} = 3, 2, 2</td>
<td>156</td>
</tr>
<tr>
<td>2</td>
<td>Non-redundant</td>
<td>IPM (2, 1)-SSS</td>
<td></td>
<td>2, 2, 2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1, 17), (1, 5), (1, 7)</td>
<td>IPM (2, 1)-SSS</td>
<td></td>
<td>2, 1, 1</td>
<td>155</td>
</tr>
<tr>
<td></td>
<td>(221, 198), (188, 189), (237, 198)</td>
<td>IPM (2, 1)-SSS</td>
<td></td>
<td>4, 4, 4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1, 23), (1, 46), (1, 51), …</td>
<td>IPM</td>
<td>3, 3, 3, 1, 1, 1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(5, 221, 198)</td>
<td>(3, 1)-SSS</td>
<td>3, 1, 1</td>
<td>171</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(237, 175, 221)</td>
<td>(3, 1)-SSS</td>
<td>3, 3, 3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(237, 221, 198)</td>
<td>(3, 1)-SSS</td>
<td>4, 6, 6</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1, 51, 54), (1, 102, 228), (1, 108, 198)</td>
<td>(3, 1)-SSS</td>
<td>4, 4, 4, 37, 37, 37, 53, 53, 53</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(5, 237, 221, 198)</td>
<td>(4, 1)-SSS</td>
<td>3, 4, 12, 12, 19</td>
<td>173</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(12, 80, 176, 237)</td>
<td>(4, 1)-SSS</td>
<td>3, 2, 53</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(5, 237, 175, 221, 198)</td>
<td>(5, 1)-SSS</td>
<td>2, 2, 2</td>
<td>173</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1, 15, 233), (13, 240, 163)</td>
<td>IPM</td>
<td>5, 1, 1</td>
<td>155</td>
</tr>
<tr>
<td>3</td>
<td>Non-redundant</td>
<td>IPM (3, 2)-SSS</td>
<td></td>
<td>6, 2, 2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1, 146, 147), (1, 188, 189)</td>
<td>IPM (3, 2)-SSS</td>
<td></td>
<td>3, 3, 8, 8, 8, 8</td>
<td>155</td>
</tr>
<tr>
<td></td>
<td>(1, 27, 196), (1, 91, 204), (1, 218, 240)</td>
<td>IPM</td>
<td>8, 8, 8, 6, 6, 6, 6, 6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(125, 246, 119, 104, 150), (86, 23, 115, 107, 189)</td>
<td>(5, 2)-SSS</td>
<td>4, 4, 1, 1, 2, 2</td>
<td>155</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(169, 63, 106, 49, 112)</td>
<td>(5, 2)-SSS</td>
<td>4, 2, 2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(5, 237, 175, 221, 198)</td>
<td>(5, 2)-SSS</td>
<td>5, 6, 6</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(1, 23, 71, 167, 235)</td>
<td>(5, 2)-SSS</td>
<td>6, 36, 46</td>
<td></td>
</tr>
</tbody>
</table>


