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Abstract—The last decade has seen an explosion in the number of new secure multi-party computation (MPC) protocols that enable collaborative computation on sensitive data. No single MPC protocol is optimal for all types of computation. As a result, researchers have created hybrid-protocol compilers that translate a program into a hybrid protocol that mixes different MPC protocols. Hybrid-protocol compilers crucially rely on accurate cost models, which are hard-written by the compilers’ developers, to choose the correct schedule of protocols.

In this paper, we propose CostCO, the first automatic MPC cost modeling framework. CostCO develops a novel API to interface with a variety of MPC protocols, and leverages domain-specific properties of MPC in order to enable efficient and automatic cost-model generation for a wide range of MPC protocols. CostCO employs a two-phase experiment design to efficiently synthesize cost models of the MPC protocol’s runtime as well as its memory and network usage. We verify CostCO’s modeling accuracy for several full circuits, characterize the engineering effort required to port existing MPC protocols, and demonstrate how hybrid-protocol compilers can leverage CostCO’s cost models.

1. Introduction

Secure collaborative computation [12], [17], [32], [45], [47], [59], [62], is an increasingly popular paradigm where multiple organizations with sensitive data run an analysis over their aggregate data, without revealing their individual sensitive data to each other. Computing on multiple parties’ data is both advantageous and necessary in many cases ranging from finance to healthcare. For example, money laundering—where criminals transfer assets across financial institutions to mask their activities—is illegal in most jurisdictions and banks are required to detect and report such activity. However, detecting money-laundering is challenging because it requires banks to share sensitive customer transaction data with each other [57], and they are unwilling to do so because of business competition.

Over the past three decades, researchers have made impressive progress towards a cryptographic approach to this problem: secure multi-party computation (MPC) [4], [14], [30], [35], [36], [39], [48], [64], [66]. At a high level, MPC allows n parties p₁, …, pₙ with corresponding inputs x₁, …, xₙ to learn the output of a public function ƒ(x₁, …, xₙ) without revealing each party’s xᵢ to other parties. Due to these efforts, MPC is now efficient enough for several real-world use cases [12], [17], [32], [45], [47], [59], [62]. Because there is no single MPC protocol that wins for all workloads, researchers have begun to design a number of hybrid protocols [7], [21], [23], [25], [34], [41], [43], [54] that combine different MPC protocols to bring orders of magnitude performance improvement over using just one MPC protocol to run the entire workload.

Consequently, hybrid-protocol compilers [11], [13], [33], [50] emerged in an effort to automate the manual process of optimally combining different MPC protocols for a given application. Fig. 1 depicts the standard workflow of a hybrid-protocol compiler. In order to construct a hybrid protocol for a given program, the compiler partitions the program and uses a cost model to select the MPC protocol to run on each partition. The resulting hybrid protocol can then be executed by the parties who want to securely compute the program.

A hybrid-protocol compiler crucially depends on its cost model, which it queries to determine the concrete costs of different options for protocol assignment. The main problem with existing cost models is the manual effort needed to derive them. Multiple issues arise as a result:

– Burdensome effort. Deriving a cost model for a specific MPC protocol requires a deep understanding of its runtime complexity. For example, EzPC [13] relies on distilling the properties of ABY [15] into hard coded heuristics specialized to a deployment and Kerschbaum, et. al [37], [56] manually derive cost models for every building block in their two supported MPC protocols. Others [11], [33], [50] set up experiments by hand and fix parameters like the data size.

– Lack of extensibility. Existing compilers base their cost models on certain assumptions about the deployment environment and the supported MPC protocols. EzPC [13] relies on rigid heuristics while newer compilers [11], [33], [50] use a cost model specific to the set of protocols they initially support. Both approaches make it difficult to integrate new MPC protocols into the compiler; new heuristics need to
In this work, we present CostCO, a cost modeling framework for MPC capable of automatically deriving an accurate cost model for a given MPC protocol. At a high level, CostCO takes as input an MPC protocol with a specification, builds a statistical model indicating which programs to test on the MPC protocol, measures the protocol running on these samples, and uses the results to compute a cost model. The computation of cost models in CostCO leverage the common properties of a class of MPC protocols. Specifically, security requirements of MPC imply that computation time and execution are deterministic and input-data independent, which in turn means that all branch arms are evaluated during execution (we refer to this property as non-branching). Additionally, many recent MPC protocols [3], [4], [14], [15], [18], [36], [64], [66] have quadratic communication, computation and memory complexity. In combination these insights allow CostCO to efficiently generate cost models without requiring additional user input such as representative workloads, etc. In contrast to prior cost modeling works [11], [33], [50], CostCO is:

- **Automatic.** A protocol provider supplies an MPC protocol implementation together with a short specification, and CostCO automatically infers a cost model, both in terms of a symbolic equation and an empirical cost for each metric. Subsequent versions of MPC protocols require less effort to generate cost models and integrate into the hybrid protocol compiler. CostCO can also automatically generate cost models for different deployment settings the secure computation takes place on, which frees the compiler from deployment assumptions (e.g., network conditions) imposed by hard-coded heuristics.

- **Extensible.** CostCO’s API (§3) is rich enough to allow it to be used with a range of different MPC protocols, running in a wide variety of different deployment settings. We have successfully used CostCO to generate cost models for 7 different MPC protocols which run the gamut from ones that use arithmetic and Boolean secret sharing [15] to ones based on garbled circuits [64] and homomorphic encryption [18]. Using CostCO in each of these cases required less than 200 lines of code, demonstrating CostCO’s expressivity.

- **Versatile.** In addition to generating cost models that predict an MPC protocol’s runtime, CostCO also generates cost models that predict network communication and peak memory consumption, which enables compilers to additionally consider memory-optimized MPC protocols.

**Improving existing compilers.** We build a compiler that uses cost models generated by CostCO in order to reduce the effort that is otherwise required for manually developing cost models for an MPC protocol. At the same time, when compared to existing frameworks and their benchmarks, our compiler still produces comparable protocol assignments. By considering the different types of costs CostCO models, our compiler is also able to make more sophisticated decisions, e.g., taking into account performance degradation from memory pressure. We believe that the research on hybrid-protocol compilers can now focus on the problem of effectively searching the complex space of combinations of MPC protocols, without expending effort on cost modeling. We open-sourced CostCO [1] to bolster this research agenda.

### 1.1. Techniques summary

In order to generate cost models for a variety of MPC protocols, CostCO first needs a way to interface with each protocol. Such a task is challenging because different MPC protocol implementations have widely varying APIs. CostCO manages to provide a common interface in a simple API that is still rich enough to express different MPC protocols (described in §3).
Once CostCO is able to interface with a given MPC protocol, the main challenge lies in working out the relations between the primitives for the total cost. MPC protocols typically publish their asymptotic complexity, which do not contain lower-order terms. CostCO needs to first recover lower-order terms that influence the real cost to obtain the set of primitive features that influence performance. Requiring users to derive the correct set of features is both burdensome, and error prone since feature importance might itself depend on factors such as the deployment scenario. Instead, CostCO automatically identifies the set of important features by leveraging techniques from response-surface methodology [28] so the user only need provide the set of features that potentially influence performance (described in §4).

Next, CostCO uses the observation that the performance and resource requirements for MPC protocols are independent of input data in order to automatically generate an empirical cost model. Determining the set of important features, and generating an empirical cost model requires empirical experiments, however running an MPC circuit can be expensive in terms of runtime and resource costs. Therefore, CostCO draws techniques from the experiment design literature [8], [28], [38] and runs in two stages to reduce the overall number of empirical observations required.

Evaluation summary. We implement and port 7 MPC protocols to CostCO (§5). Each protocol takes less than 200 LOC to use CostCO (§6.1) and CostCO generates cost models with greater accuracy than prior cost modeling approaches [11], [33], [50] (§6.2). In order to demonstrate the utility of the cost models generated by CostCO, we implement a hybrid-protocol compiler along with 6 applications and find that our compiler makes comparable, if not better (up to 41% faster) protocol assignments than the current state-of-the-art hybrid-protocol compiler which uses manually derived cost models (§6.3).

2. CostCO Overview

CostCO is designed to automatically generate cost models that provide an estimate of the execution time of running a given computation using a specific MPC protocol.

2.1. CostCO Architecture

CostCO’s system architecture consists of a pipeline that automatically synthesizes a cost model from a list of user-provided features for a given MPC protocol executed in a fixed deployment environment. Fig. 2 depicts CostCO’s workflow. At a high level, 1) CostCO receives a protocol specification for the MPC protocol and uses it to generate the exact computation experiments to run. 2) CostCO then runs the experiments on the MPC protocol’s implementation and 3) determines the next set of experiments to run. 4) CostCO uses the experiment results to infer the lower order asymptotic terms and finally output an empirical cost model.

CostCO is run on the deployment environment which consists of the machine or cluster at each party where the secure computation will be run and the network environment among them. For example, some banks who wish to collaborate on anti-money laundering [57] can run CostCO on their setups. For some, this means their on-premise cloud, while for others, a major cloud provider. This is the same deployment on which hybrid-protocol compilers [11], [33] are designed to run on. CostCO also computes cost models for fixed field sizes and security parameters, i.e., CostCO should be rerun if the field sizes or the security parameters change.

Similar to existing MPC literature [11], [15], [55], [64], we expect that MPC computations are expressed as circuits, a directed acyclic graph (DAG) where vertices represent an MPC protocol’s primitive operations, also known as gates (e.g., AND/XOR in garbled circuits [64] and sum/product in arithmetic circuits [15]). The edges of the DAG represent dataflow between the gates. The depth of a circuit is the path length from the computation’s start to end, where edges are weighted by the number of communication rounds the edge’s source vertex (corresponding to a gate) requires. For example, consider a circuit for a round-based arithmetic MPC protocol [15] that consists of an addition followed by a product. In this case, the addition requires no rounds while the product requires 1 round and thus the depth of the circuit is 1.

To compute the cost model of a protocol $\pi$, CostCO requires the following inputs:

1) Protocol specification $S_\pi$. In order to be able to interface with $\pi$, CostCO requires a short specification for $\pi$. At a high level, a specification consists of the units of computation and parameters of $\pi$ that CostCO needs in order to derive $\pi$’s cost model. We describe the specification in more detail in §3.

2) Protocol implementation. This is a specific implementation of $\pi$, which implements the interface described in §4.2. CostCO uses this implementation to synthesize empirical cost models.

Note that, unlike prior work [11], [33], [50], CostCO only requires a list of parameters that the cost model depends upon. The list may include parameters that do not appear in the final cost model as CostCO can automatically perform parameter selection and filter out extraneous
parameters. Crucially, CostCO can derive a detailed cost model from shallow parameters, that is, parameters that can be easily identified without a deep understanding of the protocol. For example, in order to generate the detailed cost model for AG-MPC [64], a Boolean-circuit MPC protocol, the user inputs:

\[ \left\{ |\text{AND}|, |\text{XOR}|, |\text{input}|, |\text{output}|, \text{depth}, |\mathcal{C}|, \frac{1}{\log(|\mathcal{C}|)} \right\}, \]

where \(|\mathcal{C}| = |\text{AND}| + |\text{XOR}|\) is the total number of gates in the circuit, and depth is circuit depth as described earlier. Of these terms \(|\text{input}|, |\text{XOR}|, |\text{AND}|, |\text{depth}|, |\text{output}|\) come from how computation in AG-MPC is represented (as a Boolean circuit) and the terms \(|\mathcal{C}|, 1/\log(|\mathcal{C}|)\) appear in the asymptotic \(O(\cdot)\) complexity reported in Table 1 of the original paper [64]. From the list of parameters, CostCO automatically generates the following empirical cost model for execution time in milliseconds:

\[
\hat{\mathcal{E}}_{\text{AGMPC}}^{\text{RT}} = 0.04|\text{input}| + 0.033|\text{AND}| + \frac{113|\text{AND}|}{\log |\mathcal{C}|} + 56.3
\]

(1)

The protocol specification also only needs to be written once for an MPC protocol and can be reused for different deployment settings. The party who writes this specification can be the designer of the MPC protocol or the developer who wants to use the protocol in a hybrid-protocol compiler. We further elaborate on the shallow parameters the protocol specification writer needs to provide in §3.

After the inputs are specified, CostCO can use these inputs to generate the appropriate cost models. At a high level, CostCO’s cost modeling workflow is as follows:

1. §4.1 CostCO first carefully chooses a set of profiling experiments using experiment design. The user may optionally provide CostCO with a maximum experiment size (213 operations by default) if they want to control CostCO’s total execution time.

2. §4.2 Generates computations for the profiling experiments, executes them on the implementation \(I_\pi\), and collects performance measurements.

3. §4.3 Automatically synthesizes and outputs both the abstract and empirical cost models, denoted as \(\hat{\mathcal{C}}_\pi\) and \(\hat{\mathcal{E}}_\pi\), respectively. \(\mathcal{C}_\pi\) and \(\hat{\mathcal{E}}_\pi\) each contain cost models for computation, memory, and network consumption.

Compared to plaintext cost modeling systems, MPC cost modeling does not require knowledge of the input data. This is because, MPC’s privacy properties mean that a program’s performance cannot depend on data content – and generally, the overhead depends only on computation size and the input data size(s). As a result, executions are deterministic and non-branching, making cost modeling CostCO feasible with only a few additional assumptions. We elaborate on the assumptions CostCO makes and their limitations in §2.3 and §2.4.

### 2.2. Usage in a Hybrid-Protocol Compiler

As previously explained in §1 and Fig. 1, a hybrid-protocol compiler mixes MPC protocols \(\pi_1, \ldots, \pi_n\). Parties invoke a hybrid-protocol compiler on the same deployment where they plan to run their secure computation. Since transitioning from a protocol \(\pi_i\) to \(\pi_j\) needs a special MPC conversion in order to maintain security, the compiler also needs to support conversion protocols \(\pi_i \rightarrow \pi_j\), which CostCO can automatically generate cost models for.

At a high level, the hybrid-protocol compiler divides the user program into pieces and tries to determine the most cost effective way of dividing and assigning pieces of computation to MPC protocols. The exponential search space makes it impractical to directly run and measure the cost of every possible protocol assignment. Instead, the compiler infers the runtime, memory, and network requirements of each assignment by querying each of the cost models returned by CostCO.

Each empirical cost model \(\hat{\mathcal{E}}_\pi = (\hat{\mathcal{E}}^{\text{RT}}_\pi, \hat{\mathcal{E}}^{\text{MEM}}_\pi, \hat{\mathcal{E}}^{\text{NW}}_\pi)\) takes as input a circuit file representing a computation to be run (described in §4.2), and outputs the inferred execution time, peak memory usage, or network cost of executing the computation using \(\pi\) on the parties’ deployment environment. The cost for executing any program can be computed by summing up the cost of executing each piece as well as the cost of conversions, which is given by plugging the data size to be converted into the cost model for the relevant conversion \(\hat{\mathcal{E}}_{\pi_i \rightarrow \pi_j}\). We describe the integration of CostCO in a compiler in §5.

### 2.3. System Assumptions

The security properties of MPC lend themselves to appealing computational properties, namely, the execution is non-branching (all branch arms are evaluated), input-data independent, and deterministic. This means CostCO does not require additional inputs that are normally required by generic cost modelers, e.g., representative workloads to run [24], [63], [65]. CostCO also makes domain-specific assumptions that let it support automatically cost modeling many MPC protocols.

**2.3.1. Quadratic approximation.** As mentioned in §1. CostCO approximates a cost model as polynomial with monomials of maximum degree = 2. For many MPC protocols’ cost models [3], [4], [14]-[16], [18], [36], [46], [58], [66], a quadratic approximation is sufficient. This is due to the computation time and the number of communication rounds of an MPC circuit normally being bounded by the size of the circuit (\(|\mathcal{C}|\)), and in the worst case no gate requires more than a constant number of all-to-all communication rounds, bounding the number of messages and hence bandwidth requirements to \(|\mathcal{C}|^2\). While CostCO can approximate non-polynomial cost terms as second degree polynomials, for some protocols such as AG-MPC [64] explicitly specifying the asymptotic terms can improve accuracy, especially when they contain non-polynomial factors (e.g., \(1/\log |\mathcal{C}|\)). As a result, for such protocols, CostCO allows users to provide non-polynomial terms appearing in a protocol’s asymptotic complexity as input and uses this information to improve cost model accuracy by including them in the set of features considered when synthesizing cost models.

This assumption also implies that the cost model is smooth (differentiable everywhere). That is to say, the protocol’s empirical cost model is not piecewise; the constant factors are expected to not arbitrarily change with respect to computation size. However, CostCO can still enable the compiler to make decisions on piecewise costs.
For example, CostCO can extrapolate the performance degradation from running out of memory by artificially limiting the system’s memory and measuring the difference in runtime of a circuit. By using the memory model generated by CostCO in tandem with the performance under memory pressure, our compiler can account for a protocol assignment’s performance degradation when its peak memory usage exceeds the available system memory (§5).

### 2.3.2. Fixed parameters

CostCO runs on the deployment that the users plan to run their secure computation on, which is the same deployment existing hybrid compilers [11], [33] run on. Cost models are created for fixed field sizes and security parameters, which allows the cost models to be viewed as a function of computation size and input data size. CostCO should be rerun if the field sizes or security parameters change.

### 2.4. Limitations

#### 2.4.1. Circuit structure

CostCO only considers the number of gates in the circuit and its depth. For the MPC protocols we consider, circuit depth corresponds to the number of communication rounds required when evaluating the computation. We show in §6 that considering these factors is sufficient for producing relatively accurate cost models, despite not considering round-level parallelism in protocols with non-constant communication rounds.

#### 2.4.2. Circuit optimization

The cost models generated by CostCO are derived from mapping several unmodified circuits (§4.2) to the costs experienced during their execution. In practice, some protocols [36] can reorder the evaluation order of the units comprising the circuit to improve performance. Significant modifications could render analysis on the unmodified circuit useless to extrapolate to the modified circuit which the protocol actually evaluates. In order to produce accurate models for these protocols, CostCO would need a way to execute a circuit without optimizations from the protocol. The protocol would need to implement an interface that takes the computation and outputs the optimized circuit that can be used as input to the cost model.

#### 2.4.3. Scheduling

MPC protocols may use multiple threads throughout their execution. The runtime of these threads is at the mercy of the scheduler while CostCO is profiling costs. Scheduling decisions may influence the overall runtime performance of the protocol, but CostCO makes no attempt to understand such scheduling decisions.

### 3. CostCO Specification

The first challenge that CostCO needs to address is how to interface with a given MPC framework. MPC frameworks differ significantly from each other both in how computation is expressed and in how it is executed. CostCO manages to provide a common interface using a simple API. We observe that many MPC protocols express computation as a sequence of primitive operations, also known as gates. A primitive operation is either a computational gate or a data gate. For example, the primitive operations of AG-MPC are the AND and XOR gates (computational units), and the input and output gates (data units). CostCO assumes the cost model can be computed as a function of the MPC protocol’s computational primitive operations. Intuitively, because MPC requires the execution to be non branching, deterministic, and input-data independent, the cost of an MPC protocol can be viewed in terms of the computation itself. The specification for an MPC protocol \( \pi \) captures the primitive operations in \( \pi \).

Given the specification, CostCO will automatically generate experiments to evaluate the MPC framework, collect the results, and derive the abstract and the empirical cost models.

A protocol specification \( S_\pi \) for protocol \( \pi \) is a file that details the following:

1. A set of gates, each of which is a computational gate or data gate and has the form \( g_\alpha = (i_\alpha, o_\alpha, d_\alpha) \), where \( n \) is the name of the gate, \( i_\alpha \) is the number of inputs, \( o_\alpha \) is the number of outputs, and \( d_\alpha \) is the depth. Depth here indicates the number of communication rounds required to run this computational unit. We define \( \mathcal{G} \) to be the entire set of \( \pi \)'s gates. Inputs and outputs are assumed to be gates, i.e., \( \mathcal{G}_{in} = \text{input, output and } \mathcal{G}_{in} \subset \mathcal{G} \). For a given computation, we define \( \mathcal{S} = \{ s_g \} \) to be the counts of every gate \( g \in \mathcal{G} \) in that computation.

2. A set of asymptotic terms, each of which is some function \( h : \mathbb{R}^{\lvert \mathcal{G} \rvert} \to \mathbb{R} \) that expresses parameters in the cost model as a function of some subset of \( \mathcal{S} \) and appears as a term in the worst-case asymptotic complexity bound \( O(\cdot) \) of \( \pi \). We define \( \mathcal{H} \) to be the entire set of \( \pi \)'s asymptotic terms. The counts of gates \( \mathcal{S} \) and the asymptotic terms \( \mathcal{H} \) evaluated on \( \mathcal{S} \) make up the set of features \( \mathcal{F} = \{ f_1, \ldots, f_{\lvert \mathcal{F} \rvert} \} = \mathcal{S} \cup \{ h(s) \mid h \in \mathcal{H} \} \) that CostCO uses to derive a cost model. The cost model is expected to have the form:

\[
C_\pi(f_1, \ldots, f_{\lvert \mathcal{F} \rvert}) = r^T \begin{bmatrix} f_0 \\ f_1 \\ \vdots \\ f_{\lvert \mathcal{F} \rvert} \end{bmatrix} + s^T \begin{bmatrix} f_0f_0 \\ f_0f_1 \\ \vdots \\ f_{\lvert \mathcal{F} \rvert}f_{\lvert \mathcal{F} \rvert} \end{bmatrix},
\]

where \( r, s \in \mathbb{R}^+ \).

### Example

To make the specification writing process more concrete, we will elaborate on the specification for AG-MPC [64] introduced in §2.1. Boolean MPC requires the computation to be specified as a Boolean circuit composed of \( \text{XOR} \) and \( \text{AND} \) operations. Note that since CostCO assumes that the deployment is fixed, variables such as the number of parties and network bandwidth are also fixed and thus integrated into the empirical constants of the cost model. Both operations have two inputs and one output. AG-MPC is a constant-round protocol, thus both operations have a depth of 0. Therefore, AG-MPC has the following gates:

\[
\mathcal{G} = \{ (\text{XOR}, 2, 1, 0), (\text{AND}, 2, 1, 0) \} \cup \mathcal{G}_{in}.
\]

Table 1 of AG-MPC’s original publication [64] lists an asymptotic complexity of \( O(|\mathcal{C}|/\log|\mathcal{C}|) \). Because
Algorithm 1: Cost model synthesis.

Input: $\mathcal{F}, \mathcal{H}, d$
Output: a cost model $(\mathcal{F}^*, \beta^*)$ for $\pi$

begin
1 $\tilde{\mathcal{F}} \leftarrow \emptyset$
2 $X_1 \leftarrow \text{PBD}(\mathcal{F})$
3 $Y_1 \leftarrow \text{RunCircuitFiles}(X_1)$
4 $\beta \leftarrow \text{LeastSquares}(X_1, Y_1)$
5 for $f_i \in \mathcal{F}$ do
6     if $0 \notin \text{ConfInterval}(\beta_i)$ then
7         $\tilde{\mathcal{F}} = \tilde{\mathcal{F}} \cup \{f_i\}$
8     end
9 $X_2 \leftarrow \text{CCD}(\tilde{\mathcal{F}})$
10 $Y_2 \leftarrow \text{RunCircuitFiles}(X_2)$
11 $G = \tilde{\mathcal{F}} \cup \mathcal{H}, G^2 = \{g_i, g_j | g_i, g_j \in G\}$
12 $\mathcal{F}^*, \beta^* \leftarrow \text{FoBa}(X_2, Y_2, G \cup G^2)$
end

end

CostCO is capable of automatically inferring quadratic parameters (monomial degree $= 2$),

$$\mathcal{H} = \left\{ \left| \mathcal{C}_f, \frac{1}{\log |\mathcal{C}|} \right| \right\}.$$

4. Synthesizing Cost Models

Given an MPC protocol specification and implementation (§3), the goal of CostCO is to compute a cost model for that protocol. When designing CostCO’s cost modeling algorithm (Algorithm 1), we initially considered using techniques from optimal experiment design (OED) [33], which provides a methodology for choosing samples while minimizing some desired metric (e.g., metrics related to expected error of the estimator). Existing cost modelers like Ernest [63] leverage OED to predict the performance of large-scale data analytics workloads. However, OED requires a known model which, in the case of AG-MPC above, would require knowing the abstract cost model a priori:

$$C_\text{AG-MPC}^\pi = x_0 + x_1 |\text{input}| + x_2 |\text{AND}| + x_3 \frac{|\text{AND}|}{\log |\mathcal{C}|}.$$  

(2)

Generating such a model is challenging for a user because it requires a non-trivial understanding of the protocol and in some cases might rely on implicit assumptions about the deployment (e.g., network latency). While it is hard for the user to specify the exact abstract cost model equation, it is easier for the user to come up with factors that affect performance. For example, as previously mentioned in §2.1, MPC protocols commonly report their asymptotic $O(\cdot)$ complexity. Thus, CostCO asks the user to only specify such factors (the user can also provide more than is necessary) and does not require the user to figure out how to combine the factors. CostCO blends techniques from experiment design and statistics to cull important features (§4.1), generate and run a set of experiments (§4.2), and perform regression analysis to construct the abstract and empirical cost models (§4.3).

4.1. Design of Features

Given a set of potential features, CostCO still needs to figure out which experiments to run. As mentioned in §4, we cannot use OED because we do not know the abstract cost model (e.g., Equation 2) a priori. Other techniques that predict execution time using random sampling [29], [60] do not provide a principled rule on the amount of samples to collect and ended up needing hundreds of samples to train a model. CostCO’s approach is inspired by ideas from response-surface methodology (RSM) [28], a technique used in several disciplines to explain how different features influence an observed value. We remain sample efficient by leveraging two techniques in the experiment design literature used in tandem with RSM.

CostCO initially starts with a set of user-provided potential features $\mathcal{F}$. In our running AG-MPC example,

$$\mathcal{F} = \{ |\text{AND}|, |\text{XOR}|, |\text{input}|, |\text{output}|, \text{depth}, |\mathcal{C}|, 1/\log(|\mathcal{C}|) \}.$$  

In this subsection, we will be working on $\mathcal{F}_M$, the monomial subset of $\mathcal{F}$. That is,

$$\mathcal{F}_M = \{ |\text{AND}|, |\text{XOR}|, |\text{input}|, |\text{output}|, \text{depth} \}.$$  

In order to identify the important features $\hat{\mathcal{F}}$, CostCO carries out a screening step (Lines 3–10), that generates a set of experiments used to compute the importance of each potential feature. A naive way to find $\hat{\mathcal{F}}$ is via a full factorial experiment [22], which is a design of size $2^{|\mathcal{F}_M|}$ that enumerates all permutations where each feature is either at its highest value or lowest value. Instead, CostCO uses Plackett-Burman design (PBD) [51] for this step because it produces a set of experiments that is small but still capable of finding features that have a significant effect on the runtime. PBD is a fractional factorial design requiring only $4[n + 1]/4 \approx n + 1$ measurements for $n$ features, under the assumption that interactions between features (second-order) are confounded with main (first-order) effects. A PBD for $n = 3$ is shown in Fig. 3. The samples collected from PBD are fit and features are filtered according to the confidence intervals computed with Equation 3. After the screening step in our running example,

$$\hat{\mathcal{F}} = \{ |\text{AND}|, |\text{input}| \}.$$  

The screening step using PBD indicates that depth does not have a statistically significant impact on performance, and we drop that from the list of features. This is because AG-MPC is a constant-round protocol, and circuit depth does not impact runtime. $|\text{XOR}|$ is dropped because XOR requires no additional communication to compute and

<table>
<thead>
<tr>
<th>Experiment</th>
<th>$f_1$</th>
<th>$f_2$</th>
<th>$f_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 3. PBD for three features and two levels. After running every experiment in PBD, CostCO can analyze which features $f_i$ to drop before the second phase of more intensive experiments.
4.2. Generating and Running Experiments

In the previous section, we explained CostCO’s two-phase experiment design procedure. Given the set of features and their values each experiment, CostCO still needs to use the user-provided protocol specification (described in §3) and the implementation to run one or more profiling experiment instances. In order to do so, given a profiling experiment CostCO synthesizes and runs computational circuits with the required features (Lines 3-4 and 11-12).

4.2.1. Circuits. Similar to many MPC frameworks, CostCO represents computation as a circuit. Each circuit is a DAG, where the vertices, which we call gates, correspond to the \( \pi \) primitive operations; and edges represent data flow between gates. An edge \( g_i \rightarrow g_j \) means that the output from gate \( g_i \) is used as an input to \( g_j \). In addition, CostCO needs to ensure that generated circuits can capture properties like network round-trips, etc. Protocols that are not constant-round, e.g., arithmetic and Boolean ABY [15], have performance that can depend on the sequence of operations that are run. CostCO models this dependency in the circuit as the depth \( d_i \) of a primitive operation; this information is supplied as a part of the protocol specification. If \( g_i \) represents a gate with depth \( d_i \), then all outgoing edges from \( g_i \) are assigned the weight \( d_i \). The depth of the entire circuit is the number of round trips needed to run the computation, which is the equivalent to the length of the longest path in the circuit.

4.2.2. Generating circuits. CostCO generates representative computation in the form of a circuit. The circuit generation component needs to take as input the number of each gate (computational gates and input gates) and the desired circuit depth. Given these parameters, CostCO constructs the circuit by first putting in input gate according to the input size. While building the circuit, CostCO keeps track of: (1) gates that still need to be realized on the circuit and (2) gates with available outputs that can be used as an input to another gate. CostCO selects a gate from the first list and places it on the circuit. Using the second list, inputs are selected for the new gate. CostCO repeats this process until all gates have been realized in the circuit. CostCO achieves the desired circuit depth by keeping track of path lengths and preventing edges that would result in a path length exceeding the desired depth. Finally, CostCO ensures that the output of every gate is either fed into another gate as input or is evaluated as an output.

Note that the input to CostCO’s circuit generation component (number of gates and desired circuit depth) are not specified by the user but are automatically generated and varied by CostCO’s experiment design component (§4.1).

4.2.3. Running circuits. CostCO assumes that the MPC framework can accept inputs in the circuit format described above. CostCO therefore expects that the protocol provider implements the following function:

\[
\text{RunCircuit}(\text{CircuitFile} \ cf) \rightarrow \text{Execute the circuit represented by} \ cf \text{with the protocol} \ \pi \text{and report the total execution time and network communication.}
\]

CostCO generates circuits and calls the protocol’s implementation of RunCircuit to profile its performance with circuits generated from the methodology described above. Empirically, implementing RunCircuit took less than 200 LOC for every MPC protocol we evaluated.

4.2.4. Types of cost measured. CostCO generates cost models for three types of execution costs: runtime, peak memory usage, and network communication. CostCO opts to measure memory in addition to runtime and network communication because \( \pi \) can experience a significant performance degradation if the peak memory of an execution exceeds available memory. Recent protocols have started trading off more communication rounds for using less memory [70].

4.3. Deriving Cost Models

After choosing and running profiling experiments, CostCO selects terms from the monomial culled features \( \mathcal{F} \), asymptotic terms \( \mathcal{H} \), and their pairwise products in order to form the final abstract cost model (Lines 13-14). In our running example,

\[
\mathcal{G} = \mathcal{F} \cup \mathcal{H} = \{ [\text{AND}], |\text{input}|, |\mathcal{C}|, 1/\log(|\mathcal{C}|) \}
\]
\[ G^2 = \left\{ |\text{AND}|^2, |\text{AND}|\text{input}|, |\text{AND}|C, \frac{|\text{AND}|}{\log(|C|)} \ldots \right\}. \]

We make the observation that only a handful of the terms in \( G \) and \( G^2 \) contribute significantly to the cost. Intuitively, this is because many of the pairwise products do not appear in the asymptotic \( O(\cdot) \) cost. Thus, the problem becomes one of selecting a sparse polynomial out of \( G \cup G^2 \). CostCO uses ordinary least squares regression and leverages the adaptive forward-backward (FoBa) greedy algorithm described in [68] to select a sparse polynomial. FoBa first greedily adds terms to the candidate polynomial in the forward step, halting when the reduction in mean error of adding a feature is less than \( \epsilon \). To correct for incorrect features added in the forward step, FoBa’s backward step removes a feature if the increase in mean error is less than a factor \( \delta \) than the last decrease in mean error.

To test how well the polynomial produced by FoBa generalizes, CostCO runs cross-validation on the outputted model. Specifically, CostCO uses leave-one-out cross-validation where one data point is left out and the leftover data is re-fit to the polynomial. This is repeated for all points in the data. Since FoBa is parameterized by the stopping threshold \( \epsilon \), CostCO uses the mean error from the cross-validation runs as a metric when binary searching for the optimal \( \epsilon \).

In order to further prevent selecting a polynomial that overfits the data, we only consider a model (polynomial outputted by FoBa) if all of its features have regression coefficients with a positive 95% confidence interval. Under the least squares assumption that observation errors are normally distributed, i.e., \( e \sim \mathcal{N}(0, \sigma^2) \), the estimated coefficients \( \beta_i \) from samples \( X \) have a 100(1 - \( \alpha \))% confidence interval of:

\[ \beta_i \pm t_{\alpha/2, n-(d+1)} \sqrt{\frac{\sigma^2}{n}} (X^\top X)^{-1}, i, i, \]

where \( \sigma^2 \) is the mean squared error (estimate of \( \sigma^2 \)), \( t \) is the Student’s \( t \)-distribution, and \( n = n-(d+1) \) is the degree of freedom. Note that we make the least squares assumption because MPC protocols are usually deterministic in their execution—dependence on data content would otherwise cause privacy leakage—so errors stem from the execution environment.

5. Implementation

We implemented a prototype of CostCO and a hybrid-protocol compiler that uses the generated cost models in \( \approx5000 \) lines of code (LOC) of Python. Porting MPC protocols to CostCO took less than 200 LOC per protocol (§6.1). Lines of code were counted with cloc. Similar to the SPDZ [36] compiler, our compiler takes programs written in a subset of Python. It currently supports six MPC protocols: Arithmetic, Boolean, Yao (and their share conversion protocols) [15]; FastGC [31]; AG-MPC [64]; and SPDZ [14].

We use a program decomposition approach and a protocol conversion assignment approach based on OPA [33]. Additionally, we implemented our own hybrid-protocol compiler for ABY based off the techniques in [33]. We replace the cost models used by [33] with the automatic models generated by CostCO and find that it arrives at the same hybrid protocol assignments for the applications we tested (GCD, biometric matching, and non-parallelized \( k \)-means). In all cases we found that the automatic models generated by CostCO allowed the compiler to perform as well as a compiler that uses hand-tuned, human generated cost models.

6. Evaluation

We evaluate CostCO on 7 MPC protocols. We first report on the ease of porting MPC protocols to CostCO (§6.1). We then evaluate the accuracy of our generated models (§6.2.1) and how they compare to current work in cost modeling (§6.2.2). We conclude with results on the cost of running CostCO (§6.2.3).

We ran all evaluations on AWS c5.4xlarge instances (16 vCPUs and 32GB RAM) in the same region. All protocols used a deployment with 2 parties except AG-MPC, which used 3 parties. All protocols, when applicable, had their field sizes set to 32 bits. We set the maximum number of a feature per experiment to be the default value of 2\(^13\). This value determines the concrete value to set for a feature at the “high” point in a factorial design (described in §4.1).

Additionally, we implemented our own hybrid-protocol compiler for ABY based off the techniques in [33]. We replace the cost models used by [33] with the cost models automatically generated by CostCO and find that it arrives at the same hybrid protocol assignments for the applications we tested (GCD, biometric matching, and non-parallelized \( k \)-means). In all cases we found that the automatic models generated by CostCO allowed the compiler to perform as well as a compiler that uses hand-tuned, human generated cost models.

6.1. Ease of Use

We integrated the following MPC protocols to work with CostCO: the three in ABY [15] (Arithmetic (A), Boolean (B), and Yao (Y)), their conversions (A→Y, B→Y, B→A, Y→A, A→B, Y→B), FastGC [27], AG-MPC [64], SPDZ [36], and BFV homomorphic encryption [18]. Fig. 5 shows the lines of code needed to implement the required functionality for the protocol using CostCO (§3), as well as the (existing) lines of code in the protocol’s implementation.

Running circuits. In order to interface with CostCO, the MPC protocol needs to implement the RunCircuit API described in §4.2. Implementing RunCircuit took about 1-2% of a protocol’s implementation size.

Protocol spec. The gates for these protocols were simple to enumerate (Boolean vs. arithmetic operations), resulting in a compact specification of 20 lines or less. The degree bounds on runtime and communication complexity were
6.2. Microbenchmarks

6.2.1. Model Accuracy. To evaluate how well the models produced by CostCO extrapolate, we generate cost models for runtime, network usage, and peak memory usage; and determine their accuracy in predicting each metric on a set of 100 circuits with features of size up to $8 \times$ larger ($2^{16}$) than the largest feature size in the samples used to build the cost model. We sample the test circuits randomly with a fixed seed.

The Root Mean Squared Error (RMSE) as well as the 5th, 50th, and 95th percentile of the relative error of the runtime cost models produced by CostCO for the 3 MPC protocols in ABY [15] are reported in Fig. 6. The relative error as a percent value is calculated as:

$$\frac{\text{actual} - \text{predicted}}{\text{actual}} \times 100.$$ 

6.2.2. Comparison to Existing Cost Models. CheapSMC computes cost models by constructing a separate circuit with 1000 operations for every operation in ABY. CheapSMC then records the runtime of each circuit and divides the average over 10 runs by 1000 to get the average per-operation cost. The cost of running a circuit becomes the sum of its individual operation costs. This approach, while efficient and easy to reason about, sacrifices model accuracy because the structure of the circuit is ignored. This can be seen in Fig. 6, where the median accuracy of Yao is 28% because while the circuits are evaluated in topological order, the depth of the circuit does not affect the number of communication rounds. In Arithmetic and Boolean, however, the median relative error degrades to 388% due to the circuit depth affecting the number of communication rounds.

### Table 5. Lines of code to generate cost models using CostCO for each MPC protocol, split between implementing RunCircuit and writing the MPC protocol specification.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Existing</th>
<th>Using CostCO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implementation</td>
<td>RunCircuit</td>
<td>Spec</td>
</tr>
<tr>
<td>A</td>
<td>—</td>
<td>141</td>
</tr>
<tr>
<td>B</td>
<td>—</td>
<td>4</td>
</tr>
<tr>
<td>Y</td>
<td>—</td>
<td>4</td>
</tr>
<tr>
<td>A→Y, B→Y, B→A, Y→A, A→B, Y→B</td>
<td>—</td>
<td>12</td>
</tr>
<tr>
<td>FastGC [31]</td>
<td>9905</td>
<td>139</td>
</tr>
<tr>
<td>AG-MPC [64]</td>
<td>7269</td>
<td>100</td>
</tr>
<tr>
<td>SPDZ [14]</td>
<td>39511</td>
<td>185</td>
</tr>
<tr>
<td>BFV [58]</td>
<td>8854</td>
<td>164</td>
</tr>
</tbody>
</table>

Figure 5. Lines of code to generate cost models using CostCO for each MPC protocol, split between implementing RunCircuit and writing the MPC protocol specification.

6.2.3. Cost of Model Generation. We now characterize the economic cost of generating our cost models. Our average runtime to generate the cost models (displayed in Fig. 7) for our set of circuits for each of our profiled protocols was in general less than two and a half minutes with an approximate worst-case addition of one minute to profile the memory usage. This leads to a total cost (in our r5.xlarge deployment) of model generation of less than $0.005 for each protocol. Although other hybrid-protocol compilers are comparatively cheaper, CostCO is able to automatically generate the experiments to run, saving on manual effort.

6.3. Application Benchmarks

6.3.1. Comparison to Related Work. In order to demonstrate the utility of the cost models automatically generated by CostCO, we compared our compiler to prior benchmarks from HyCC and ABY. Below, we describe and discuss each application. The assignments made by each compiler are summarized in Fig. 8 and the runtimes of each application are illustrated in Fig. 9.

Modular exponentiation. Two parties want to compute $x^y \mod m$, where one party holds $x$ and the other holds $y$ (all values are 32-bit integers). CostCO computes an assignment similar to the manual ABY [49] assignment.

Biometric matching. One party holds a list $L$ containing $m$ $n$-dimensional vectors and the other holds an $n$-dimensional query vector $q$. The two parties come together to compute the vector $l \in L$ with the shortest Euclidean distance from $q$. For $(m = 256, n = 4)$, CostCO computes an assignment that is in total $\approx 40$ ms slower than HyCC. This difference is due to HyCC’s implementation of biometric matching, which structures the computation

Both parties hold databases with two columns and want to compute the aggregate mean and variance of their merged databases. CostCO outperforms the automatic HyCC protocol. This is due to HyCC selecting of HyCC by

the hand-selected HyCC protocol. This is due to HyCC

outperforms the automatic HyCC protocol.

The rightmost bar in Fig. 9 shows an assignment that was 41% faster than HyCC’s hand-picked assignment. The rightmost bar in Fig. 9 shows an assignment that was 41% faster than HyCC’s hand-picked assignment. The rightmost bar in Fig. 9 shows an assignment that was 41% faster than HyCC’s hand-picked assignment. The rightmost bar in Fig. 9 shows an assignment that was 41% faster than HyCC’s hand-picked assignment. The rightmost bar in Fig. 9 shows an assignment that was 41% faster than HyCC’s hand-picked assignment. The rightmost bar in Fig. 9 shows an assignment that was 41% faster than HyCC’s hand-picked assignment. The rightmost bar in Fig. 9 shows an assignment that was 41% faster than HyCC’s hand-picked assignment. The rightmost bar in Fig. 9 shows an assignment that was 41% faster than HyCC’s hand-picked assignment. The rightmost bar in Fig. 9 shows an assignment that was 41% faster than HyCC’s hand-picked assignment. The runtime compared to CostCO’s debugged assignment). We accounted for this by removing the computations that were removed by HyCC. In this context, HyCC’s solver did not finish running and CostCO was able to produce an assignment that was 41% faster than HyCC’s hand-selected assignment. The rightmost bar in Fig. 9 shows the runtime of debugged MiniONN (it does not lose any work), which has a runtime 40% higher than HyCC’s buggy MiniONN.

Secure prediction. The last application is a machine learning (secure prediction) workload where one party holds the model and the other party holds an input for the model. The two parties want to compute the input’s corresponding prediction from the model. We implemented the convolutional neural network described in MiniONN [41] which performs a secure prediction with a neural network trained on the MNIST dataset. HyCC’s performance is affected by a bug where certain repetitive calls to a function result in empty circuits (i.e., less work and lower runtime compared to CostCO’s debugged assignment). We accounted for this by removing the computations that were removed by HyCC. In this context, HyCC’s solver did not finish running and CostCO was able to produce an assignment that was 41% faster than HyCC’s hand-selected assignment. The rightmost bar in Fig. 9 shows the runtime of debugged MiniONN (it does not lose any work), which has a runtime 40% higher than HyCC’s buggy MiniONN.

6.3.2. Memory. The cost models produced by CostCO enable our compiler to make more sophisticated decisions by considering each MPC protocol’s peak memory usage. To emulate a resource-constrained device, we set

of the minimum as a tree, minimizing the depth of the computation.

Private set intersection. One party holds a set $S_1$ and the other holds a set $S_2$. The two parties want to compute the intersection of $S_1$ and $S_2$ using the standard $O(n^2)$ algorithm. CostCO outperforms the automatic protocol selection of HyCC by 84 ms but is 595 ms slower than the hand-selected HyCC protocol. This is due to HyCC running a circuit-level minimization tool which CostCO does not run, which results in a circuit that is 41% smaller.

Database merge. Both parties hold a database with two columns and want to compute the aggregate mean and variance of their merged databases. CostCO outperforms both the automatic HyCC assignment (by 1.28 s) and hand-picked HyCC assignment (by 560 ms). This is due to CostCO also assigning the arithmetic MPC protocol when computing the squares of differences needed to calculate the variance. HyCC only assigns the arithmetic MPC protocol for addition operations when computing the mean and variance.

$k$-means. Both parties hold data points and want to identify centroids in their data using a textbook $k$-means algorithm [42]. CostCO outperforms the automatic HyCC assignment (by 3.1 s) and hand-picked HyCC assignment (by 2.5 s). Note that the implementation of $k$-means in CostCO is more straightforward than HyCC’s implementation, which decomposes into multiple inner and outer loops.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>p5</td>
<td>p50</td>
<td>p95</td>
<td>RMSE</td>
</tr>
<tr>
<td>A</td>
<td>1.01</td>
<td>15.0</td>
<td>31.1</td>
<td>37.5</td>
</tr>
<tr>
<td>B</td>
<td>0.6</td>
<td>10.6</td>
<td>33.5</td>
<td>150.6</td>
</tr>
<tr>
<td>Y</td>
<td>1.2</td>
<td>5.3</td>
<td>13.5</td>
<td>172.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>224.7</td>
<td>1163.2</td>
<td>1559.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>19.0</td>
<td>387.8</td>
<td>566.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.1</td>
<td>28.0</td>
<td>62.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>84.3</td>
<td>238.4</td>
<td>408.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>71.1</td>
<td>314.7</td>
<td>612.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>313.4</td>
<td>495.2</td>
<td>719.7</td>
</tr>
</tbody>
</table>

Figure 6. Comparison of each cost modeling framework’s runtime prediction error (%) and $\sqrt{MSE}$ (ms) on ABY [15]. The percentiles are computed from prediction errors of a set of 100 randomly generated circuits.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Runtime (sec)</td>
<td>Memory (sec)</td>
<td>Runtime (sec)</td>
<td>Runtime (sec)</td>
</tr>
<tr>
<td>A</td>
<td>34</td>
<td>143.1</td>
<td>62.9</td>
<td>2</td>
</tr>
<tr>
<td>B</td>
<td>34</td>
<td>120.2</td>
<td>69.1</td>
<td>2</td>
</tr>
<tr>
<td>Y</td>
<td>27</td>
<td>111.4</td>
<td>51.0</td>
<td>2</td>
</tr>
</tbody>
</table>

Figure 7. Number of experiments (#) and total time (sec) taken by each cost modeling framework to collect samples.

<table>
<thead>
<tr>
<th>Benchmark (LAN)</th>
<th>Best Known</th>
<th>CostCO</th>
<th>HyCC $^*$</th>
<th>HyCC $^+$</th>
<th>ABY (Manual)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modular exponentiation</td>
<td>A+B+Y</td>
<td>A+B+Y</td>
<td>—</td>
<td>—</td>
<td>A+B+Y</td>
</tr>
<tr>
<td>Biometric matching</td>
<td>A+Y</td>
<td>A+Y</td>
<td>A+B</td>
<td>A+Y</td>
<td>A+Y</td>
</tr>
<tr>
<td>Private set intersection</td>
<td>Y</td>
<td>Y</td>
<td>B</td>
<td>Y</td>
<td>—</td>
</tr>
<tr>
<td>$k$-means</td>
<td>A+Y</td>
<td>A+Y</td>
<td>A+B</td>
<td>A+Y</td>
<td>—</td>
</tr>
<tr>
<td>DB-Merge</td>
<td>A+Y</td>
<td>A+Y</td>
<td>A+B</td>
<td>A+Y</td>
<td>—</td>
</tr>
<tr>
<td>MiniONN MNIST</td>
<td>A+Y</td>
<td>A+B+Y</td>
<td>*</td>
<td>A+Y</td>
<td>—</td>
</tr>
</tbody>
</table>

Figure 8. Benchmark comparisons with HyCC [11] (automatically generated) and ABY [15] (manually written). HyCC $^*$ uses their cost model and protocol selection algorithm, which did not finish running after 2 weeks for MiniONN. HyCC $^+$ uses their heuristic approach, which selects the best out of 5 default protocol assignments. The “Best Known” assignment is determined by measuring the runtimes of each assignment and taking the assignment with the minimum runtime.
Figure 9. Runtime breakdown and comparison of hybrid protocols generated by CostCO and HyCC [11] for various applications. Each bar is broken up into Setup (shaded) and Online runtimes.

Figure 10. MPC protocol support across hybrid-protocol compilers.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ABY [15]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>FastGC [31]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>FastGC-Mem [27]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>AG-MPC [64]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>SPDZ 2.0 [36]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

An artificial memory budget of 200MB using cgroupv2 and informed the compiler of the memory limit. This caused CostCO to choose the memory-optimized version of FastGC for our DB merge application. Note that other compilers like HyCC do not model memory consumption, and hence cannot make the correct decision in choosing between an MPC protocol implementation [31] and its memory-optimized version [27].

6.3.3. Extensibility. The most recent hybrid-protocol compilers only support the 3 protocols in ABY [49], which provides MPC for 2 parties and semi-honest security (no party deviates from the protocol). Our compiler is able to use CostCO’s cost models to incorporate additional MPC frameworks (SPDZ, AG-MPC, FastGC), which lets it choose MPC protocols for a variety of usage settings, e.g., more than 2 parties and malicious security. Fig. 10 lists the MPC protocol support across hybrid-protocol compilers.

7. Related Work

7.1. MPC compilers

MPC compilers originated as a means to enhance the accessibility of secure computation outside of expert users. Developers often lack the domain-specific knowledge required to employ MPC. These compilers allow developers to describe secure computation through high-level languages, obfuscating the underlying details of the protocols. Fairplay [5] represented the first attempt at compilation, proposing a domain specific language that compiles to a garbled circuit. This work launched the compiler space leading to a wealth of future work. Subsequent single protocol compilers have focused on optimizing performance or scalability (e.g. Sepia [9], Sharemind [6], TinyGarble[61] FastGC [2]), and improvements upon the high-level abstraction (e.g. Picco [69], CMBC-GC [19], Obliv-c [67], ObliVM [40], Wysteria [53]).

As MPC protocols began to specialize, performing especially well for a single type of computation, the need arose for hybrid compilers that leverage each of these categories of protocol. These hybrid protocol compilers have the additional task of partitioning the program and choosing the optimal MPC protocol for each piece of the computation. As a result, each compiler either relies on hard-coded heuristics or on cost models to guide their decision. Tasty [26] was the first such hybrid protocol compiler and allowed the generation of secure protocols combining homomorphic encryption and garbled circuits. In this framework, the developer hard-codes the protocol to be used for each operation. After Tasty, there have been a number of different approaches to protocol selection. Some frameworks, such as EZPC [13] include hard-coded heuristics for their currently supported protocols and require coming up with new heuristics when integrating new protocols. Other recent works profile the cost of the gates and model the total circuit cost as a sum of the gates (HyCC [11], CheapSMC [50], OPA [33]).

7.2. Cost Modeling

There have been a number of works on cost modeling outside of secure computation that still hold parallels to the MPC environment. Recently, with the increasing distributed nature of computation, many works have tried to quantify the performance of jobs as a function of a cloud
configuration while minimizing the individual experiments required. Ernest [63] aims to enable efficient performance prediction based on the assumption that the related jobs have a predictable structure. The system leverages optimal experiment design [52] to minimize the number of samples required to develop such a predictor. Generic empirical cost modeling frameworks like trend-profi [24] receive a representative workload as input from the user and fit to a pre-determined type of model (linear or powerlaw). CostCO leverages the security properties of MPC to produce cost models that are independent of data content.

7.3. Statistics

Experiment design [38] is a widely applicable statistical tool to determine the features responsible for a value. It allows the user to maximize the understanding gained per-experiment of the relationship between the response variable and different features. Optimal experiment design [52] allows a value to be estimated with minimum variance and bias. In a multi-parameter setting the variance of the parameter estimator is a matrix. Its inverse is denoted as the information matrix. There are different categorizations of optimality based upon minimizing different values related to the information matrix.

There are several instantiations of optimal experiment design. One such category of implementations is iterative experimentation which concerns the development of sequential experiments. Response-surface methodology [29] is an iterative experimentation used to optimize the response by exploring the surface of the response curve. First, in order to explore the curve when far from the optimum, the experimenter uses the method of steepest ascent on a first order model to find the most efficient direction to move. When closer to the optimum, the experimenter switches to a second order model that is more expensive to compute (because more factors equates to more runs), but more accurate. In order to minimize the number of runs required to fit the second-order model, RSM employs the uses of factorial designs such as CCD [8]. A factorial design is a design that enumerates all permutations of feature settings where each feature is either at its highest value or lowest value. An example of a fractional factorial design is Plackett-Burman design (PBD) [51], which has been shown to be particularly useful in unconstrained configuration spaces [60].

Sparse representations in functional relationships prevent overfitting to the dataset. Traditionally, sparse learning has been performed by using one of three approaches: lasso regularization; forward greedy algorithms, which choose a feature to add to maximize the reduction in the cost function; and backward greedy algorithms, which choose features to minimize the increase in the cost function. FoBa [68] employs the uses of both greedy algorithms showing reduced training error to the three classic choices making sure backward steps don’t erase the gain made in forward steps. They ensure that backward steps are only taken when the cost functions increase is less than or equal to half of the decrease of the cost function in earlier forward steps.

8. Conclusion

The recent growth in the development of MPC protocols has significantly improved the performance and feasibility of MPC. However, it has led to a zoo of MPC protocols that a prospective user must reason about when choosing a protocol for their workload. CostCO helps compute accurate cost models for different protocols and does so in an automated way. Accurate cost models can aid in the synthesis of efficient hybrid MPC protocols, which could enable the realization of significantly increased employment of practical secure computation.
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