A New Perturbation for Multivariate Public Key Schemes such as HFE and UOV
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Abstract. We present here the analysis of a new perturbation noted $\hat{+}$, that seems to strengthen significantly the security of some families of multivariate schemes. Thanks to this new perturbation, we are indeed able to get interestingly efficient signature and encryption public key schemes, in particular when combining this perturbation to the well known trapdoors HFE ([12]) and UOV ([9]). We present here the best attacks that we know against these variant schemes HFE$^{\hat{+}}$ and UOV$^{\hat{+}}$ and we give practical examples of parameters for current standard of security.
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1 Introduction

Multivariate cryptography has interesting features for signature and encryption public key schemes. For example, the size of the signature can be very short. Currently, multivariate equations is one of the six large families of known techniques of post-quantum public key cryptography. The five other families are: hash based, isogenies, codes, lattices and combinatorial. However, multivariate cryptography is still under construction, many variants have been proposed but also many attacks still undermine their security, let’s cite for instance famous schemes C*, SFLASH, GeMSS, Rainbow, and famous attacks, involving the differential, and the Minrank problem. In this article, we suggest new ideas that might repair or strengthen the security of multivariate schemes.

2 Notations and context

As in all classical multivariate schemes, we use a finite field $\mathbb{F}_q$ with $q$ elements and we deal with the ring of polynomials in $n$ variables $x_1, \ldots, x_n$ over $\mathbb{F}_q$,.
noted $\mathbb{F}_q[x_1, \ldots, x_n]$ (implicitly modulo $(x_1^q - x_1, \ldots, x_n^q - x_n)$). Therefore here $\mathbb{F}_q[x_1, \ldots, x_n]^m$ will refer to the algebra of $n$-ary $m$-dimensional polynomials, that we call $(n, m)$-polynomials for short. We note $\Phi_m : \mathbb{F}_q^m \rightarrow \mathbb{F}_q^m$ the natural isomorphism mapping the field extension to its vector space (relatively to some $\mathbb{F}_q$-basis). For $\alpha \in \mathbb{F}_q^m$, we denote $\bar{\alpha} = \Phi_m(\alpha)$, $\bar{\alpha} \in \mathbb{F}_q^m$. By extension and as a shorthand, we denote $\bar{x} = (x_1, \ldots, x_m)$. We denote $\varphi$ the Frobenius mapping $\varphi : \mathbb{F}_q^m \rightarrow \mathbb{F}_q^m$, $x \mapsto x^q$; the multipliers mappings $A_\alpha$, $\alpha \in \mathbb{F}_q^m$ are $A_\alpha : \mathbb{F}_q^m \mapsto \mathbb{F}_q^m$, $x \mapsto \alpha x$; and finally the well known linear mapping “trace” is $\text{Tr}_m : \mathbb{F}_q^m \mapsto \mathbb{F}_q$, $x \mapsto \sum_{i=0}^{m-1} x_i^q$. For consistency, computations over $\mathbb{F}_q^m[x]$ are also implicitly done modulo $(x^q - x)$.

To deal with different dimensions, we define a natural embedding:

$$I_{m,n} : \mathbb{F}_q^m \mapsto \mathbb{F}_q^n, (x_1, \ldots, x_m) \rightarrow \begin{cases} (x_1, \ldots, x_n) & \text{when } n \leq m, \\ (x_1, \ldots, x_m, 0, \ldots, 0) & \text{when } n > m. \end{cases}$$

For a univariate polynomial $F$ of $\mathbb{F}_q^n[x]$, we denote $\hat{F} = \Phi_n \circ F \circ \Phi_n^{-1}$ where $\hat{F} : \mathbb{F}_q^n \mapsto \mathbb{F}_q^n$, that is $\hat{F}$ is a $(n, n)$-polynomial. For instance, the Frobenius mapping $\varphi$ is a linear polynomial of degree $q$ of $\mathbb{F}_q^n[x]$, whereas $\hat{\varphi}$ is a linear $(n, n)$-polynomial of degree $1$ of $\mathbb{F}_q^n[x]$. Note that we have trivially $\hat{x} = (x_1, \ldots, x_n)$.

Reciprocally, for $P$ a $(n, m)$-polynomial $(n \geq m)$, we denote $\hat{P} = \Phi_n^{-1} \circ I_{m,n} \circ P \circ \Phi_n$ where $\hat{P}$ is a univariate polynomial of $\mathbb{F}_q^n[x]$.

We denote $\deg(P)$ the degree of a $(n, 1)$-polynomial $P$. By extension, the degree of a $(n, m)$-polynomial is the maximum degree of its $(n, 1)$-components.

We use $\mathcal{M}_{n,m}(\mathbb{F}_q)$ to denote the set of square $n \times m$-matrices with coefficients in $\mathbb{F}_q$, and we use the dot “.” to denote the (row) vector-matrix product or the matrix-(column) vector. If $v$ is a (row) vector, then $v^t$ is its transposed (column) vector.

We call $\lambda$ the security level, typically $\lambda = 128$. A scheme having a security level $\lambda$ means that an attacker can not break it by performing less than $2^\lambda$ operations.

Computer experiments evoked in this paper, related to Gröbner basis have been performed on the on-line site of MAGMA [http://magma.maths.usyd.edu.au/calc/][1]. Time measurement were performed on an Intel Core i7-6700 CPU, 3.4GHz, with a C++ program developed under Microsoft Visual Studio 2019.

3 Hat Plus $\hat{\dagger}$: a new perturbation

3.1 The HFE$\hat{\dagger}$ – trapdoor

We first present the new perturbation $\hat{\dagger}$ in the context of HFE, for which we recall the details. HFE uses a (so-called small) field $\mathbb{F}_q$ and one of its (so-called big) finite extension $\mathbb{F}_q^n$. Here $q$ will be therefore a small power of 2 or a small odd prime or odd prime power, typically $q = 2$ or 64 or 59. Typical values of
the degree of extension \( n \) will be such that \( q^n \) is approximately between \( 2^\lambda \) and \( 2^{2\lambda} \). The main component of the scheme HFE is a univariate polynomial which degree is bounded by \( d \), another parameter of the scheme:

\[
H(x) = \sum_{q^{i+q'\leq d}} \alpha_{i,j} x^{q^i+q'}.
\]

For instance, \( d = 1 + q^\epsilon \) is the smallest possible value (where \( \epsilon = 1 \) if \( q \) is even, and \( \epsilon = 0 \) if \( q \) is odd), but still larger degrees can be considered. Typical values of \( d \) are less than 1000 for instance.

The scheme is called HFE^\pm, which means there are two more parameters tuning the scheme: \( t \), the dimension of the new perturbation called “Hat Plus”, whose principles will be explained hereafter, and \( a \), the “Minus” parameter. Typical values of these parameters will be such that \( a \) and \( t \) are smaller than \( n \), and \( dq^t \) is quite small (less than 1000 for instance.)

We introduce now our new perturbation \( \hat{+} [\text{P}] \) depending on \( t \) randomly chosen quadratic forms: \( p_i(x_1, \ldots, x_n), i = 1, \ldots, t \), \( (p_i \) are random homogeneous degree-2 \((n,1)\)-polynomial of \( \mathbb{F}_{q^n}[\bar{x}] \)), and \( t \) randomly chosen elements of \( \mathbb{F}_{q^n} : \beta_i, i = 1, \ldots, t \). The perturbation is then simply:

\[
Q(x) = \sum_{i=1,\ldots,t} \beta_i \hat{p}_i(x).
\]

We can express \( p_i(x_1, \ldots, x_n) = \sum_{j,k} a_{i,j,k} x_j x_k \), but also viewed as a polynomial of \( \mathbb{F}_{q^n}[x] \): \( \hat{p}_i(x) = \text{Tr}_n(\sum_{j,k} a_{i,j,k} x^{q^j+q^k}) \). In the first expression \( \{a_{i,j,k}\} \) are random elements of \( \mathbb{F}_q \), and in the second one, \( \{a_{i,j,k}\} \) are random elements of \( \mathbb{F}_{q^n} \) (\( \{a_{i,j,k}\} \) and \( \{a_{i,j,k}\} \) deduce from each other). The latter expression shows that the degree of \( \hat{p}_i \) and hence also \( Q \), is not bounded by a small value, but can be as big as \( 2q^{n-1} \), contrary to the trapdoor functions of HFE.

Then, we define \( F = H + Q \) as the secret trapdoor. Using the “Minus” perturbation driven by the last parameter \( a \), we select at random two additional linear secret mappings \( S : \mathbb{F}_{q^n}^n \rightarrow \mathbb{F}_{q^n}^{n-a} \) and \( T : \mathbb{F}_{q^n}^n \rightarrow \mathbb{F}_{q^n}^n \) (supposedly of maximum rank). Finally, we publish the public key of our HFE^\pm scheme:

\[
P = S \circ \hat{F} \circ T,
\]

which therefore will be a degree-2 homogeneous \((n, n-a)\)-polynomial. The parameters \( q \), \( n \), \( d \), \( t \), and \( a \) being also public, the secret key consists in the description (coefficients in \( \mathbb{F}_q \) or \( \mathbb{F}_{q^n} \)) of \( S \), \( T \), \( H \) and \( Q \).

### 3.2 Special inversion of the HFE^\pm trapdoor

The special shape of the \( \hat{+} \) perturbation was chosen such that it is of course possible to efficiently inverse the resulting trapdoor, that is to efficiently and
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3 This perturbation is very close to the \( + \) introduced by Patarin et al. in [13], however this is not exactly the same, hence the notation \( \hat{+} \).
practically compute the solutions in $x$ of the equation $F(x) = H(x) + Q(x) = y$, for any given $y$ in $\mathbb{F}_{q^n}$. Since the degree of $F$ (and $Q$) is huge (possibly $2q^{n-1}$), a direct method such as the Berlekamp algorithm cannot be used primarily. On the other hand, we can exploit the property that $\tilde{p}_i(x)$ is in $\mathbb{F}_{q^n}$. So it is possible to make an exhaustive search of the value of each $\tilde{p}_i(x)$ and in turn $Q(x)$ which therefore can take only $q^n$ possibilities. A first method to solve $F(x) = y$ is to solve the $q^n$ equations $H(x) = y - \sum_i r_i \beta_i$, $r_i \in \mathbb{F}_q$, (which can be solved using Berlekamp algorithm, since its degree is bounded by $d$), and to keep the solutions satisfying $\tilde{p}_i(x) = r_i$. A second method involves the elimination of $Q$ by using the projection $\Pi_t$. Indeed we get $\Pi_t(F(x)) = \Pi_t(H(x)) = \Pi_t(y)$ which can be also solved using Berlekamp algorithm since the degree is bounded by $dq^t$. It suffices then to verify which solutions of this latter equation satisfy also $F(x) = y$. Theory shows that solving $q^n$ degree-$d$ polynomials (first method) is as much complex than solving one degree-$dq^t$ polynomial (second method) (at least in asymptotic complexity). However by experimentation, it seems that when $d$ is smaller, the first method is more efficient.

We also assume and have verified by experiments that the equation $F(x) = y$ behave almost as a random univariate equation over $\mathbb{F}_{q^n}$. Indeed, the probabilities that the equation has zero solution and one solution are very close to the theoretical value $\exp(-1)$ ; it has in average approximately one solution, like a random equation.

### 3.3 The UOV$^+$ trapdoor

We present now the perturbation $\hat{+}$ in the context of UOV, for which we recall here the details. Computations are performed in a finite field $\mathbb{F}_q$. Two parameters $h$ and $v$ denote respectively the number of “oil” and “vingear” variables. Then, $x_i$, $i = 1, \ldots, h$ are called the oil variables, and $x'_i$, $i = 1, \ldots, v$ are called the vinegar variables. In this section for simplicity, $x$ will denote $(x_1, \ldots, x_h)$, and so on for $x'$, $y$, $z$, etc. The original secret trapdoor of UOV is a set of $h$ quadratic polynomials in all variables, without “oil×oil” monomials:

$$y_1 = \sum_{1 \leq i \leq j \leq v} a_{1ij} x'_i x'_j + \sum_{1 \leq i \leq h \atop 1 \leq j \leq v} b_{1ij} x_i x'_j,$$

$$\vdots$$

$$y_n = \sum_{1 \leq i \leq j \leq v} a_{nij} x'_i x'_j + \sum_{1 \leq i \leq h \atop 1 \leq j \leq v} b_{nij} x_i x'_j.$$  

We can define for short, $y = U(x, x')$, where $U$ is a degree-2 homogeneous $(h + v, h)$-polynomial, degree-1 in the first $h$ variables. The $\hat{+}$ perturbation is as previously composed by a set of $t$ quadratic forms, in this case in oil variables:
\[ z_1 = \sum_{1 \leq i \leq j \leq h} c_{ij} x_i x_j, \]
\[ \vdots \]
\[ z_t = \sum_{1 \leq i \leq j \leq h} c_{ij} x_i x_j. \]

We define for short \( z = Q(x) \), where \( Q \) is a degree-2 homogeneous \((h, t)\)-polynomial. Then the secret UOV\(^+\) trapdoor is the sum of the original trapdoor and linear combinations of the previous quadratic forms:

\[ y'_1 = \sum_{1 \leq i \leq j \leq v} a_{ij} x'_i x'_j + \sum_{1 \leq i \leq h} b_{ij} x_i x'_j + \sum_{1 \leq i \leq t} \lambda_{hi} z_i, \]
\[ \vdots \]
\[ y'_h = \sum_{1 \leq i \leq j \leq v} a_{hij} x'_i x'_j + \sum_{1 \leq i \leq h} b_{hij} x_i x'_j + \sum_{1 \leq i \leq t} \lambda_{hi} z_i. \]

For short : \( F(x, x') = U(x, x') + A(Q(x)) \), where \( A \) is a degree-1 homogeneous \((t, h)\)-polynomial. The coefficients \( a_{ijk}, b_{ijk}, c_{ijk}, \) and \( \lambda_{ij} \) are of course random elements of \( \mathbb{F}_q \). We select at random two additional linear secret bijections \( S : \mathbb{F}_q^h \rightarrow \mathbb{F}_q^h \) and \( T : \mathbb{F}_q^{h+v} \rightarrow \mathbb{F}_q^{h+v} \). Finally, we publish

\[ P = S \circ F \circ T, \]

which therefore will be a degree-2 homogeneous \((h + v, h)\)-polynomial. The parameters \( q, h, v, \) and \( t \) being public, the secret key consists in the description (coefficients in \( \mathbb{F}_q \)) of \( S, T, U, Q \) and \( A \).

**Remark 1.** Since \( A \) can be supposed of maximum rank, it is always possible to have another secret decomposition with same public key, for which \( A = I_{t,h} \) (canonical form of a \( h \times t \) matrix of rank \( t \)).

### 3.4 Special inversion of the UOV\(^+\) trapdoor

We explain here how to find solutions in \((x, x')\) of the equation \( F(x, x') = y \). As with the original UOV, a first step consists in selecting at random a vinegar value \( x' = v \), then finding a solution in \( x \) of \( F(x, v) = y \). For a second step and as in the previous case with HFE, use the exhaustive search of the \( q^t \) values of \( z \). We are then brought back to solve \( q^t \) linear systems and check individually if one of its solutions is consistent with the \(+\) equation \( Q(x) = z \). However there is an even better way than the exhaustive search. Consider the system \( F(x, v) = y \) where the \( t \) forms of \( Q(x) \) are replaced by new variables \( z_1, \ldots, z_t \). We get then a linear
system of $h$ equations in $h + t$ variables. When the system has maximum rank, we can express the $h$ oil variables as linear combinations of these new variables. We then replace the expression of the oil variables in the equations $Q(x) = z$ and get a quadratic system of $t$ equations in $t$ variables. This method can easily be adapted when the system has a rank default by adjusting accordingly the number of free variables. When the linear system has a rank default and is inconsistent, or when the deduced quadratic system has no solutions, just try a new value $v$ for $x'$ and redo the work.

4 Security analysis of HFE$^+$

For a convenient notation, we introduce here $r = \lfloor \log_q((d - 1)) \rfloor + 1$ known as the “rank” of the HFE polynomial. Rationale: when interpreting $H(x)$ as a quadratic form in $(x, x^q, \ldots, q^{n-1})$, then this form has at most rank $r$.

We note $\omega$ the linear algebra constant.

4.1 Perturbations and projections

Regarding the Minus perturbation, it has been noticed (see [15]) that it can be reinterpreted as the effect of a projection. Namely, for a given map $S : \mathbb{F}_q^n \rightarrow \mathbb{F}_q^n$ (of rank $n - a$), we can find a bijective extension of $S : S^+ : \mathbb{F}_q^n \rightarrow \mathbb{F}_q^n$ and a linear polynomial $L_a$ of degree $q^a$ and rank $n - a$ such that $S = S^+ \circ L_a$.

Concerning the $+$ perturbation, since obviously its image is the subspace spanned by the family $\{\beta_i\}$, that we can suppose of dimension $t$, we can find a linear polynomial $\Pi_t$ of degree $q^t$ and rank $t$ such that $\Pi_t \circ Q = 0$.

4.2 Equivalent keys

The study of equivalent keys is important to assess the security of a multivariate scheme (see [10]). In our case, two tuples of secret keys $(S, T, F)$ and $(S', T', F')$ are said equivalent if they lead to the same public key. A first step in this study is to determine the “sustainders”, which are the families of linear mappings $(\sigma, \tau)$, such that $\sigma \circ F \circ \tau$ keeps the same “shape”. In other words, if $F$ and $\sigma \circ F \circ \tau$ are admissible functions for the scheme, then $(S, T, F)$ and $(S \circ \delta^{-1}, \dot{\tau}^{-1} \circ T, \sigma \circ F \circ \tau)$ are obviously equivalent keys.

Notice for instance that whatever the linear mapping $\tau$, then $Q' = Q \circ \dot{\tau}$ is eligible for the Onyx scheme. Likewise, if $H$ is a unitary HFE polynomial, then $H \circ A_d = \delta^d H'$, where $H'$ is another eligible unitary HFE polynomial.

More generally, among the sustainders are the multipliers: $A_\gamma, \gamma \in \mathbb{F}_{q^n}$ and the iterates of the Frobenius: $\varphi(i) : x \rightarrow x^{q^i}$. In particular, we have: $A_\gamma \circ (H + Q) \circ A_\delta = \lambda \delta^d H' + \lambda Q'$. So we see that it is always possible to find unitary $H'$ and $Q'$ that lead to an equivalent key. So from now, we may consider that $H$ and $Q$ are unitary. With this extra condition, the equivalent keys are most probably only the ones induced by the iterated Frobenius $(\sigma, \tau) = ((\varphi(i)), (\varphi(n-i)))$, and the ones induced by the “small” multipliers $(\sigma, \tau) = (A_{1/a}, A_a)$, $a \in \mathbb{F}_q$, $a \neq 0$. 6
4.3 Weak keys

Following the example of [5], we should also be careful about undesired properties of $F$ leading to structural attacks. We have just seen the existence of mappings $(\sigma, \tau)$ such that $\sigma \circ F \circ \tau$ is (part of) an equivalent key. However, is it possible to find $(\sigma, \tau)$ such that exactly $\sigma \circ F \circ \tau = F$? Indeed, this would lead to the following attack: find two linear mappings $A$ and $B$ such that $P \circ A = B \circ P$, then we would have something like: $A = T^{-1} \circ \tilde{\tau}^{-1} \circ T$, and something similar for $B$ (since $S$ is not invertible). We know that the small field multipliers are such candidates, however they lead to trivial equations that reveal nothing about $S$ and $T$. If we look at the Frobenius and its iterates, then a choice of $p_i$ satisfying for all $x \in \mathbb{F}_q^n$, $p_i \circ \phi(x) = p_i(x)$ (this is the case for instance if $p_i(x) = \text{Tr}(x^{1+q^i})$ ) leads indeed to a weak key. Since $p_i$ may be chosen at random, it is very unlikely that this condition be fulfilled.

4.4 Rank of the HFE$^+$ trapdoor

An important aspect of the HFE$^+$ trapdoor is its rank, since any rank defect in the public key due to the secret function could be exploited by an attacker. Classically, the rank of a degree-2 polynomial $P$ is the minimum number $r$ of products of two linear polynomials $L_{ij}$, $j = 1, 2$, in the possible sums $P(x) = \sum_{i=1}^r L_{ij}(x) L_{i2}(x)$. Since the $p_i$ are randomly chosen, we may assume that with overwhelming probability that $Q$ and therefore also $F$ have rank $n$.

4.5 Direct attacks

We would like to address here the issue of the algebraic attacks that aim to invert directly the system $P(x) = y$. As far as techniques involving Gröbner basis computation are the best to solve this problem, we refer to [7] and estimate the well-known degree of regularity of the system to invert. Inversion of the secret central map $F$ suggests it is related to the polynomial $\Pi_t \circ L_a \circ H$, whose rank is $r + t + a$. Therefore we conjecture that the degree of regularity of an Onyx system is

$$D_{\text{reg}} = \frac{(q - 1)(r + a + t - \epsilon)}{2}.$$

4.6 Rank attacks

The idea in [10] and all related Minrank attacks, is to exploit a rank default and turn it into a search of a linear combination of matrices having a small rank. In our case, starting from the equivalent form $P = S^+ \circ L_a \circ F \circ T$, we search an unknown mapping $M$ such that either $M \circ P$ (such as in [2]) or $P \circ M$ (such as in [10]) has a rank default. For instance, following the lead of [2], we have $\Pi_t \circ (S^+)^{-1} \circ P = \Pi_t \circ L_a \circ H \circ T$, which has a small rank, namely $r + a + t$. The complexity of the corresponding attack using “Mirror Modelling” is therefore

$$O \left( \binom{n + r + a + t + 1}{r + a + t + 1} \omega \right).$$
Following [10], we can observe that each public equation $P_i$ (or its matrix version) can be split into two parts, one deriving from a pure HFE $H_i$, and one from the $\hat{+}$ part $Q_i$. In [10], it has been shown that there exist vectors $u$ such that the space vector $\langle uH_1, \ldots, uH_{n-a} \rangle$ has dimension at most $r$. Moreover for such vector $u$, $\langle uQ_1, \ldots, uQ_{n-a} \rangle$ has at most dimension $t$, due to the construction of the perturbation. Therefore $\langle uP_1, \ldots, uP_{n-a} \rangle$ has at most dimension $r + t$. We conclude that the corresponding attack should have at most complexity:

$$O\left(\left(\frac{n + r + t + 1}{r + t + 1}\right)^\omega\right).$$

even if we have not estimated the extra complexity required to complete the key recovery.

We analyse now a different way for an attacker to neutralize the effect of the $\hat{+}$ perturbation and how we should choose the parameters in consequence. We have already noticed that the public key can be expressed as $S^+ \circ L_a \circ (H + Q) \circ T$. It means that multiplying the public key by the correct mapping $S^+ \circ \Pi_t \circ (S^+)^{-1}$, one could get $S^+ \circ \Pi_t \circ L_a \circ H \circ T$. In other words, there exist (unknown) linear combinations of the public equations that can be interpreted as the public key of a HFE$^-$ system with parameters $(q, n, r, t)$. So, suppose that we draw at random $m$ linear combinations of the public equations, then with probability $1/q^m$, they form a HFE$^-$ public system with parameters $(q, n, r, n - m)$. Let’s note $C_-(q, n, r, a)$ the cost of retrieving the key of a generic HFE$^-$ system, then the overall cost of this attack is $q^m C_-(q, n, r, n - m)$. We can estimate $C_-(q, n, r, a) = O\left(n^\omega (\frac{2r+1}{r})^\omega\right)$, using the formula for support minors modeling in [1] (even better than the one in [10]). This formula does not depend of the number of removed equations, however this latter must be not too big: we must have $a < n - 2r - 1$. So in our case, we can estimate that the complexity of the attack is at least

$$q^{(2r+1)\epsilon} n^\omega \left(\frac{2r+1}{r}\right)^\omega.$$

This leads to potential sets of parameters of $n$, $r$, and $t$ that make us safe from this attack.

5 Security analysis of UOV$^\hat{+}$

5.1 Direct attacks

Leads that direct attack of a UOV system should be as hard as a random system were given in [6]. Intuitively, UOV$^\hat{+}$ is UOV with just extra random equations. So solving directly a UOV$^\hat{+}$ system is at least as hard as solving a UOV system with same parameters. The best way to solve directly a system such as $P(x) = y$ is the hybrid approach, being understood that one must whatsoever start by

---

6 This observation was brought to us by M. Øygarden and P. Briaud.
fixing \( v \) variables, hence getting a system of \( h \) equations in \( h \) variables. We recall here the complexity for solving a system of \( n \) equations in \( n \) variables, when fixing \( k \) additional variables:

\[
\min_k \left( 3q^k \left( \frac{n - k + d_{reg}}{d_{reg}} \right)^2 \left( \frac{n - k}{2} \right) \right)
\]

where \( d_{reg} \) is the smallest integer \( d \) for which the coefficient of \( z^d \) in

\[
\frac{(1 - z^2)^n}{(1 - z)^{n-k}}
\]

is non-positive.

<table>
<thead>
<tr>
<th>128 bit security</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( q )</td>
<td>3</td>
</tr>
<tr>
<td>( n )</td>
<td>83</td>
</tr>
<tr>
<td>192 bit security</td>
<td></td>
</tr>
<tr>
<td>( q )</td>
<td>7</td>
</tr>
<tr>
<td>( n )</td>
<td>92</td>
</tr>
<tr>
<td>256 bit security</td>
<td></td>
</tr>
<tr>
<td>( q )</td>
<td>43</td>
</tr>
<tr>
<td>( n )</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 1: Sample values of \( (n, q) \) for which solving a random system of \( n \) quadratic equations in \( n \) variables in \( \mathbb{F}_q \) with hybrid method exceed given complexity.

See Table for sample parameters.

5.2 Direct UOV\( ^\dagger \) key recovery

A direct translation of the key recovery of a UOV\( ^\dagger \) is to find the “Oil” subspace, a subspace such that the restriction of the public equations to it, is a \( t \) dimensional space of quadratic equations. Notice that when \( t = 0 \), we retrieve the definition of the classic UOV problem: the public equations vanish on the Oil subspace. More formally, the problem is to find a basis of \( h \) vectors \((u_1, \ldots, u_h)\), such that the matrix with coefficients \( \Delta P_i(u_j, u_k) \) indexed by \( i \) for the rows, and \( (j, k) \) for the columns, has at most rank \( t \). This problem can be directly put into equations: the basis of the Oil subspace can be supposed in row echelon form, so it can be expressed by the means of \( h \times v \) unknown variables. Then the coefficients \( \Delta P_i(u_j, u_k) \) can be expressed as quadratic expressions of these variables (and linear in the coefficients of \( P \)), and finally we can express that all the \((t+1)\)-minors of the matrix vanish. Therefore, a rough estimation shows that we can get at most \( \frac{h}{t+1} \cdot \binom{\frac{h}{2}}{t+1} \) independent equations with \( \binom{v^2 \binom{h}{2}}{t+1} \) monomials.
A simple evaluation for various values shows that the number of monomials is always far beyond the number of equations, so simple linearization is completely out of reach.

To our best knowledge, we are not aware of other modellings that could lead to an efficient solving.

5.3 UOV attacks

We study here the possibility of performing a UOV-like rank attack on UOV\(^+\), just as if we could pretend that the UOV\(^+\) is merely a UOV system. Indeed, when selecting at random a linear combination of public equations, there is one chance out of \(q^t\) that the contribution of the \(\hat{+}\) vanish. So the general idea is to pick up, let say, \(e\) equations that have one chance out of \(q^t\) to all belong to the pure UOV, perform an attack, then check if the result is consistent with the remaining equations. So, by performing in average \(q^t\) times the attack, we should find the key. In order to minimize \(q^e\), we have to estimate \(e\) the minimum number of equations required to perform any kind of rank attack.

Obviously, \(e = 1\) is insufficient since one equation issued from a UOV system is indistinguishable from a random equation. More surprisingly, \(e = 2\) is also not sufficient: any pair of random quadratic equation can always be interpreted as part of an OV system, see for instance [11], so in this case the attack would retrieve two many solutions. So, in a conservative setting, we estimate that an attacker need at least to pick up at least \(e = 3\) many equations before attempting any UOV-like attack.

In a defensive point of view, it suffices then to select \(q\) and \(t\) such that \(q^3t > 2^\lambda\) to be out of reach of any UOV-like attacks.

6 More efficient UOV\(^+\): field extension & Petzoldt’s public key compression

Using the idea presented in [8], it seems interesting to express the public key in a field extension (typically \(\mathbb{F}_{q^t}\)), so that the public key is \(t\) time smaller. Furthermore, the previous choice \(q^3t > 2^\lambda\) helps also to keep this feature safe. So in our settings, \(h\) and \(v\) are multiple of \(t\), an irreducible polynomial \(f\) of degree \(t\) of \(\mathbb{F}_q\) is chosen, and computations of the public equations can be performed over \(\mathbb{F}_q[x]/(f)\). It is also possible to use the technique of public key compression given by Petzoldt et al. in [13], then the public key size amounts only to \((h - t)h(h + 1)/2t\log_2 q\) bits. Our scheme is therefore quite competitive compared for instance to [3].

7 Signature mode, choice of parameters

7.1 HFE\(^+\) –


\(q = 2, n = 263, r = 7(d = 65), t = 6, a = 7.\)
Signature size : 263 bits.
Public key size : 1111 Kbytes.
Signature time: 10s.

7.2 UOV$^+$

$q = 2^6$, $h = 48$, $v = 56$, $t = 8$.
Hash size : 36 bytes.
Signature size : 78 bytes.
Public key size : 5 Kbytes.
Signature time: 0.7s.

Security : 192 bits.
$q = 2^9$, $h = 64$, $v = 72$, $t = 8$.
Hash size : 72 bytes.
Signature size : 153 bytes.
Public key size : 18 Kbytes.
Signature time: 1.5s.

Security : 256 bits.
$q = 2^{12}$, $h = 88$, $v = 96$, $t = 8$.
Hash size : 132 bytes.
Signature size : 276 bytes.
Public key size : 63 Kbytes.
Signature time: less than 4.0s.
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