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1 Introduction

It is well known that the security of many widely deployed digital signature schemes (e.g., RSA, DSA, and ECDSA) will be compromised if large-scale quantum computers are ever built [Sho99]. Hash-based signature scheme is one important type of quantum-resistant cryptographic algorithms. Generally speaking, there are two approaches for constructing signature schemes based on hash functions. The first one signs messages by exposing the pre-images of certain one-way functions [Lam79,Mer89,BDH11], the second one signs messages by proving the possession of the pre-images with zero-knowledge techniques [CDG+17]. In this work, we restrict our attention to the former approach. Also, we only consider hash-based stateful signature schemes, since these type of hash-based signature schemes are actively standardized [MCF19,HBG+18,NIS20b] and are more appealing with regards to performance and resource consumption. For the construction of stateless hash-based signature schemes, we refer the reader to [BHH+15,BHK+19] for more information.

The study of hash-based signature schemes has a long history. The first such scheme can be traced back to 1976 [DH76], where Diffie and Hellman proposed a one-time signature scheme for signing a single bit. After more than 40 years of development, the construction and implementation of hash-based signatures are well studied and have benefited from renewed attention in the last decade due to the concern of quantum attacks.

Hash-based stateful signatures have the following advantages. Firstly, hash-based signatures are arguably the most conservative designs with respect to
security. They enjoy provable security which relies so solely on the (second) pre-image resistance of the underlying hash functions. Secondly, They are hash-function-agnostic, meaning that any compatible hash function can be used to instantiate the schemes. Therefore, when one hash function is insecure, we can simply replace it with a secure one. Thirdly, it features small private and public keys, and fast signature generation and verification, making it suitable for compact verifier implementations. Finally, hash-based signatures have a rich set of tunable parameters, and thus it is easy to tailor the designs for specific application scenarios [WJW+19, HRB17, vdLPR+18, ZCY22]. The disadvantage of stateful hash based signatures including large signature sizes, and the issue of state management.

Outline. In section 2, we give some preliminaries and notations used later. In section 3, we show how hash functions and pseudo-random functions are used in XMSS and MT-XMSS. In section 4, we describe the address scheme for randomizing the hash function calls. Section 5 describes the one-time signature scheme WOTS+ which is employed as a building block for the many-time signature schemes XMSS and MT-XMSS introduced in Section 6 and Section 7, respectively. In Section 8, we instantiate these hash-based signature schemes with SM3 and report on the results of the performance test on some preliminary implementations without extensive optimization.

Remark 1. This article and [SLG+22] share a lot of similarities, and [SLG+22] provides more details, where we instantiate the hash-based stateful signature schemes LMS and HSS described in RFC 8554 and NIST SP 800-208 with SM3.

2 Notations and Preliminaries

Let $F_2 = \{0, 1\}$ be the binary field and $\mathbb{B} = F_2^8$ be the set of all 8-bit binary strings. Concrete values of byte strings are specified in binary or hexadecimal notations. For example, we use 0xF1F2 to denote the 2-byte string (0001 1111 0001 0010)\textsubscript{2}. Sometimes, we need to convert a unsigned integer $i$ into a string of $n$ bytes, which is done by applying the conversion function toBytes($i$, $n$). For example, toBytes(11, 1) = 0x0B, toBytes(6214, 2) = 0xF2BC, and toBytes(305441741, 4) = 0x1234ABCD.

Let $S$ be a byte string. Then, byte($S$, $i$) denotes the $i$-th byte of $S$, and byte($S$, $i$, $j$) denotes the range of bytes from the $i$-th to the $j$-th byte, inclusive. For example, if $S = \text{0xABCDFF01}$, then byte($S$, 0) = 0xAB, byte($S$, 3) = 0x01, and byte($S$, 1, 3) = 0xCDEF01. In addition, for $w \in \{2, 4\}$, we use coef($S$, $i$, $w$) to denote the unsigned integer represented by the $i$-th $w$-bit string of $S$. For example, $S = \text{0xABCDFF01}$, then coef($S$, 0, 4) = 0xA = 10, coef($S$, 6, 4) = 0x0 = 0, and coef($S$, 3, 2) = 3. Also, we always have coef($S$, $i$, 8) = byte($S$, $i$).
3 Keyed Hash Functions and Pseudo-Random Functions

The hash functions we employed in XMSS and MT-XMSS are keyed functions implemented from un-keyed ones. Since standard hash functions like SHA2-256 and SM3 do not provide a keyed mode themselves, we use the following approach illustrated with SM3 to implement the keyed hash function:

$$
\begin{align*}
F(\text{KEY}, M) &= \text{SM3}(\text{toBytes}(0, 32) || \text{KEY} || M) \\
H(\text{KEY}, M) &= \text{SM3}(\text{toBytes}(1, 32) || \text{KEY} || M) \\
H_{\text{msg}}(\text{KEY}, M) &= \text{SM3}(\text{toBytes}(2, 32) || \text{KEY} || M) \\
\text{PRF}(\text{KEY}, M) &= \text{SM3}(\text{toBytes}(3, 32) || \text{KEY} || M) \\
\text{PRF}_{\text{keygen}}(\text{KEY}, M) &= \text{SM3}(\text{toBytes}(4, 32) || \text{KEY} || M)
\end{align*}
$$

The keyed function $F$ is used in the WOTS+ one-time signature scheme to compute the hash chains. $H$ is used to compute the nodes of the so-called L-trees and XMSS-trees. In XMSS and MT-XMSS, before signature generation and verification, the relevant message $M \in \mathbb{F}_2^n$ is hashed with $H_{\text{msg}}$ to produce an $n$-byte hash value. PRF is used to generate the needed secret strings, the keys (not necessarily secret) to the hash functions, the bit masks required to build the relevant virtual data structures, and other pseudo-random material (e.g., the random string $r$ required by $H_{\text{msg}}$ needed).

When the pseudo-random generator PRF is used to generate the keys and masks required to compute the hash chains in WOTS+ and build the XMSS-trees and L-trees, the input to the PRF is a public seed and an address. To generate the secret elements needed in the WOTS+ instances, PRF_{keygen} will be employed. To be more specific, the secret $n$-byte strings of a WOTS+ instance is computed as PRF_{keygen}(S_{\text{PRF}}, \text{SEED} || ADRS) where ADRS is an OTS address described in the following section. Note that in this article we adopt the key generation strategy from [NIS20b] rather than from [HBG+18], since the key generation method provided in [HBG+18] is less robust against multi-target attack [NIS20a].

4 Hash Function Address Scheme

The keyed functions $F$, $H$ and PRF may receive a special 32-byte string ADRS called an address as part of their input data. ADRS encodes the position (with respect to a complex virtual data structure) and purpose of the hash application and is employed to randomize each hash function call, which is called the hash function address scheme. There are three different types of addresses for different use cases, including the OTS hash address, L-tree address, and hash tree address. The structures of different types of addresses are depicted in Figure 1.

We first describe the common fields shared by all types of addresses. The layerAddress describes which layer the concerned XMSS tree resides at, starting from zero for the XMSS trees at the bottom layer. Therefore, for XMSS or MT-XMSS with a single layer, layerAddress = 0. The treeAddress encodes the position of the concerned XMSS tree within the layerAddress-th layer, starting with zero
for the leftmost XMSS tree. addrType indicates the type of the ADRS structure, addrType = 0 for an OTS hash address, addrType = 1 for an L-tree address, and addrType = 2 for a hash tree address. keyAndMask distinguishes different purpose of the hash function application: keyAndMask = 0 for generating a key for the keyed functions, keyAndMask = 1 and keyAndMask = 2 for generating the most significant n-byte mask and the least significant n-byte mask, respectively. When only one n-byte mask is needed, we set keyAndMask = 1.

4.1 OTS Hash Address

The structure of an OTS hash address is illustrated in Figure 1. The first two fields layerAddress and treeAddress determine the position of the XMSS tree. OTSAddress describes the position of the leaf node associated with the WOTS+ instance within the XMSS tree. chainAddress and hashAddress determine the position where the hash function is applied within the sequence of hash chains corresponding to the WOTS+ instance.

If the XMSS tree the WOTS+ instance resides at is of height h, then OTSAddress encodes the position of the leaf corresponding to the WOTS+ instance. Therefore, OTSAddress starts from zero for the leftmost node and encodes an integer i ∈ \{0, ⋯, 2^h − 1\}.

Assume that the used WOTS+ scheme has l hash chains and each chain has depth W − 1. Then chainAddress describes in which chain the hash application happens, and thus chainAddress encodes an integer in \{0, ⋯, l − 1\}. The position within the chain is determined by hashAddress which encodes an integer in \{0, ⋯, W − 1\}.

4.2 L-Tree Address

The structure of an L-tree address is illustrated in Figure 1. The first two fields layerAddress and treeAddress determine the position of the XMSS tree. ltreeAddress identifies the position of the leaf computed with the L-tree, and

![Fig. 1: The address scheme for XMSS and MT-XMSS](image)
thus \( \text{treeAddress} \) encodes an integer in \( \{0, \cdots, 2^h - 1\} \). \( \text{treeHeight} \) describes the height of the two nodes the hash function call applied to. \( \text{treeIndex} \) encodes the index of the parent node which is one level higher than the two nodes the hash function call applied to.

### 4.3 Hash Tree Address

The structure of a hash tree address is illustrated in Figure 1. The first two fields \( \text{layerAddress} \) and \( \text{treeAddress} \) determine the position of the XMSS tree. \( \text{padding} \) is always set to 0 and act as a placeholder. \( \text{treeHeight} \) describes the height of the two nodes the hash function call applied to. \( \text{treeIndex} \) encodes the index of the parent node which is one level higher than the two nodes the hash function call applied to.

### 5 The WOTS+ One-Time Signature Scheme

WOTS+ is a one-time signature scheme, meaning that each private key must be used at most one time to sign any given message. If a private key is used to sign two different messages, the security of the scheme is compromised. Afterwards, an WOTS+ private and public key pair is referred to as a WOTS+ instance. Therefore, to generate a WOTS+ instance is to generate a WOTS+ key pair. WOTS+ uses two parameters, including \( n \) the number of bytes of the output of the hash function, and the Winternitz parameter \( W \in \{4, 16\} \). Note that \( w \in \{2, 4\} \) is used to denote \( \log_2(W) \) in this article.

#### 5.1 WOTS+ Key Generation

The private key and public key is generated by computing \( l \) hash chains, where \( l = l_0 + l_1 \),

\[
\begin{align*}
l_0 &= \frac{8n}{\log_2(W)} \\
l_1 &= \left\lceil \frac{\log_2(l_0(W - 1))}{\log_2(W)} \right\rceil + 1
\end{align*}
\]

and each node represents an \( n \)-byte value. Moreover, each hash chain contains \( W \) nodes. The ending node of a chain is computed from the starting node of the chain by iteratively applying \( F() \) \( W - 1 \) times.

The secret key contains the \( l \) starting nodes \( x_{0,0}, x_{1,0}, \cdots, x_{l-1,0} \), and the public key contains the \( l \) ending nodes \( x_{0,W-1}, x_{1,W-1}, \cdots, x_{l-1,W-1} \). The starting nodes can be selected randomly from the uniform distribution or generated pseudo-randomly from a \( n \)-byte secret seed. The ending nodes are computed from the starting nodes such that

\[ x_{i,j+1} = F(\text{KEY}, x_{i,j} \oplus \text{BM}), \]

where \( \text{KEY} = \text{PRF(SEED, ADRS)} \) with \( \text{ADRS.chainAddress} \) set to \( \text{getBytes(i, 32)} \), \( \text{ADRS.hashAddress} \) set to \( \text{getBytes(j, 32)} \) and \( \text{ADRS.keyAndMask} \) set to 0, and \( \text{BM} = \text{PRF(SEED, ADRS)} \) with \( \text{ADRS.chainAddress} \) set to \( \text{getBytes(i, 32)} \), \( \text{ADRS.hashAddress} \) set to \( \text{getBytes(j, 32)} \) and \( \text{ADRS.keyAndMask} \) set to 1.
5.2 WOTS+ Signature Generation and Verification

A WOTS+ signature is a sequence \((z_0, \cdots, z_{l-1})\) of \(l\) \(n\)-byte strings. Given a message \(M \in \mathbb{B}^n\), the signature is generated as follows. Note that here we only allow WOTS+ to sign \(n\)-byte messages. First, we convert \(M\) to an array \((M[0], \cdots, M[l_0-1])\) of \(l_0\) \(w = \log_2(W)\)-bit values, \(M[i]\) is regarded as an integer in \(\{0, \cdots, W - 1\}\). Next, we compute the checksum of \((M[0], \cdots, M[l_0-1])\) using Algorithm 1 (see Table 1 for the rotation offsets), and let \(\alpha = \text{Cksm}_{n,w}(M)\). Then, the signature is

\[
(x_0, M[0], \cdots, x_{l-1}, M[l_0-1], x_{l,\text{coef}(\alpha,0,w)}, \cdots, x_{l-1,\text{coef}(\alpha,l_2-1,w)}),
\]

which can be computed from the private key \((x_0, 0, x_1, 0, \cdots, x_{l-1,0})\) by applying \(F\) iteratively.

Algorithm 1: Cksm\(_{n,w}(\cdot)\): Compute the checksum of an \(n\)-byte string

| Input: | An \(n\)-byte string \(S\) |
| Output: | A 16-bit unsigned integer |

1. \(\text{sum} \leftarrow 0\)
2. for \(0 \leq i < \frac{8n}{w}\) do
3. \[\text{sum} \leftarrow \text{sum} + (W - 1) - \text{coef}(S, i, \log_2(W))\]
4. Return \(\text{sum} \ll \gamma_{n,w}\)

Table 1: The left shift offset \(\gamma_{n,w}\)

<table>
<thead>
<tr>
<th>(n)</th>
<th>(w)</th>
<th>(\gamma_{n,w})</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>32</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

With a valid signature given in Equation (1), one can compute the correct public key. So the signature is valid if and only if the computed hypothetical public key matches the correct public key.

6 The XMSS Signature Scheme

Basically, the XMSS signature scheme provides a method for organizing a set of \(2^h\) WOTS+ instances in a perfect binary tree with height \(h\) such that each leaf node is associated with a WOTS+ instance, and the root node is employed to authenticate the WOTS+ instances. We call this structure an XMSS tree, which corresponds to an XMSS instance. The XMSS instance can sign at most \(2^h\) different messages in
its life cycle, and each time a new signature is generated, one WOTS+ instance is consumed. Moreover, these WOTS+ instances are consumed in order from the leftmost leaf to the rightmost leaf. Figure 2 depicts an XMSS tree with height 3.

Fig. 2: An XMSS tree with height 3

6.1 The Leaf Nodes of an XMSS Tree

Each leaf node of an XMSS tree is associated with a WOTS+ instance. To be more specific, a leaf node is the root node of a so-called L-tree computed from the public key of a WOTS+ instance.

Let \((y_0, \ldots, y_{l-1}) \in \mathbb{B}^n\) be the public key of a WOTS+ instance. An L-tree is a binary tree whose leaves are \(y_0, \ldots, y_{l-1}\). The root of the L-tree can be computed with Algorithm 2, where the subroutine \text{Parent}() is given in Algorithm 3. Since it is possible that \(l\) is not a power of 2, the L-tree may be unbalanced.

6.2 XMSS Private Key and Public key Generation

The private key of XMSS with height \(h\) contains the \(2^h\) private keys of the \(2^h\) WOTS+ instances, which can be generated on the fly from a single \(n\)-byte secret seed to save memories according to the method described in Section 3. The public key of the XMSS instance is the root of a perfect binary tree (XMSS tree) with height \(h\), whose leaves are the roots of the \(2^h\) L-trees constructed from the \(2^h\) WOTS+ public keys.

The XMSS tree is constructed as follows. Let \(a_{2i}\) and \(a_{2i+1}\) be the 2\(i\)-th and (2\(i + 1\))-th nodes at level \(k\), then their parent node \(b_i\) is the \(i\)-th node at level \(k + 1\). We have

\[
b_i = \text{Parent}(a_{2i}, a_{2i+1}, \text{SEED}, \text{ADRS}),
\]
Algorithm 2: LTreeRoot(): Compute the the root node of an L-Tree  

Input: A WOTS+ public key \( y = (y_0, \ldots, y_l) \), a seed SEED, and an address ADRS  
Output: An \( n \)-byte value representing the root of the L-tree whose leaves are the public key elements  

1. \( l' \leftarrow l \)  
2. ADRS.treeHeight \( \leftarrow 0 \)  
3. while \( l' > 1 \) do  
4. for \( 0 \leq i < \lfloor l'/2 \rfloor \) do  
5. \( \text{ADRS.treeIndex} \leftarrow i \)  
6. \( y_i \leftarrow \text{Parent}(y_{2i}, y_{2i+1}, \text{SEED}, \text{ADRS}) \)  
7. if \( l' \mod 2 = 1 \) then  
8. \( y_{\lfloor l'/2 \rfloor} = y_{l'-1} \)  
9. \( l' \leftarrow \lceil l'/2 \rceil \)  
10. \( \text{ADRS.treeHeight} \leftarrow \text{ADRS.treeHeight} + 1 \)  
11. Return \( y_0 \)  

Algorithm 3: Parent(): Compute the parent node  

Input: An \( n \)-byte value \( a \) (left node), an \( n \)-byte value \( b \) (right node), a seed SEED, and an address ADRS  
Output: An \( n \)-byte value representing the parent node of \( a \) and \( b \)  

1. \( \text{ADRS.keyAndMask} \leftarrow 0 \)  
2. \( \text{KEY} \leftarrow \text{PRF}(\text{SEED}, \text{ADRS}) \)  
3. \( \text{ADRS.keyAndMask} \leftarrow 1 \)  
4. \( \text{BM}_0 \leftarrow \text{PRF}(\text{SEED}, \text{ADRS}) \)  
5. \( \text{ADRS.keyAndMask} \leftarrow 2 \)  
6. \( \text{BM}_1 \leftarrow \text{PRF}(\text{SEED}, \text{ADRS}) \)  
7. Return \( H(\text{KEY}, (a \oplus \text{BM}_0) \parallel (b \oplus \text{BM}_1)) \)  

where the fields of ADRS fulfills the following condition  

\[
\begin{align*} 
\text{ADRS.layerAddress} &= 0 \\
\text{ADRS.treeAddress} &= 0 \\
\text{ADRS.type} &= 2 \\
\text{ADRS.treeHeight} &= \text{k} \\
\text{ADRS.treeIndex} &= \text{toBytes}(i, 32) 
\end{align*}
\]

In summary, the secret key is \( \text{idx} \parallel S\text{PRF} \parallel \text{Root} \parallel \text{SEED} \), where \( \text{idx} \) is used to index the next WOTS+ instance to be used to sign a message, and the public key is \( \text{Root} \parallel \text{SEED} \).
6.3 XMSS Signature Generation and Verification

Given a message $M \in \mathbb{F}_2^*$ and an XMSS secret key whose idx field is $j$. We first compress $M$ into an $n$-byte string $M'$ such that

$$
\begin{align*}
    r &= \text{PRF}(S_{\text{PRF}}, \text{toBytes}(j, 32)) \\
    M' &= H_{\text{msg}}(r \parallel \text{Root} \parallel \text{toBytes}(j, n), M)
\end{align*}
$$

Then, we use the $j$-th WOTS+ instance to sign $M'$. The XMSS signature contains the index $j$ of the used WOTS+ instance, the byte string $r$ (note that $r$ is generated from a secret seed so it must be provided to the verifier), the WOTS+ signature, and the authentication path of the $j$-th node of the XMSS tree, which consists of the $h - 1$ sibling nodes appearing in the path from the $j$-th node to the root of the XMSS tree. Before releasing the signature, the idx field of the XMSS secret key must be incremented by 1. A XMSS instance signing a message $M$ is illustrated in Figure 3, where the gray nodes forming the authenticated path of the signature.

Given a message and its claimed signature, one can compute the hypothetical public key of the used WOTS+ instance, and then the hypothetical $j$-th leaf of the XMSS tree. With the help of the claimed authentication path, one can derive a hypothetical root of the XMSS tree. The signature is valid if and only if the hypothetical root matches the public key of the XMSS instance.

![Figure 3: An XMSS tree with height 3 signing a message $M$ with idx = 1](image)

7 MT-XMSS: The Multi-Tree Version of XMSS

Like XMSS, the MT-XMSS scheme is another method for organizing a large set of WOTS+ instances. In MT-XMSS, WOTS+ instances are associated with the leaves of many XMSS trees placed at different layers. The XMSS trees are “connected”
in the sense that the roots of the XMSS trees are signed by the WOTS+ instances associated with the leaves of the XMSS trees in the upper layer. The leaves of the lowest layer XMSS trees are used to sign the messages. We call this structure an MT-XMSS tree or MT-XMSS instance. Note that an MT-XMSS instances with a single layer is essentially an XMSS instance. A 3-layer XMSS tree signing a message \( M \) is illustrated in Figure 4, where only the involved XMSS trees are displayed.

In MT-XMSS, we have \( d \) layers of XMSS instances, including layer 0 (the bottom layer), \( \ldots \), and layer \( d - 1 \) (the top layer). The XMSS instances in the same layer have the same height. If the total height of the MT-XMSS tree is \( h \), then the height of the XMSS trees is \( h/d \).

In the \((d-1)\)-th layer (the top layer), there is only 1 XMSS tree. For \( 0 \leq i < d-1 \), there are \( 2^{(d-1-i)h} \) XMSS trees in the \( i \)-th layer. Then, there are \( 2^{d-1)h} \) XMSS trees in the 0-th layer. Therefore, the \( 2^{d-1)h} \) XMSS trees in the bottom layer have \( 2^h \) leaves in total. Since the WOTS+ instances associated with these leaves are used to sign messages, the MT-XMSS instance can sign at most \( 2^h \) times, and we call \( 2^h \) is the capacity of the MT-XMSS instance. For the convenience of description, these \( 2^h \) leaves are indexed from 0 (the leftmost leaf) to \( 2^h - 1 \) (the rightmost leaf).

7.1 MT-XMSS Key Generation

The private key of MT-XMSS contains an \( n \)-byte secret seed \( S_{PRF} \), a \([h/8]\)-byte index initialized to 0 to identify the next unused WOTS+ instance on the bottom layer, a \( n \)-byte public seed \( SEED \), and the root of the topmost XMSS tree. The public key of MT-XMSS contains the public seed \( SEED \) and the root of the topmost XMSS tree. Note that with the private key, all WOTS+ instances over the MT-XMSS tree can be generated pseudo-randomly, and thus all XMSS trees on all layers can be constructed. However, to save memories, we typically generates the involved XMSS trees on the fly during the signature generation process.

7.2 MT-XMSS Signature Generation and Verification

Let the global index of the bottom layer WOTS+ instances be \( \text{idx} \). \( \text{idx} \) can be uniquely expressed as a tuple \( (\alpha_{d-1}, \alpha_{d-2}, \ldots, \alpha_1, \alpha_0) \) with \( 0 \leq \alpha_i < 2^h \) such that

\[
\text{idx} = \alpha_{d-1}2^{(d-1)h} + \alpha_{d-2}2^{(d-2)h} + \cdots + \alpha_12^h + \alpha_0,
\]

(3)

where \( h = h/d \). Then, the signing process only involves the single XMSS tree in layer \( d - 1 \), the XMSS tree in layer \( d - 2 \) whose root will be signed by the \( \alpha_{d-1} \)-th leaf of the involved XMSS tree in layer \( d - 1 \), the XMSS tree in layer \( d - 3 \) whose root will be signed by the \( \alpha_{d-2} \)-th leaf of the involved XMSS tree in layer \( d - 2 \), \( \ldots \), and the XMSS tree in layer 0 whose root will be signed by the \( \alpha_1 \)-th leaf of the involved XMSS tree in layer 1. Finally, the message will be signed by the \( \alpha_0 \)-th leaf of the involved XMSS tree in layer 0.

The XMSS signature contains the WOTS+ signature of the message and all the signatures of the roots of the XMSS tree involved. To verify a claimed signature, we can compute the hypothetical root of the top layer XMSS tree from the message.
and the signature. The signature is valid if and only if it matches the public key of the MT-XMSS instance.

8 Preliminary Implementations and Performance Test

We instantiate the hash-based signature schemes described in previous sections with SM3, and we name them as XMSS-SM3 and MT-XMSS-SM3. We implement XMSS-SM3 and MT-XMSS-SM3 based on the code provided at https://github.com/XMSS/xmss-reference by substituting the underlying hash function with an implementation of SM3. The performance of the implementation is provided in Table 2, which are obtained on a server machine with 32 cores running Linux ubuntu 18.04 on 2.9GHz AMD EPYC-Rome Processor.
In Table 2, the “Height” column records the heights of the XMSS trees in the XMSS-SM3 instances. For MT-XMSS-SM3 instances, the “Height” column records the height of the full MT-XMSS trees and the number of layers. For example, \( h/d \) means there are \( d \) layers, and the height of the XMSS trees in each layer is \( h/d \).

9 Conclusion

In this work, we instantiate the hash-based signature schemes XMSS and MT-XMSS described in RFC 8391 with SM3 and conduct some preliminary performance test. In the future, we will provide implementations of XMSS-SM3 and MT-XMSS-SM3 on various platforms and deploy them in real application scenarios to test the applicability of hash-based signature schemes.

Acknowledgment. We thank Yamin Liu for informing us the issue of the key generation strategy from [HBG\textsuperscript{+}18] concerning multi-target attacks.
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Table 2: Preliminary performance test of XMSS-SM3 and MT-XMSS-SM3

<table>
<thead>
<tr>
<th>$W$</th>
<th>Height</th>
<th>$\text{KeyGenTime}$ (s)</th>
<th>$\text{PubKeySize}$ (Byte)</th>
<th>$\text{SignTime}$ (s)</th>
<th>$\text{SigSize}$ (Byte)</th>
<th>$\text{VerifyTime}$ (s)</th>
<th>Capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>9.758708</td>
<td>68</td>
<td>0.017429</td>
<td>2502</td>
<td>0.00621</td>
<td>2$^{10}$</td>
<td></td>
</tr>
<tr>
<td>20/2</td>
<td>6.730387</td>
<td>68</td>
<td>0.019128</td>
<td>4965</td>
<td>0.01183</td>
<td>2$^{20}$</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0.210187</td>
<td>68</td>
<td>0.029314</td>
<td>9253</td>
<td>0.01949</td>
<td>2$^{20}$</td>
<td></td>
</tr>
<tr>
<td>20/4</td>
<td>0.213399</td>
<td>68</td>
<td>0.037080</td>
<td>18471</td>
<td>0.03347</td>
<td>2$^{40}$</td>
<td></td>
</tr>
<tr>
<td>40/8</td>
<td>0.21967</td>
<td>68</td>
<td>0.031442</td>
<td>27690</td>
<td>0.04252</td>
<td>2$^{60}$</td>
<td></td>
</tr>
</tbody>
</table>


