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Abstract. The INT-RUP security of an authenticated encryption (AE)
scheme is a well studied problem which deals with the integrity security
of an AE scheme in the setting of releasing unverified plaintext model.
Popular INT-RUP secure constructions either require a large state (e.g.
GCM-RUP, LOCUS, Oribatida) or employ a two-pass mode (e.g. MON-
DAE) that does not allow on-the-fly data processing. This motivates us
to turn our attention to feedback type AE constructions that allow small
state implementation as well as on-the-fly computation capability. In CT-
RSA 2016, Chakraborti et al. have demonstrated a generic INT-RUP
attack on rate-1 block cipher based feedback type AE schemes. Their
results inspire us to study about feedback type AE constructions at a
reduced rate. In this paper, we consider two such recent designs, SAEB
and TinyJAMBU and we analyze their integrity security in the setting of
releasing unverified plaintext model. We found an INT-RUP attack on
SAEB with roughly 232 decryption queries. However, the concrete analy-
sis shows that if we reduce its rate to 32 bits, SAEB achieves the desired
INT-RUP security bound without any additional overhead. Moreover, we
have also analyzed TinyJAMBU, one of the finalists of the NIST LwC,
and found it to be INT-RUP secure. To the best of our knowledge, this
is the first work reporting the INT-RUP security analysis of the block ci-
pher based single state, single pass, on-the-fly, inverse-free authenticated
ciphers.

1 Introduction

In the last few years, the increasing growth of the Internet of Things (IoT) comes
with high demands on and constrictive conditions for cryptographic schemes.
Such constraints may come in various types, as these small interconnected de-
vices may have to operate with low power, low area, low memory, or other-
wise. Lightweight cryptography is about developing cryptographic solutions for
such constrained environments and partly ignited by the CAESAR [16] and
the ongoing NIST Lightweight Competition (LwC) [32]. As a result of these
competitions, the cryptographic community has witnessed the rise of various
lightweight authenticated encryption schemes in recent years. These include
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block cipher based constructions such as CLOC [30], JAMBU [42], COFB [21],
SAEB [36], SUNDAE [11], permutation based constructions such as ASCON [25],
ACORN [41], Beetle [20] and tweakable block cipher based constructions such as
Deoxys AEAD [31], Romulus and Remus [29], Skinny AEAD [12] etc. However, in
the paper, we confine our discussion only to block cipher and permutation based
AE schemes.

1.1 Designing Area-Efficient Authenticated Ciphers

Often Lightweight Authenticated Encryption (AE) schemes are sequential in na-
ture. This is primarily due to the fact that sequential modes consume less state
size (the memory needed for storing internal values), implying smaller hard-
ware footprint. In addition, sequential modes usually offer inverse-free property
(except a few construction such as CBC and its variants 1) of the underlying
primitive, which also suits one of the very basic needs of implementing ciphers
in lightweight environments.

Block Cipher Based Designs The design of almost every block cipher based
sequential AE schemes starts with a fixed initial state and processes each input
block in sequence by applying a feedback function on the previous block cipher
output, some secret auxiliary state, and the current input (message or associated
data). This feedback function derives the next block cipher input, updated secret
auxiliary state, and the current output (in case of message blocks). Thus, any
block cipher based sequential AE scheme can be described by the underlying
block cipher, the secret auxiliary state and the feedback function. Consequently,
the AE scheme’s efficiency and hardware footprint largely depend on the ef-
ficiency and the hardware footprint of the underlying block cipher, feedback
function, and the secret auxiliary state. Zhang et al. [45] have proposed one such
block cipher based sequential AE scheme called iFEED that uses plaintext feed-
back and achieves optimal rate 2 (i.e. rate-1). However, it requires a state size
of (3n+ k)-bits, where n and k are the block size and the key size of the under-
lying block cipher respectively. CPFB, proposed by Montes and Penazzi [34], is
a notable scheme that reduces the state size to (2n + k)-bits, at the cost of re-
ducing the rate to 3/4. In CHES’17, Chakraborti et al. proposed COFB [21], the
first feedback type AE scheme, achieves rate-1 with a state size of 1.5n+ k-bits.
Recently, it has been proven in [18] that the state size for any feedback type
rate-1 AE scheme cannot be less than 1.5n+ k-bits. In the same paper, authors
have also proposed a hybrid feedback type AE scheme called HyENA [18] that
achieves rate-1 with the state size 1.5n+ k-bits but with a reduced XOR count.

Sponge Type Designs An alternative way to avoid the generation of the
auxiliary states from the block cipher based designs is to use a public permu-

1 Some inverse-free modes are not sequential, e.g., CTR, OTR, GCM etc.
2 rate is defined as the inverse of the number of block cipher calls required to process
a single block of message, where a block refers to the block size of the block cipher.
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tation based sponge mode of operations. Since the selection of Ascon [25] in
the final portfolio of the CAESAR [16] competition, sponge based designs have
gained a huge momentum. In the ongoing NIST LwC competition [32], out of
57 submissions, 25 submissions are based on sponge type designs and out of 10
finalists, 5 candidates are sponge type designs [32]. The primary feature that
one can get out of sponge type designs is that unlike block cipher based con-
structions, it does not require any key scheduling algorithm to invoke. This
feature proves to be beneficial from the storage point of view when the data
size of the underlying permutation for any sponge type design is less than the
combination of the block size and key size of the underlying block cipher for
any block cipher based designs. In such cases, sponge type mode becomes an
excellent choice for area-efficient designs. Moreover, the additional feature of
having no inverse call to the underlying permutation at the time of executing
verified decryption algorithm, ensures an extremely low hardware footprint in
a combined encryption-decryption implementation of the mode. By leveraging
the advantages of sponge-type structure in block cipher based designs (albeit
block cipher based schemes are required to store extra k-bit state for storing the
keys), a few block cipher based sponge-type designs have recently been proposed.
This includes CAESAR candidate JAMBU [42], and two NIST LwC candidates
SAEAES [35] (which is an instantiation of SAEB [36] with AES-128 block cipher)
and TinyJAMBU [43], where all the three AE schemes use a block size of 128-bits
along with a block cipher key of 128-bits, employing an extremely small overall
state of size 256-bits.

1.2 Authenticated Ciphers under Release of Unverified Plaintext
(RUP) Setting

In traditional authenticated ciphers, the verification must be done prior to release
of plaintexts to the user. However, in resource constrained environments with
limited memory, it may not be feasible to store the whole plaintext and one
might be forced to release the plaintext before verification. Further details can
be found in the supplementary material (see Section B).
In [7], Andreeva et al. formalized the security notion of an authenticated encryp-
tion scheme under the release of unverified plaintext setting. In this model, the
encryption functionality E remains, but it separates the decryption/verification
functionality DV into a decryption functionality D and a verification function-
ality V. Likewise the usual security notion of any AE scheme that ensures both
confidentiality and integrity, Andreeva et al. [7] have suggested to achieve the
confidentiality and integrity security for any AE scheme in the RUP model us-
ing IND-CPA + PA1 / PA2 notion and INT-RUP notion respectively. For the
confidentiality model in PA1 setting, i.e., IND-CPA + PA1, the adversary is
given access to E and to either D or a simulator. The purpose of this notion
is to complement the conventional confidentiality in the sense that it measures
the advantage an adversary can gain from actually having access to D. The
integrity notion of an authenticated encryption scheme under this model, i.e.,
INT-RUP, allows an adversary to interact with E ,D, V; and asks it to forge a
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valid ciphertext, i.e., make a new, valid query to V oracle. The adversary poten-
tially possesess significantly more power in this model due to the access to the
decryption oracle D.
Andreeva et al. [7] have shown that OCB [39], COPA [8] are insecure in the
RUP security model. In [24], Datta et al. mounted an INT-RUP attack on any
Encrypt-Linear mix-Encrypt type authenticated ciphers that includes the CAE-
SAR standard COLM [6]. In another direction, Chakraborti et al. [19] mounted
an INT-RUP attack on iFeed [44]. Adopting a similar attack strategy, they have
shown a generic INT-RUP attack [19] on rate-1 block cipher based feedback
type AEAD constructions. At the same time, they also proposed a scheme called
mCPFB [19] and claimed that the INT-RUP security could be achieved at the cost
of the rate of the construction. Similar approach have been used in OCBIC [46]
and LOCUS [17], which builds upon OCB [39], and LOTUS [17], which builds
upon OTR [33]. For both the constructions LOCUS and LOTUS, IND-CPA +
PA1 and INT-RUP both security notions have been achieved at the cost of
additional block cipher invocations, which halves the rate of the construction.
Note that these modes are parallel in structure, and all of them require a state
of size at least 3n + k-bits, where n is the block size and k is the key size of
the underlying block cipher. Ashur et al. [10] proposed an alternative notion of
RUP security, called RUPAE. This notion focuses on nonce-based authenticated
encryption, and proposed a RUP-variant of GCM [1], dubbed GCM-RUP [10],
in the described nonce-based model. On the other extreme, Chang et al. [22]
introduced the notion of AERUP which unifies the notions of RUP privacy (i.e.,
IND-CPA + PA1) and integrity (i.e., INT-RUP) for deterministic authenticated
ciphers. They also proposed a simple variant of SUNDAE [11], dubbed MON-
DAE [22], that achieves confidentiality and integrity security in RUP setting
under this newly introduced AERUP model. However, MONDAE is a two-pass
authenticated encryption mode. Hence, it does not have the on-the-fly decryption
feature. In a nutshell, while looking at the ciphers with RUP security, either the
constructions lose on state size (e.g., LOCUS [17], mCPFB [19], GCM-RUP [10],
requires at least 3n + k-bits) or the construction does not have the on-the-fly
decryption feature (e.g., MONDAE [22]). The above discussion makes us raise
the question:

Can we have a block cipher based INT-RUP secure design with on-the-fly
decryption feature with a total of n+ k-bits state?

1.3 Towards RUP-Secure Single-state On-the-Fly Authenticated
Encryption

The above question turns our attention to study the INT-RUP security of sponge
based modes. In [15], Bhattacharjee et al. have studied the INT-RUP security of
permutation based sponge type designs. They have presented an INT-RUP at-
tack on generic duplex constructions, with attack complexity O(qdqp/2

c), where
qd is the number of decryption queries, qp is the number of primitive queries
to the permutation, and c is the capacity part of the construction. They have
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also shown that such attacks can be extended to other Sponge variants such as
Beetle [20] and SPoC [2]. The main idea of the attack is to exploit a collision
between an inner state of the construction and a primitive query. To resist such
attacks, the authors used the concept of masking the previous state and proposed
a new cipher called Oribatida [15] that achieves INT-RUP security of O(q2d/2

c).
However, this comes at the cost of an additional state.

When we move to block cipher based AEAD constructions, Chakraborti et
al. [19] have shown that any feedback type rate-1 block cipher based AEAD
construction is not INT-RUP secure. Adopting the idea used in iFeed, they
have shown a generic INT-RUP attack on rate-1 block cipher based feedback
type AEAD constructions. This result immediately rules out the popular area-
efficient block cipher based designs such as COFB and HyENA to have INT-RUP
security. Therefore, the focus goes to feedback type constructions with a lower
rate. This makes us look into block cipher based sponge type constructions such
as SAEB [36] and TinyJAMBU [43]. Due to the inverse-free implementation with
n+k-bits state, these constructions are incredibly lightweight and ideally suited
for resource constraint applications. At the same time, these constructions have
the capability of on-the-fly computation of plaintext/ciphertext blocks. Thus,
they are ideally suited for applications where RUP security would be of extreme
relevance. However, the current literature does not say anything about these
block cipher based constructions, and hence investigating their RUP security
seems an exciting research direction. In this regard, we would like to mention
that in a recent work, Andreeva et al. [4] have shown 2n/2 INT-RUP security
bound on a forkcipher [9] based construction, called SAEF [3]. The structure of
SAEF resembles to the CBC mode of operation, where one of the output blocks
of the forkcipher is used to XOR-mask the input and sometimes output of the
next primitive call.

1.4 Our Contribution and Significance of the Result

In this paper, we study the INT-RUP security of two constructions, namely
SAEB [36] by Naito et al. and TinyJAMBU [43] by Wu et al. Our contribution is
threefold:

(i) We have shown an INT-RUP attack on SAEB that uses a single encryption
query, and roughly 2c/2 decryption queries, where c is the capacity part of the
construction. The attack is applicable for any choices of rate and capacity.

(ii) We have investigated the INT-RUP security bound of SAEB. We have shown
that it offers roughly q2d/2

c INT-RUP security, where qd is the number of
decryption queries and c is the capacity part of the construction. Combining
the proven security bound of SAEB with its attack complexity establishes
the tightness of the security bound of SAEB. This result signifies that if we
instantiate SAEB with a standard 128-bit block cipher and put a restriction
that at a time 32-bits of the message will be injected to SAEB, the mode
achieves INT-RUP security up to 248 blocks, which satisfies the NIST criteria
of having 250 bytes of data complexity. However, for SAEAES, where we inject
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64-bits of message at a time to the construction, achieves INT-RUP security
up to 232 blocks.

(iii) Finally, we consider the INT-RUP security of TinyJAMBU, one of the finalists
of the NIST LwC. Interestingly TinyJAMBU has a unique structure, where
message injection and ciphertext release occur from different parts of the
state. We have proved that TinyJAMBU offers roughly qvσd/2

n−r INT-RUP
security, where σd is the total number of blocks in all the decryption queries,
r-bits of the message is injected at a time to the construction and n is the
block size of the underlying block cipher.

Thus, in this work, we have obtained the INT-RUP security bounds of SAEB
and TinyJAMBU. To the best of our knowledge, this is the first work that reports
two single-pass 3, inverse-free AEAD constructions, achieving INT-RUP security,
while keeping the on-the-fly decryption property intact. We would like to point
here that both of these construction will not preserve confidentiality in the RUP
setting as these are not two-pass modes. This paper solely focuses on studying
the integrity security of the two constructions in the RUP setting.

2 Preliminaries

For n ∈ N, [n] denotes the set {1, 2, . . . , n} and for a < b ∈ N, we write [a, b] to
denote the set {a, a + 1, . . . , b}. We write (a, b) < (a′, b′) to denote that either
a < a′ or (a = a′ and b < b′). For a finite set X , X←$X denotes the uniform at
random sampling of X from X . For n ∈ N, we write {0, 1}+ and {0, 1}n to denote
the set of all non-empty binary strings, and the set of all n-bit binary strings,
respectively. We write ∅ to denote the empty string, and {0, 1}∗ = {0, 1}+∪{∅}.
For any two strings X,Y ∈ {0, 1}∗, we write X∥Y to denote the concatenation
of the string X followed by the string Y . For X ∈ {0, 1}∗, |X| denotes the
length (number of the bits) of X. For any non-empty binary string X ∈ {0, 1}+,
(X[1], . . . , X[k])

n← X denotes the n-bit parsing of X, where |X[i]| = n for 1 ≤
i ≤ k−1, and 1 ≤ |X[k]| ≤ n. We use the notation X[a . . . b] to denote bit string
X[a]∥X[a+ 1]∥ · · · ∥X[b]. If a = 1, then we write X[. . . b] to denote X[1 . . . b]. In
this paper, we fix a positive integer n and define the function ozs over the set of
any binary string, as ozs(X) := X∥1∥0n−(|X| mod n)−1. Note that the function is
injective and maps allm-bit binary strings to a multiple of n-bit binary strings by
appropriately padding the string with 10∗. For any real number X, ⌈X⌉ denotes
the smallest integer X ′ such that X ′ ≥ X. For any X ∈ {0, 1}+ and an integer
i ≤ |X|, ⌊X⌋i ( ⌈X⌉i) returns the least significant (most significant, resp.) i-bits
of X. For any integer i, we denote the n-bit unsigned representation of i as ⟨i⟩n.

2.1 Authenticated Encryption

An authenticated encryption (AE) is an integrated scheme that provides both
privacy and integrity of a plaintext M ∈ {0, 1}∗ and integrity of an associ-

3 GCM-RUP [10] also achieves inverse-free, INT-RUP security and on-the-fly decryp-
tion property but it requires two pass



INT-RUP Security of SAEB and TinyJAMBU 7

ated data A ∈ {0, 1}∗. Taking a nonce N ∈ N (which is a unique value
for each encryption), where N is the nonce space, together with the associ-
ated data A and the plaintext M , the encryption function of AE, encK , pro-
duces a tagged-ciphertext (C, T ) ∈ {0, 1}∗ × {0, 1}τ with |C| = |M |. We de-
note the length in blocks of the associated data, message and ciphertext with
a,m and c, respectively. The corresponding decryption function, decK , takes
(N,A,C, T ) ∈ N × {0, 1}∗ × {0, 1}∗ × {0, 1}τ and returns a decrypted plaintext
M ∈ {0, 1}∗ when the authentication on (N,A,C, T ) is successful; otherwise, it
returns the atomic error symbol denoted by ⊥. Following Andreeva et al. [7], we
separate the decryption algorithm into plaintext computation and tag verifica-
tion. Formally, the decryption interface provides two algorithms, a decryption
function decK that takes (N,A,C) and returns a decrypted plaintextM irrespec-
tive of the authentication result (hence we drop the tag value), and a verification
function verK that takes (N,A,C, T ) and returns ⊤ when the authentication
succeeds; otherwise, it returns ⊥.

2.2 Integrity Security in RUP Setting

Following the definition of Andreeva et al. [7], we define the integrity security of
an authenticated encryption scheme in the RUP setting. We consider an informa-
tion theoretic adversary A with access to a triplet of oracles of an authenticated
encryption scheme Θ - for a uniformly sampled secret key K, the encryption ora-
cle Θ.encK , decryption oracle Θ.decK and the verification oracle Θ.verK . We say
that A forges Θ under the RUP setting if A can compute a tuple (N,A,C, T )
satisfying Θ.verK(N,A,C, T ) ̸= ⊥, without querying (N,A,M) to Θ.encK and
receiving (C, T ) as a response, i.e. (N,A,C, T ) is a non-trivial forgery. We as-
sume that A can make decryption queries of the form (N,A,C) to the oracle
Θ.decK , with no restriction on nonce repetitions, and receive the corresponding
response M , whereas nonces should be distinct for every encryption queries to
Θ.encK . Then, the integrity security or equivalently the forging advantage of Θ
for the adversary A in the RUP setting is defined as

Pr[K ←$ {0, 1}k : A Θ.encK ,Θ.decK ,Θ.verK forges ].

We assume that A does not make any query to the oracles for which it can
compute the corresponding response on its own. We call such an adversary a non-
trivial adversary. Following [7], we view the forging advantage of Θ in the RUP
setting as an equivalent distinguishing game between two worlds. The real world
consists of (Θ.encK ,Θ.decK ,Θ.verK) for a uniformly chosen key K, whereas the
ideal world consists of (Θ.encK ,Θ.decK ,⊥), i.e., the verification oracle in the
real world is replaced by the reject symbol. This means all verification attempts
in the ideal world will lead to a rejection. Under this equivalent setting, the
integrity advantage for any distinguisher A is defined as

Advint-rup
Θ (A ) :=

∣∣∣Pr[A (Θ.encK ,Θ.decK ,Θ.verK) = 1]− Pr[A (Θ.encK ,Θ.decK ,⊥) = 1]
∣∣∣ ,
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where ⊥ denotes the degenerate oracle that always returns ⊥ symbol and the
probability is defined over the randomness of K. The integrity under RUP ad-
vantage of Θ is defined as

Advint-rup
Θ (qe, qd, qv, σe, σd, σv) := max

A
Advint-rup

Θ (A ),

where the maximum is taken over all distinguishers making qe encryption queries,
qd decryption queries and qv verification queries. Here σe, σd and σv denotes
the total number of block cipher calls with distinct inputs in encryption, de-
cryption, and verification queries, respectively. Throughout this paper, we write
(qe, qd, qv, σe, σd, σv)-distinguisher to represent a distinguisher that makes qe en-
cryption queries with a total of σe many primitive calls with distinct inputs in
encryption queries, qd decryption queries with a total of σd many primitive calls
with distinct inputs in decryption queries and qv verification queries with a total
of σv many primitive calls with distinct inputs in verification queries.

Let Λ1 and Λ0 denote the random variable induced by the interaction of A with
the real oracle and the ideal oracle, respectively. The probability of realizing
a transcript ω in the ideal oracle (i.e., Pr[Λ0 = ω]) is called the ideal interpo-
lation probability. Similarly, one can define the real interpolation probability. A
transcript ω is said to be attainable with respect to A if the ideal interpolation
probability is non-zero (i.e., Pr[Λ0 = ω] > 0). We denote the set of all attainable
transcripts by Ω. Following these notations, we state the main result of the H-
Coefficient Technique in Theorem 1. The proof of this theorem can be found in
[37].

Theorem 1 (H-Coefficient Technique). Suppose for some Ωbad ⊆ Ω, which
we call the bad set of transcripts, the following conditions hold:

1. Pr[Λ0 ∈ Ωbad] ≤ ϵ1,

2. For any good transcript ω ∈ Ω \Ωbad, Pr[Λ1 = ω] ≥ (1− ϵ2) · Pr[Λ0 = ω].

Then, we have

Advint-rup
Θ (qe, qd, qv, σe, σd, σv) ≤ ϵ1 + ϵ2. (1)

We will apply the H-Coefficient technique to bound the integrity security of the
two block cipher based authenticated ciphers SAEB and TinyJAMBU in the RUP
model. To do this, we first replace the underlying primitive of the construction,
which is a block cipher, with a random permutation at the cost of the PRP
advantage of the block cipher. Then, we bound the distinguishing advantage of
the resulting construction (whose underlying primitive is a random permutation)
from the ideal one. We bound this advantage against an adversary A that is
computationally unbounded (i.e., no bound on the time complexity, but bounded
on the number of queries that it can ask to the oracle) and hence deterministic.
We call them information-theoretic adversary. Therefore, from now onwards, we
skip the time parameter from their corresponding advantage definitions.
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3 SAEB AEAD Mode and Its INT-RUP Security

SAEB [36] is a block cipher based AEAD scheme, proposed by Naito et al. in
TCHES’18. The design principle of SAEB follows the sponge duplex mode based
on block ciphers. Similar to permutation based sponge constructions, SAEB in-
jects r-bits of the message at a time to the construction, called the message
injection rate, c-bits capacity, and the overall block size is n = r + c-bits. The
algorithmic description of the encryption function of SAEB is presented in Fig-
ure 1, and its schematic diagram is depicted in Figure 3. An instantiation of
SAEB with AES-128, called SAEAES [35], was submitted in NIST LwC and is
one of the second round candidates of the competition. In the original proposal
of the scheme, the recommended parameters of SAEAES are r = 64 and c = 64.

SAEB(K,N,A,M)

1 : A[1]∥ . . . ∥A[a]
r←− A∥10∗;

2 : M [1]∥ . . . ∥M [m]
r←−M∥10∗;

3 : s[1]← A[1]∥0c;
4 : for i = 2 to a− 1;

5 : s[i]← EK(s[i− 1])⊕A[i]∥0⋆;
6 : s[a]← EK(s[a− 1])⊕A[a]∥const1;
7 : s[a+ 1]← EK(s[a])⊕N∥const2;
8 : for i = 2 to m− 1;

9 : s[a+ i]← EK(s[a+ i− 1])⊕M [i]∥0⋆;
10 : C[i]← ⌈s[a+ i]⌉r;
11 : s[a+m+ 1]← EK(s[a+m])⊕M [m]∥const3;
12 : T ← ⌈EK(s[a+m+ 1])⌉τ ;
return (C, T );

Fig. 1: Encryption algorithm of SAEB authenticated encryption mode.

Naito et al. [36] have shown that SAEB achieves birthday bound security with
the dominating term being (σa+σd)/2

c+(σe+σd)
2/2n, where σa is the number

of associated data blocks across all the queries, σe is the total number of block
cipher calls with distinct inputs in encryption queries, and σd is the total number
of block cipher calls with distinct inputs in decryption queries. However, the
designers have not analyzed the construction in the RUP setting, and to the
best of our knowledge, no prior work has addressed the issue of analyzing the
security of this construction in the RUP setting. In the subsequent sections, we
analyze the INT-RUP security of SAEB. In particular, we show in Sect. 3.1 that
an adversary A with roughly 2c/2 decryption queries, can forge SAEB in the
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release of unverified plaintext setting and in Sect. 4, we give an upper bound of
the order 2c/2 on the INT-RUP security of SAEB.

3.1 INT-RUP Attack on SAEB

In this section, we show a forging attack on SAEB in the INT-RUP setting
with 2c/2 decryption queries and a single encryption query. Here we describe the
adversary A that primarily exploits the fact that during a decryption call, an
adversary can control the rate part of the input of the block cipher by directly
injecting the ciphertext into the rate part of the block cipher (see Figure 4) to
mount the attack: First, we describe the attack when r ≥ c/2, then extend it
for r < c/2. Let r ≥ c/2. We describe an adversary A that mounts an INT-
RUP attack against SAEB with roughly 2c/2 decryption queries and a single
encryption query as follows:

1. A chooses an arbitrary r-bit nonce N , an arbitrary r-bit associated data
A and an arbitrary r-bit ciphertext data C, and then makes 2c/2+1 de-
cryption queries of the form (N, A, Ci[1] ∥ C[2] ∥ C[3] ∥ . . . ∥ C[ℓ +
1])i=1,...,2c/2 , with distinct r-bit Ci[1] values such that C[2] = C[3] = . . . =
C[ℓ + 1] = C and ℓ = ⌈c/r⌉ + 1. Let the unverified released plaintext be
Mi[1] ∥ Mi[2] ∥ Mi[3] ∥ . . . ∥ Mi[ℓ+ 1].

2. Assume there exist two indices j, k ∈ [2c/2] for which Mj [a] = Mk[a] for all
a ∈ [3, ℓ+ 1].

3. A makes an encryption query with (N, A, Mj [1] ∥Mj [2] ∥Mj [3] ∥ . . . ∥Mj [ℓ+
1]). Let the tagged ciphertext be (Cj [1] ∥ C[2] ∥ C[3] ∥ . . . ∥ C[ℓ + 1], T ),
where C[2] = C[3] = . . . = C[ℓ+ 1] = C.

4. A forges with (N, A, (Ck[1] ∥ C[2] ∥ C[3] ∥ . . . ∥ C[ℓ + 1]), T ), where
C[2] = C[3] = . . . = C[ℓ+ 1] = C.

It is easy to see that A succeeds with probability 1/2. For completeness, the
details analysis is given in the Supplementary material (see Section C.2).

Attack when r < c/2. Now, we consider the case when r < c/2. Note that,
when r < c/2, then varying just one r-bit ciphertext string would result in
at most 2r different values. This would not ensure a collision in the capacity
part with high probability. To deal with this, we vary multiple consecutive r-
bit ciphertext strings, say s many, which results in 2rs many different values. If
we appropriately choose s with rs ≥ c/2, we expect a collision in the capacity
part. Then a similar attack strategy, as described for r ≥ c/2, will hold. For
completeness, we formally present the attack algorithm in the supplementary
material.

4 INT-RUP Security of SAEB

In this section, we show that SAEB is INT-RUP secure against all adversaries
that make roughly 2c/2 decryption queries, where c is the capacity of the con-
struction. We prove the security of the construction in the information-theoretic
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setting, where a uniform random n-bit permutation P replaces the underlying
block cipher of the construction at the cost of the prp advantage of the block
cipher E and denote the resulting construction as SAEB∗[P]. In the following, we
state and prove the int-rup security result of SAEB∗[P].

Theorem 2. Let P←$Perm(n) be an uniformly sampled n-bit random permu-
tation. The INT-RUP advantage for any (qe, qd, qv, σe, σd, σv)-distinguisher A
against the construction SAEB∗[P] that makes at most qe encryption, qd de-
cryption and qv verification queries with at most σe primitive calls with distinct
inputs in encryption queries, σd primitive calls with distinct inputs in decryption
queries and σv primitive calls with distinct inputs in verification queries having
a total of σ = σe + σd + σv primitive calls with distinct inputs such that ρ ≤ σe,
where ρ is a parameter, is given by

Advint-rup
SAEB∗[P](A ) ≤ σ2

2n+1
+

σρ
e

(2r)ρ−1
+

qv(2ρ+ σd)

2c
+

qv
2τ

+
qv(σe + σd)

2c
.

Proof. As the first step of the proof, we slightly modify the construction by
replacing the random permutation with a random function R←$Funcs({0, 1}n).
We denote the resulting construction as Θ. This modification comes at the cost of
birthday bound complexity due to the PRF-PRP switching lemma [13,14,23]. We
consider a computationally unbounded non-trivial deterministic distinguisher A
that interacts with a triplet of oracles in either of the two worlds: in the real
world, it interacts with (Θ.encR,Θ.decR,Θ.verR), and in the ideal world, it in-
teracts with (Θ.encR,Θ.decR,⊥), where ⊥ denotes the oracle that always rejects
the verification attempts. We summarize A ’s query-response in a transcript ω
which is segregated into a transcript of encryption queries, decryption queries,
verification queries. Basically, we segregate the transcript ω into three parts ω+,
ω−, and ω×, where ω+ = {(N+

1 , A+
1 ,M

+
1 , C+

1 , T+
1 ), . . . , (N+

qe , A
+
qe ,M

+
qe , C

+
qe , T

+
qe)}

is a tuple of encryption queries, ω− = {(N−
1 , A−

1 , C
−
1 ,M−

1 ), (N−
2 , A−

2 , C
−
2 ,M−

2 ),
. . . , (N−

qd
, A−

qd
, C−

qd
,M−

qd
)} is a tuple of decryption queries, and a tuple of verifi-

cation queries ω× = {(N×
1 , A×

1 , C
×
1 , T×

1 ,⊥1), . . . , (N
×
qv , A

×
qv , C

×
qv , T

×
qv ,⊥qv )} such

that ω = ω+ ∪ ω− ∪ ω×. We modify the experiment by releasing all internal
state values to adversary A after it makes all the encryption, decryption and
verification queries, and before it outputs the decision bit b. We denote the j-
th internal state value in the i-th encryption, decryption and verification query
as s+i [j], s

−
i [j] and s×i [j] respectively. In general, we denote it as s⋆i [j], where

⋆ ∈ {+,−,×}. The length of associated data, message and ciphertext in the i-th
query is denoted as a⋆i ,m

⋆
i and c⋆i respectively where ⋆ ∈ {+,−,×}. In the real

world, these internal state variables for every encryption, decryption and verifi-
cation queries are computed by the corresponding oracles that faithfully evaluate
SAEB∗. Note that the sequence of internal state values, in the real world for the
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i-th encryption query of length a+i +m+
i + 1, are defined as follows:

s+i [1] = A+
i [1]∥⟨0⟩c1

s+i [k] = A+
i [k]∥⟨0⟩c1 ⊕R(s+i [k − 1]), for 2 ≤ k < a+i

s+i [a
+
i ] = ozs(A+

i [a
+
i ])∥⟨const1⟩c ⊕R(s+i [a

+
i − 1])

s+i [a
+
i + 1] = N+

i ∥⟨const2⟩c ⊕R(s+i [a
+
i ])

s+i [a
+
i + 1 + k] = M+

i [k]∥⟨0⟩c ⊕R(s+i [k − 1]), for 1 ≤ k < m+
i

s+i [a
+
i + 1 +m+

i ] = ozs(M+
i [m+

i ])∥⟨const3⟩c ⊕R(s+i [a
+
i +m+

i ])

(2)

Similarly, we define the internal state values in the real world for decryption and
verification queries. In the ideal world, as the encryption and decryption oracles
are identical to that of the real world, the intermediate state variables for every
encryption and decryption queries are faithfully evaluated by the corresponding
oracles, and hence the sequence of state values for i-th encryption query is iden-
tically defined to Eqn. (2). Similar to the real world, we also define the internal
state values in the ideal world for decryption queries. As the verification ora-
cle ⊥ in the ideal world always returns rejects and does not compute anything,
the internal state variables are not defined. Therefore, we have to define the
sampling of the intermediate state variables for every verification query in the
ideal world. To achieve this, for every verification query (N,A,C, T ), the verifi-
cation oracle for the ideal world invokes the decryption oracle Θ.decR with input
(N,A,C) ignoring the output of r-bit plaintext strings. Finally, the verification
oracle ignores the checking of the computed tag T ∗ with the given tag T . Thus,
the sequence of internal state values is defined for verification queries. Let the
modified attack transcripts be ωnew = ω+

new ∪ ω−
new ∪ ω×

new, where
ω+
new = ω+ ∪ {s+i [j] : i ∈ [qe], j ∈ [ai +mi + 1]}

ω−
new = ω− ∪ {s−i [j] : i ∈ [qd], j ∈ [ai +mi + 1]}

ω×
new = ω× ∪ {s×i [j] : i ∈ [qv], j ∈ [ai +mi + 1]}.

For a given transcript ωnew, we reorder the transcript so that all the encryption
queries appear first, followed by all the decryption queries and finally, all the
verification queries. It is easy to see that a state collision occurs in s⋆i [j] and
s⊛i′ [j] with probability 1, where ⋆,⊛ ∈ {+,−,×}, if
• A⋆

i [. . . j] = A⊛
i′ [. . . j], when j ≤ a⋆i ,

• A⋆
i = A⊛

i′ , N
⋆
i = N⊛

i′ , when j = a⋆i + 1,
• N⋆

i = N⊛
i′ , A

⋆
i = A⊛

i , M
⋆
i [. . . (j − a⋆i − 1)] = M⊛

i′ [. . . (j − a⋆i − 1)], when
a⋆i + 1 < j ≤ a⋆i + 1 +m⋆

i .

A state collision that happens with probability 1 is called a trivial collision, and
any other state collision is non-trivial. For j > 1, we write ancestor(s⋆i [j]) to
denote the sequence of state values (s⋆i [1], . . . , s

⋆
i [j − 1]) that leads to s⋆i [j] in

the i-th query and ancestor(s⋆i [1]) = ϕ, where ⋆ ∈ {+,−,×}. Using this notion,
we say that a trivial state collision between s⋆i [j] and s⊛i′ [j] occurs if and only if
ancestor(s⋆i [j]) = ancestor(s⊛i′ [j]) for some j. Let D⋆

i := A⋆
i ∥N⋆

i and d⋆i := a⋆i + 1
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where ⋆ ∈ {+,−,×}. Let us consider two queries ⋆,⊛ ∈ {+,−,×} with distinct
query indices i and i′, where i, i′ ∈ [qe + qd + qv]. We define the longest common
prefix of (i, i′), denoted as LCP(i, i′)
j, if j ∈ [d⋆i ], D

⋆
i [1..j] = D⊛

i′ [1..j], D
⋆
i [j + 1] ̸= D⊛

i′ [j + 1]

d⋆i , if D⋆
i = D⊛

i′ ,M
⋆
i [1] ̸= M⊛

i′ [1]

j, if j ∈ [d⋆i , d
⋆
i +m⋆

i ], D
⋆
i = D⊛

i′ ,M
⋆
i [1..j] = M⊛

i′ [1..j],M
⋆
i [j + 1] ̸= M⊛

i′ [j + 1]

d⋆i +m⋆
i , if D⋆

i = D⊛
i′ ,M

⋆
i = M⊛

i′ [1..m
⋆
i ]

Consequently, we define LLCP(i)
∆
= maxi′<i{LCP(i, i′)}, that denotes the longest

common prefix of query index i ∈ [qe + qd + qv].

4.1 Definition and Probability of Bad Transcripts

In this section, we define and bound the probability of bad transcripts in the
ideal world. Let Ω be the set of all attainable transcripts and ωnew ∈ Ω be one
such attainable transcript. We say that transcript ωnew is bad, i.e., ωnew ∈ Ωbad,
if at least one of the following holds:

1. Coll: there exists i, j, i′, j′ with (i′, j′) < (i, j) with LLCP(i) < j ≤ ai+mi+1
and i ≤ [qe + qd + qv] such that s⋆i [j] = s⊛i′ [j

′], where ⋆,⊛ ∈ {+,−,×}.
2. mColl: ∃i1, j1, . . . , iρ, jρ with {i1, . . . , iρ} ⊆ [qe] and for all 1 ≤ k ≤ ρ, jk ∈

[mik ], such that C+
i1
[j1] = · · · = C+

iρ
[jρ].

3. Forge: This event happens if for some verification query, all its interme-
diate states prior to the final state matches with intermediate state from
some encryption or decryption queries; and the final state of the verification
query matches with the final state of an encryption query for which the tag
matches. In other words, ∃i ∈ [qv] such that for the i-th verification query
(N×

i , A×
i , C

×
i , T+

i ), the following two events hold:{
∀j ∈ [a×i + 1, (a×i + c×i )],∃i′, j′ such that s×i [j] = s+i′ [j

′] or s×i [j] = s−i′ [j
′],

∃f ∈ [qe] such that s×i [a
×
i + c×i + 1] = s+f [a

+
f + c+f + 1] with T+

i = T+
f .

We now compute the probability of a transcript being bad in the ideal world.
Using the union bound, we have

Pr[Λ0 ∈ Ωbad] = Pr[Coll ∨mColl ∨ Forge]. (3)

Bounding Coll: For this event to happen, we know that there exists at least
one pair of indices (i′, j′) < (i, j) such that LLCP(i) < j ≤ ai + mi + 1 and
s⋆i [j] = s⊛i′ [j

′]. For any value of j ∈ [1, ai +mi + 1], we have,

s⋆i [j] = s⋆i′ [j]⇔ R(s⋆i [j − 1])⊕R(s⋆i′ [j − 1]) = x⋆
i [j]⊕ x⊛

i′ [j] (4)

where x⋆
i [j] and x⊛

i′ [j] are two n-bit strings. Note that if j > ai + 1, the first
r-bits of x⋆

i [j] is xored with message block if ⋆ = + or the first r-bits of x⋆
i [j] is
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replaced by the ciphertext block if ⋆ ∈ {−,×}. Similarly, if j > ai + 1 the first
r-bits of x⊛

i′ [j] is xored with message block if ⊛ = + or the first r-bits of x⊛
i′ [j] is

replaced by a ciphertext block if ⊛ ∈ {−,×}. On the other hand, if j ≤ ai + 1,
then first r-bits of x⋆

i [j] and x⊛
i′ [j] is xored with associated data or nonce for

⋆,⊛ ∈ {+,−,×}. First, let us consider the case when j = j′ = LLCP(i) + 1 and
j > 1. Then there exists some i′ such that i′ < i and LLCP(i) holds for i′. Now
we consider the values of s⋆i [j − 1] and s⊛i′ [j

′ − 1]. Based on the values of j, we
get following cases.

1. Case j < a⋆i + 1. In this case, we have D⋆
i [1..j − 1] = D⊛

i′ [1..j − 1] i.e,

A⋆
i [1..j] = A⊛

i′ [1..j] Then from the Equation (2), we have s⋆i [j−1] = s⊛i′ [j
′−1].

2. Case j = a⋆i + 1. In this case, LLCP(i) = a⋆i . Thus, D
⋆
i [1..a

⋆
i ] = D⊛

i′ [1..a
⋆
i ]

i.e, A⋆
i = A⊛

i′ . Then from the Equation (2), we have s⋆i [j − 1] = s⊛i′ [j
′ − 1].

3. Case j = a⋆i + 2. In this case, the associated date and nonce in i-th and

i′-th query matches. So, we have s⋆i [j − 1] = s⊛i′ [j
′ − 1].

4. Case a⋆i + 2 ≤ j ≤ a⋆i +m⋆
i + 1. In this case, the nonce and associated data

in the i-th and i′-th query matches. Also, the message/ciphertext in i-th and
i′-th query matches up to (j−a⋆i −2)-th block. Thus from the Equation (15),
we have s⋆i [j − 1] = s⊛i′ [j

′ − 1].

Therefore, for any value of j ∈ [2, ai +mi + 1], s⋆i [j − 1] = s⊛i′ [j
′ − 1]. Thus, the

probability of the event,

s⋆i [j] = s⋆i′ [j]⇔ R(s⋆i [j − 1])⊕R(s⋆i′ [j − 1]) = x⋆
i [j]⊕ x⊛

i′ [j]⇔ x⋆
i [j]⊕ x⊛

i′ [j] = 0

is zero. On the other hand, for all i′ ≤ i and j′ ̸= j or j ̸= LLCP(i) + 1,
R(s⋆i [j − 1])⊕R(s⋆i′ [j − 1]) = x⋆

i [j]⊕ x⊛
i′ [j] holds with probability at most 2−n.

Thus, the probability that two states collide is 2−n. Note that there are σ possible
values of (i, j) in a transcript, each having no more than σ possible values of
(i′, j′), where σ is the total number of permutation calls including all encryption,
decryption and verification queries, such that s⋆i [j] = s⊛i′ [j

′] holds. Therefore, we
have

Pr[Coll] ≤
(
σ

2

)
1

2n
≤ σ2

2n+1
. (5)

Bounding mColl: We bound this event by conditioning the event that Coll does
not occur. As there are no non-trivial collisions, ancestor(s+i1 [j1]), ancestor(s

+
i2
[j2]),

..., ancestor(s+iρ [jρ]) are all distinct and fresh. Therefore, all the outputsR(s+i1 [j1]),

R(s+i2 [j2]), ..., R(s+iρ [jρ]) are all uniformly sampled over {0, 1}n. Thus, from the

randomness of R, we can view this event as throwing σe balls into 2r bins (as we
are seeking collisions in the rate part) uniformly at random, where σe denotes
the total number of primitive calls including all encryption queries and we want
to find the probability that there is a bin that contains ρ or more balls. In other
words, ρ or more outputs take some constant value c. This event occurs with
probability at most ( 1

2r )
ρ. Again, we have 2r choices for the constant value c.

Therefore, by varying the choices of all encryption queries, we have

Pr[mColl | Coll] ≤
(
σe

ρ

)
× 2r(

1

2r
)ρ ≤ σρ

e

(2r)ρ−1
, (6)
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where the last inequality follows from Stirling’s approximation ignoring the con-
stant term.

Bounding Forge: We fix a verification query (N×
i , A×

i , C
×
i , T×

i ) with associ-
ated data length a×i and ciphertext length c×i such that ∀a×i + 1 ≤ j ≤ (a×i +
c×i ),∃i′, j′ s.t s×i [j] = s⋆i′ [j

′] where ⋆ ∈ {+,−}. Let j be the largest index for
which s×i [j] does have a trivial collision with s⋆i′ [j]. We bound the probability
of Forge when Coll and mColl do not occur. Now, we consider the following two
cases based on the values of j.

(a) Consider a×i + 1 ≤ j < a×i + c×i . In this case the associated data, nonce
and some parts of the message match with some previous query. Here, the
adversary can control the rate part and so s×i [j + 1] matches with some
encryption or decryption query with probability at most ρ+σd

2c .
(b) Finally, consider the case j = a×i + c×i . So the final state matches with some

previous encryption query with probability at most ρ
2c .

Combining everything together and by varying over the choices of all the verifi-
cation queries,

Pr[Forge | Coll ∧mColl] ≤ qv(2ρ+ σd)

2c
. (7)

From Eqn. (3)-Eqn. (7), we obtain the probability of a transcript being bad as,

Pr[Λ0 ∈ Ωbad] ≤ Pr[Coll] + Pr[mColl | Coll] + Pr[Forge | Coll ∧mColl]

≤ σ2

2n+1
+

σρ
e

(2r)ρ−1
+

qv(2ρ+ σd)

2c
. (8)

4.2 Analysis of the Good Transcripts

In this section, we show that for a good transcript ωnew ∈ Ωnew, the probability
of realizing ωnew in the real world is as likely as in the ideal world. It is easy to
see that for a good transcript ωnew, we have that Pr[Λ+

1 = ω+
new,Λ

−
1 = ω−

new] =
Pr[Λ+

0 = ω+
new,Λ

−
0 = ω−

new]. Thus, the ratio of interpolation probabilities is given
by

Pr[Λ1 = ωnew]

Pr[Λ0 = ωnew]
= Pr[Λ×

1 = ω×
new|Λ+

1 = ω+
new,Λ

+
1 = ω+

new]

≥ 1− Pr[Λ×
1 ̸= ω×

new | Λ+
1 = ω+

new,Λ
−
1 = ω−

new],

where we have used the fact that Pr[Λ×
0 = ω×

new | Λ+
0 = ω+

new,Λ
−
0 = ω−

new] = 1,
because in the ideal world, the response to any verification query is ⊥. For

i ∈ [qv], let Ei denote the event Ei
∆
=

(
λ̄i ̸= ⊥

∣∣ Λ+
1 = ω+

new,Λ
−
1 = ω−

new

)
, where

λ̄i be the random variable that denotes the response to the i-th verification query
in the real world. Then, we have

Pr[Λ×
1 ̸= ω×

new | Λ+
1 = ω+

new,Λ
−
1 = ω−

new] ≤
∑
i∈[qv]

Pr[Ei].
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We fix i ∈ [qv] and let the i-th verification query be (N×
i , A×

i , C
×
i , T×

i ), of as-
sociated data length a×i and ciphertext length c×i . We want to bound Pr[Ei].
This probability is non-zero only if Θ.verR returns anything other than ⊥. If
s×i [a

×
i + c×i + 1] does not match with the final state of any encryption query,

Pr[Ei] ≤ 1
2τ holds trivially. Suppose, there exists some encryption query such

that the final state matches with s×i [a
×
i + c×i + 1]. In this case, there must exist

some j such that s×i [j] is fresh, otherwise Forge is true. Let j∗ be the maximum
of such j. Then, s×i [j

∗+1] matches with some previous encryption or decryption

state with probability at most (σe+σd)
2c , as the adversary can control only the

rate-part of these states. Putting everything together we get:

Pr[Ei] ≤
1

2τ
+

(σe + σd)

2c
.

Therefore, we have

Pr[Λ×
1 ̸= ω×

new | Λ+
1 = ω+

new,Λ
−
1 = ω−

new] ≤
qv
2τ

+
qv(σe + σd)

2c
. (9)

The result follows as we combine Eqn. (8), Eqn. (9) and Theorem 1. ⊓⊔
Significance of INT-RUP Security of SAEB: If we instantiate SAEB with
AES-128 block cipher and restrict its message injection rate to r = 32-bits, then
the capacity c will be of 96-bits, and hence SAEB-32 will provide INT-RUP
security up to 248 decryption/verification blocks4, which satisfies the NIST cri-
teria of having 250 byte of data-complexity. However, for SAEAES, where the
message injection rate is r = 64-bits, we only achieve 232 block of INT-RUP
security. This result signifies that if we wish to have an INT-RUP secure variant
of SAEB, we can simply use the same construction as SAEAES but with a lower
message injection rate.

5 TinyJAMBU and Its INT-RUP Security

TinyJAMBU is one of the finalists of the NIST lightweight competition. The
design principle of TinyJAMBU follows the sponge duplex mode based on keyed
permutations derived from lightweight LFSRs. Unlike SAEB, TinyJAMBU injects
the message in a specific part of the state and squeeze from a different part of
the state to output the ciphertext. Therefore, we have a r-bit message injection
part, r-bit squeezing part, and a c-bit unaltered capacity part, which is xored
with the frame constants. Together, we have a total state size of n = c + 2r-
bits. TinyJAMBU uses two different keyed permutations with the same key K.
These two keyed permutations are similar in structure but differs only in the
number of rounds. One permutation consists of 384 rounds of a LFSR, which we

denote as P
(1)
K and the another permutation consists of 1024 rounds of the same

LFSR, which we denote as P
(2)
K . The encryption and the decryption algorithm

4 Security bound of the SAEB is moot if the number of encryption blocks exceeds 232.
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of TinyJAMBU starts with the Init function that mixes the key K and the nonce
N to produce a pseudorandom state. In particular, the Init function consists of
two steps: key set up phase and nonce set up phase. In the key setup phase,
an 128-bit register is initialized with all 0 and update the state by the keyed

permutation P
(2)
K . In the nonce setup phase, an 96-bits nonce N is splitted up

into three 32-bits nonces N [1]∥N [2]∥N [3]. Followed by it, for each i ∈ {1, 2, 3},
it updates the intermediate state s by xoring 0∥consti∥0 with the current value

of s. Then, invoke P
(1)
K on s and finally xor the output with N [i] to update the

intermediate state s.
The algorithmic description of the encryption function of TinyJAMBU is given in
Fig. 2, and its schematic diagram is depicted in Fig. 5. In the original proposal
of the scheme [43], the recommended parameters of TinyJAMBU are r = 32,
c = 64. consti denotes 3-bits frame constants for i ∈ {1, 2, 3, 4}, where const1 =
001, const2 = 011, const3 = 101, const4 = 111. TinyJAMBU achieves birthday
bound security with dominant terms being (eσe/ρ2

r)ρ(2r/
√
ρ) + (σa + σd)(ρ −

1)/2c+(r/2)+1, where ρ is a properly chosen constant. In the following, we state
and prove the INT-RUP security result of TinyJAMBU∗[P].

Theorem 3. Let P←$Perm(n) be an n-bit uniform random permutation. Let
r, c and ρ be three parameters such that n = c+2r and let τ be the bit size of the
tag output by TinyJAMBU. The INT-RUP advantage for any (qe, qd, qv, σe, σd, σv)-
distinguisher A against the construction TinyJAMBU∗[P] that makes at most qe
encryption, qd decryption and qv verification queries with at most σe primitive
calls with distinct inputs in encryption queries, σd primitive calls with distinct
inputs in decryption queries and σv primitive calls with distinct inputs in veri-
fication queries having a total of σ = σe + σd + σv primitive calls with distinct
inputs such that ρ ≤ σe is given by

Advint-rup
TinyJAMBU∗(A ) ≤ σ2

2n+1
+

σρ
e

(2r)ρ−1
+

qv(2ρ+ σd)

2n−r
+

qv
2τ

+
qv(σe + σd)

2n−r
.

Remark 1. Recently two independent works by Sibleyras et al. [40] and Dunkel-
man et al. [26] have shown some vulnerabilities on the underlying permutation
of TinyJAMBU. Note that these results do not imply any insecurity of the mode
TinyJAMBU per se. In this paper, we prove the INT-RUP security of TinyJAMBU
by viewing it as a mode which is build on top of some secure keyed permuta-
tions. Note that the construction uses two different keyed permutations with
the same key but differs only in the number of rounds, we model the security
proof of the construction in the standard setting, where we replace these two
keyed permutations with an n-bit uniform random permutation and denote the
resulting construction as TinyJAMBU∗[P].

Proof. We proceed similar to the proof of Theorem 2. We modify the construc-
tion by replacing the permutations with random function R←$Funcs({0, 1}n)
and denoting the resulting construction as Θ. We consider a distinguisher A ,
that interacts with a triplet of oracles in either of the worlds: in the real world, it
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TinyJAMBU(K,N,A,M)

1 : A[1]∥ . . . ∥A[a]
r←− A; M [1]∥ . . . ∥M [m]

r←−M ;

2 : s[0]← Init(K,N);

3 : for i = 1 to a− 1;

4 : s[i− 1]← s[i− 1]⊕ (0∥const2∥0);

5 : s[i]← P
(1)
K (s[i− 1])⊕A[i];

6 : s[a− 1]← s[a− 1]⊕ (0∥const2∥0);

7 : s[a]← P
(1)
K (s[a− 1])⊕A[a]∥10r−|A[a]|−1∥lp(A[a]);

8 : for i = 1 to m− 1;

9 : s[a+ i− 1]← s[a+ i− 1]⊕ (0∥const3∥0);

10 : s[a+ i]← P
(2)
K (s[a+ i− 1])⊕M [i];

11 : C[i]←M [i]⊕ s[a+ i][64...(64 + r − 1)];

12 : s[a+m− 1]← s[a+m− 1]⊕ (0∥const3∥0);

13 : s[a+m]← P
(2)
K (s[a+m− 1])⊕M [m]∥10r−|M [m]|−1∥0r∥lp(M [m]);

14 : C[m]←M [m]⊕ s[a+m][64...(64 + |M [m]| − 1)];

15 : s[a+m]← P
(2)
K (s[a+m]⊕ (0∥const4∥0));

16 : T1 ← s[a+m][64...(64 + τ/2− 1)];

17 : s[a+m]← P
(1)
K (s[a+m]⊕ (0∥const4∥0));

18 : T2 ← s[a+m][64...(64 + τ/2− 1)];

19 : T ← T1∥T2;

return (C, T );

Fig. 2: Formal Specification of TinyJAMBU authenticated encryption mode. The
function lp(X) := ⌊|X|/8⌋ denotes the binary representation of the number of
bytes present in a binary string X.

interacts with (Θ.encR,Θ.decR,Θ.verR) and in the ideal world it interacts with
(Θ.encR,Θ.decR,⊥). We summarize the queries in a transcript ω and segregate
the transcript ω into three parts ω+, ω−, and ω× as described for the analysis of
SAEB and we have ω = ω+ ∪ ω− ∪ ω×. The length of associated data, message
and ciphertext in the i-th query is denoted as a⋆i ,m

⋆
i and c⋆i respectively where

⋆ ∈ {+,−,×}. We denote the j-th input to R in the i-th encryption, decryption
and verification query as s+i [j], s

−
i [j] and s×i [j] respectively and in general s⋆i [j]

where ⋆ ∈ {+,−,×}. In the above description, the nonce in the i-th encryption
query is N+

i = N+
i [1]∥N+

i [2]∥N+
i [3] is processed in three steps. We modify the

experiment by releasing all internal state values to the adversary A before it
outputs the decision bit b, but after it makes all the queries. As the verification
oracle ⊥ in the ideal world always returns reject and does not compute any-
thing, the internal state variables are not defined. Thus, similar to the proof of
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Theorem 2, we have to define the sampling of the intermediate state variables
for every verification query in the ideal world. To achieve this, for every verifi-
cation query (N,A,C, T ) made by adversary A, the verification oracle for the
ideal world invokes the decryption oracle Θ.decR with input (N,A,C) ignoring
the output of r-bit plaintext strings. Finally, the verification oracle ignores the
checking of the computed tag T ∗ with the given tag T . Hence, the sequence of
internal state values is defined for verification queries. Let the modified attack
transcripts be ωnew = ω+

new ∪ ω−
new ∪ ω×

new. For a given transcript ωnew, we reorder
the transcript in such a way that all the encryption queries appear first, followed
by all the decryption queries and finally, all the verification queries. Now, it is
easy to see that a state collision in s⋆i [j] and s⊛i′ [j] occurs with probability 1 if

• N⋆
i = N⊛

i′ , A
⋆
i [. . . j] = A⊛

i′ [. . . j], when j ≤ a⋆i ,
• N⋆

i = N⊛
i′ , A

⋆
i = A⊛

i , M
⋆
i [. . . (j − a⋆i )] = M⊛

i′ [. . . (j − a⋆i )], when a⋆i < j ≤
a⋆i +m⋆

i .

A state collision with probability 1 is called trivial, and any other state collision is
called non-trivial. We denote D⋆

i = N⋆
i ∥A⋆

i and d⋆i = a⋆i +3 where ⋆ ∈ {+,−,×}.
Let us consider two query ⋆,⊛ ∈ {+,−,×} with distinct query indices i and i′,
where i, i′ ∈ [qe+qd+qv]. Similar to the proof of Theorem 2, we use the notations
ancestor, LCP(i, i′) and LLCP(i).

5.1 Definition and Probability of Bad Transcripts

In this section, we define and bound the probability of bad transcripts in the ideal
world. The idea of this proof is almost similar to that of Theorem 2. However,
the bounds are different because the adversary cannot control the rate part from
where the squeezing occurs. Let Ω be the set of all attainable transcripts and
ωnew ∈ Ω be one such attainable transcript. We say that transcript ωnew is bad,
i.e., ωnew ∈ Ωbad, if at least one of the following holds:

1. Coll: there exists i, j, i′, j′ with (i′, j′) < (i, j) with LLCP(i) < j ≤ ai+mi+3
and i ≤ [qe + qd + qv] such that s⋆i [j] = s⊛i′ [j

′], where ⋆,⊛ ∈ {+,−,×}.
2. mColl: ∃i1, j1, . . . , iρ, jρ with {i1, . . . , iρ} ⊆ [qe] and for all 1 ≤ k ≤ ρ, jk ∈

[mik ], such that C+
i1
[j1] = · · · = C+

iρ
[jρ].

3. Forge: This event happens, if for some verification query, all its intermedi-
ate states prior to the final state match with the intermediate state from
some encryption or decryption queries, and the final state of the verification
query matches with the final state of the encryption query for which the tag
matches. In other words, ∃i ∈ [qv] such that for the i-th verification query
(N×

i , A×
i , C

×
i , T+

i ), the following two events hold:{
∀j ∈ [a×i , (a

×
i + c×i − 1)],∃i′, j′ such that s×i [j] = s+i′ [j

′] or s×i [j] = s−i′ [j
′],

∃f ∈ [qe] such that s×i [a
×
i + c×i ] = s+f [a

+
f + c+f ] with T+

i = T+
f .

We now compute the probability of a transcript being bad in the ideal world.
If ωnew is a transcript observed in the ideal world, we want to calculate the
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probability of ωnew to satisfy one of the above conditions. By applying the union
bound, we have

Pr[Λ0 ∈ Ωbad] = Pr[Coll ∨mColl ∨ Forge]

≤ Pr[Coll] + Pr[mColl | Coll] + Pr[Forge | Coll ∧mColl]

≤ σ2

2n+1
+

σρ
e

(2r)ρ−1
+

qv(2ρ+ σd)

2n−r
. (10)

The calculation for the bounds for each of the above terms are given in the
supplementary section.

5.2 Analysis of the Good Transcripts

In this section, we show that for a good transcript ωnew ∈ Ωnew, the probability
of realizing ωnew in the real world is as likely as in the ideal world. It is easy to
see that for a good transcript ωnew, we have Pr[Λ

+
1 = ω+

new,Λ
−
1 = ω−

new] = Pr[Λ+
0 =

ω+
new,Λ

−
0 = ω−

new]. Thus, the ratio of interpolation probabilities is given by

Pr[Λ1 = ωnew]

Pr[Λ0 = ωnew]
= Pr[Λ×

1 = ω×
new|Λ+

1 = ω+
new,Λ

+
1 = ω+

new]

≥ 1− Pr[Λ×
1 ̸= ω×

new | Λ+
1 = ω+

new,Λ
−
1 = ω−

new],

≥ 1− (
∑
i∈[qv]

1

2τ
+

(σe + σd)

2n−r
)

≥ 1− (
qv
2τ

+
qv(σe + σd)

2n−r
). (11)

Finally, we obtain the result combining Eqn. (10), Eqn. (11) and using Theo-
rem 1. ⊓⊔

6 Conclusion and Future Works

In this paper, we have analyzed the INT-RUP security of SAEB and TinyJAMBU.
Our analysis on TinyJAMBU is particularly relevant from the NIST lightweight
competition perspective, and we believe that our result may positively impact
TinyJAMBU during the final portfolio selection. Our result on SAEB depicts that
the INT-RUP security can be achieved by controlling the message injection rate
without incurring any additional overheads. A similar analysis for the permu-
tation based constructions may be considered as a future research direction.
However, we would like to mention that the trick, similar to SAEB, cannot be
applied on TinyJAMBU as message injection and ciphertext release occur from
different parts of its state. It would be interesting to come up with a matching
INT-RUP attack on TinyJAMBU. Note that Oribatida achieves INT-RUP secu-
rity, but at the cost of maintaining an additional state. Investigating INT-RUP
secure permutation based sponge constructions without any additional overhead
seems a challenging open problem.
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The oribatida v1.3 family of lightweight authenticated encryption schemes. Journal
of Mathematical Cryptology, 15(1), 2021.

16. CAESAR: Competition for Authenticated Encryption: Security, Applicability, and
Robustness, 2014. http://competitions.cr.yp.to/caesar.html.

17. Avik Chakraborti, Nilanjan Datta, Ashwin Jha, Cuauhtemoc Mancillas-López,
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Supplementary Materials

A Security Notions

A.1 Block Cipher

Let n, κ ∈ N. A block cipher E : {0, 1}κ × {0, 1}n → {0, 1}n is a function that
takes as input a key K ∈ {0, 1}k and a message M ∈ {0, 1}n and transforms it
into a ciphertext C ∈ {0, 1}n. We write EK(M) := E(K,M). The transformation
is bijective, i.e., for each K ∈ {0, 1}k, the function EK is invertible; however, we
will not be concerned with inverse evaluations of E. We fix positive even integers
n and k to denote the block size and the key size of the block cipher, respectively,
in terms of the number of bits.

A.2 Pseudorandom Function Notion

Let Funcs({0, 1}n) be the set of all functions from {0, 1}n to {0, 1}n and F :
{0, 1}k×{0, 1}n → {0, 1}n be a family of keyed functions from {0, 1}n to {0, 1}n.
We define the pseudorandom function (prf) advantage of F with respect to a
distinguisher A as follows:

Advprf
F (A )

∆
=

∣∣Pr[K ←$ {0, 1}k : A FK = 1]− Pr[R←$Funcs({0, 1}n) : A R = 1]
∣∣ .

We say that F is (q, t, ϵ) secure if the maximum pseudorandom function advan-
tage of F is ϵ where the maximum is taken over all distinguishers A that makes
q queries to its oracle and runs for a time at most t 5, i.e.,

Advprf
F (q, t)

∆
= max

A ∈C
Advprf

F (A ),

where C is the class of all distinguishers A that makes at most q queries with
run time at most t.

A.3 Pseudorandom Permutation Notion

Let Perm(n) be the set of all permutations over {0, 1}n. We capture the security
notion of a block cipher E with key size k and block size n in terms of indistin-
guishabilty advantage from a uniform random permutation. More formally, we
define the pseudorandom permutation (prp) advantage of E of a distinguisher
A as follows:

Advprp
E (A )

∆
=

∣∣Pr[K ←$ {0, 1}k : A EK = 1]− Pr[P ←$Perm(n) : A P = 1]
∣∣ .

We say that E is (q, t, ϵ) secure if the maximum pseudorandom permutation
advantage of E is ϵ where the maximum is taken over all distinguishers A that
makes q queries to its oracle and runs for a time at most t.

5 Time complexity of the adversary is defined over the usual RAM model of compu-
tations.
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B Release of Unverified Plaintext (RUP) and Its
Implication

The functionality of an AE scheme renders two security models [38]- (i) the
first one is the confidentiality model, in which an adversary is given access to
the authenticated encryption functionality E or a random function $, and it has
to distinguish one from the another, (ii) and the second one is the authenticity
model in which an adversary is given access to the authenticated encryption func-
tionality E , and the decryption/verification functionality DV, and the adversary
tries to provide a valid ciphertext approved by DV. Therefore, an authenticated
encryption scheme suits a two-fold goal. Thus, upon decryption, a ciphertext
needs to be decrypted and its corresponding plaintext needs to be verified be-
fore the plaintext is released to the user. In some applications, where the tag
is computed over the plaintext and not over the ciphertext, enforce that the
decrypted plaintext should be kept in secure memory before the verification of
the plaintext is done. After successful verification, the plaintext can be released
to the user. However, the necessity of this additional secure memory can be a
severe issue in constrained devices in the Internet of Things (IoT). As a result,
an attacker can get hold of the insecure memory of the IoT devices to get access
of the unverified plaintext, which can leak significant informations about the ci-
pher to break its security. Moreover, real-time streaming protocols (e.g., SRTP,
SSH, and SRTCP) and Optical Transport Networks sometimes need to release
plaintexts in segments with intermediate tags on the fly to reduce end-to-end
latency and storage. Owing to these real-time applications, we require a security
notion which should ensure that when a cryptographic scheme Π satifies the
security notion, releasing the unverified plaintext will not lead to any threat to
the system. As a result of that, one does not need to store the entire plaintext in
a secure memory until the verification takes place. Releasing Unverified Plaintext
(RUP) security fulfils the above demand.
Note that, RUP security can also allow one to have the on-the-fly decryption
feature of a cryptographic scheme. That means, if a cryptographic scheme is
RUP secure, then its decryption module can decrypt the incoming ciphertext and
release the corresponding plaintext in block-by-block fashion without thinking of
the security issue that may arise due to the releasing of the unverified plaintext
blocks, thanks to the RUP security! On the other hand, on-the-fly encryption
requires OAE-1 [27] or OAE-2 [28] security. Owing to these applications, studying
the security of cryptographic schemes under the release of unverified plaintext
and designing ciphers that preserve the security is gaining importance in the
literature.

C SAEB and Its INT-RUP Security

C.1 Description and Features of SAEB

The pictorial representation of the encryption and the decryption algorithm of
SAEB is given in Fig. 3 and Fig. 4 respectively.
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Fig. 3: Encryption algorithm of SAEB Authenticated Encryption for a block
associated data, and m block message. const1, const2, const3 are two-bit distinct
constants used for domain separation. const1 = 01/10 based on whether A[a] is
a full or partial block. const2 = 11 and const3 = 01/10 based on whether M [m]
is a full or partial block.
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Fig. 4: Decryption of SAEB Authenticated Encryption.
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The following features of SAEB make it highly efficient to be implemented in
resource-constrained and ultra light-weight devices.

(i) Minimum State Size: SAEB is an authenticated cipher that requires the
minimum possible state size of n+ k-bits, where n is the block size of the
block cipher and k is the key size of the block cipher.

(ii) Inverse Free: Due to the inherent duplex-sponge type structure, SAEB is
an inverse-free design (exception is APE [5], which is a sponge type design
but not inverse-free).

(iii) On-the-fly Computation: It is easy to see that the encryption algo-
rithm of SAEB allows one to produce the i-th ciphertext block before the
subsequent plaintext blocks are known, which makes the construction to
encrypt messages on-the-fly. Similarly, one can also decrypt the ciphertext
on-the-fly.

(iv) XOR Only Linear Operation: It says that apart from using the non-
linear operation induced by the underlying block cipher invocation in the
design, it uses only xor as a linear operation.

(v) Efficient Static AD Processing: In many practical scenarios, the as-
sociated data packets transmitted in a session remain unchanged. In such
cases, it is desirable that while processing the data packets through any
AEAD scheme, the associated data gets processed only once and then it is
stored such that the stored value can be used in the subsequent processing
of the data packets whose associated data has not been changed. Note that
the encryption algorithm of SAEB achieves this property. It does not pro-
cess the associated data each time it processes the data packet. Instead, it
processes the associated data once and then it stores the processed value
so that it can be reused in the subsequent processing of the data packets.

C.2 Analysis of the INT-RUP Attack against SAEB when r ≥ c/2

We analyze the attack in two steps. In the first step, we show that the collision
in Z[2] values occur with high probability, and then we show that the forging is
successful with high probability.

Stage-I: As adversary A makes decryption queries with uniformly random Ci[1]
values, Zi[2] values are uniformly distributed. Let Zj,k be the indicator random
variable defined as follows:

Zj,k =

{
1, if Zj [2] = Zk[2]

0, otherwise.

Let Z =
∑

j,k Zj,k, and we have to show that Z ≥ 1 with high probability. It
is easy to see that Zj,k’s are all pairwise independent random variables, and
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therefore, using Chebyshev’s inequality, we have

Pr[∥Z − E(Z)∥ ≥ E(Z)] ≤ V(Z)

E(Z)2

⇒Pr[Z = 0] ≤ Pr[∥Z − E(Z)∥ ≥ E(Z)] ≤ V(Z)

E(Z)2

⇒Pr[Z ≥ 1] ≥ 1− V(Z)

E(Z)2
. (12)

By using the linearity of expectation, we compute the expectation as follows:

E(Z) = E
[∑

j,k

Zj,k

]
=

∑
j,k

Pr[Zj,k = 1] =

(
2c/2+1

2

)
2c

. (13)

Again, from the pairwise independence of the variables Zj,k, we can compute
the variance as follows:

∑
j,k

V[Zj,k] =
∑
j,k

E[Z2
j,k]− (E[Zj,k])

2 =
∑
j,k

1

2c
−

( 1

2c

)2

≤
∑
j,k

1

2c
=

(
2c/2+1

2

)
2c

.

(14)
Putting the values of Eqn. (13) and Eqn. (14) in Eqn. (12), we have

Pr[Z ≥ 1] ≥
(
1− 2c(

2c/2+1

2

)) ≥ 1

2
,

which proves that the probability of getting at least one collision in Z[2] values
for any two decryption queries is at least 0.5. Let the query indices be j and k,
i.e., Zj [2] = Zk[2]. As the successive r-bit ciphertext strings are identical for all
chosen tuples, such a collision results in identical r-bit plaintext strings, which
will be detected by adversary A . Therefore, for the j-th and the k-th query,
A observes whether Mj [a] = Mk[a] holds or not for all a ∈ [3, ℓ + 1]. Then, A
makes an encryption query (N,A,Mj [1 . . . ℓ+1]) to obtain the tagged-ciphertext
(Cj [1] ∥ C[2] ∥ C[3] ∥ . . . ∥ C[ℓ+1], T ), where C[2] = C[3] = . . . = C[ℓ+1] = C.
This query allows A to forge with (N,A,Ck[1] ∥ C[2] ∥ C[3] ∥ . . . ∥ C[ℓ+1], T ),
where C[2] = C[3] = . . . = C[ℓ + 1] = C. Note that Zj [2] = Zk[2] ensures the
collision in Mj [3] and Mk[3], which is propagated to the subsequent blocks of
the block cipher.

Stage-II: Now we show that the forging is successful with high probability.
According to step (4) of the attack algorithm, the kth decryption query is used
in the forging if adversary detects Mj [a] = Mk[a] for all a ∈ [3, ℓ+ 1]. However,
the collision in r-bit plaintext strings, i.e., Mj [a] = Mk[a] for a ∈ [3, ℓ + 1]
and j, k ∈ [2c/2+1], also occurs without being Zj [2] = Zk[2] to be true. Such a
collision is called random collision, which occurs with probability 2−r for each of
the r-bit plaintext strings. Now, if the random collision occurs between the r-bit
plaintext strings of the j-th and the k-th query, i.e., if Mj [a] = Mk[a] occurs for
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all a ∈ [3, ℓ+ 1] without being Zj [2] = Zk[3] to be true, verification may not be
successful. These are called false-positive cases. The probability with which one
false-positive case will be detected is at most 1

2r(ℓ−1) . Let Yj,k be the indicator
random variable defined as follows:

Yj,k =

{
1, if Mj [3..(ℓ+ 1)] = Mk[3..(ℓ+ 1)]

0, otherwise

and let Y =
∑

j,k Yj,k be the total number of false-positive cases. From the
definition of Y and Z, we calculate the expected number of false-positive cases
as follows:

E(Y |Z = 0) =
∑
j,k

Pr[Yj,k = 1|Z = 0] =

(
2c/2+1

2

)
2r(ℓ−1)

≤ 2c+1

2r(ℓ−1)
= 2,

where the last equality follows from the fact that ℓ = c/r+1. Thus, the expected
number of false-positive cases is at most 2.

C.3 INT-RUP Attack against SAEB, when r < c/2

Here we formally present the attack algorithm as follows:

1. Find minimum value of s such that s ≥ c/2r.
2. A chooses an arbitrary r bit nonce N , an arbitrary r bit associated data

A and an arbitrary r bit ciphertext data C, and then makes 2c/2 decryp-
tion queries in the form (N, A, Ci[1] ∥ . . . ∥ Ci[s] ∥ C[s + 1] ∥ C[s +
2] ∥ . . . ∥ C[(s+ ℓ+1)])i=1,...,2c/2 . Here the values of Ci[1] ∥ . . . ∥ Ci[s] are
distinct, and C[s+1] = C[s+2] = . . . = C[(s+ℓ+1)] = C, where ℓ = c/r. Let
the corresponding plaintext beMi[1] ∥ . . . ∥Mi[(s+2)] ∥ . . . ∥Mi[(s+ℓ+1)].

3. Assume there exists two indices j, k ∈ [2c/2] such that Mj [a] = Mk[a] for all
a ∈ [(s+ 2), (s+ ℓ+ 1)].

4. A makes an encryption query with (N, A, Mj [1] ∥ . . . ∥ Mj [s] ∥ Mj [s +
1] ∥ Mj [s + 2] ∥ . . . ∥ Mi[(s + ℓ + 1)]). Let the tagged ciphertext be
(Ck[1] ∥ . . . ∥ Ck[s] ∥ C[s + 1] ∥ C[s + 2] ∥ . . . ∥ C[(s + ℓ + 1)], T ),
where C[s+ 1] = C[s+ 2] = . . . = C[(s+ ℓ+ 1)].

5. A forges with (Ck[1] ∥ . . . ∥ Ck[s] ∥ C[s+ 1] ∥ C[s+ 2] ∥ . . . ∥ C[(s+ ℓ+
1)], T ), where C[s+ 1] = C[s+ 2] = . . . = C[(s+ ℓ+ 1)] = C.

The analysis of the attack is the same as in the case of r ≥ c/2. Using a similar
analysis, one can prove that the expected number of false-positive cases is two.
Hence, the number of verification attempts to be made is at most 2.

D TinyJAMBU and Its INT-RUP Security

D.1 Description and Properties of TinyJAMBU

The pictorial description of TinyJAMBU is presented in Figure 5. Similar to
SAEB, TinyJAMBU also has the advantage of computing the data on-the-fly,
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inverse-free, and maintains only an n + k-bit state with xor only linear opera-
tion. Additionally, TinyJAMBU achieves integrity even under the nonce-misuse
scenario. Hence, this AEAD mode is considered a good choice in the depth-
in-defense category. This additional benefit is achieved due to the property of
message injection, and ciphertext release occurs from two different places of the
construction. However, this property comes at the cost of the decreasing rate of
the construction.
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Fig. 5: TinyJAMBU Authenticated Encryption for a block associated data, and
m block message. const2 = 011, const3 = 101, const3 = 111 are small distinct
constants used for domain separation. 32-bits of the message and associated data
are injected to the construction.
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D.2 Internal State Values for the i-th Encryption Query in the
Real World

The sequence of internal state values in the real world for i-th encryption query
of length ai +mi are defined according to the construction. as follows:

s+i [0] = R(0)

s+i [1] = R(s+i [0]⊕ 0∥⟨const1⟩2∥0)⊕N+
i [1]

s+i [2] = R(s+i [1]⊕ 0∥⟨const1⟩2∥0)⊕N+
i [2]

s+i [3] = R(s+i [2]⊕ 0∥⟨const1⟩2∥0)⊕N+
i [3]

s+i [k + 3] = R(s+i [k − 1]⊕ 0∥⟨const2⟩2∥0)⊕A+
i [k], for 1 ≤ k < a+i

s+i [ai + 3] = R(s+i [a
+
i − 1]⊕ 0∥⟨const2⟩2∥0)⊕ lp(A+

i [ai])

s+i [ai + 3 + k] = R(s+i [k − 1]⊕ 0∥⟨const3⟩2∥0)⊕M+
i [k], for 1 ≤ k < mi

s+i [ai + 3 +mi] = R(s+i [a
+
i +m+

i ]⊕ 0∥⟨const3⟩2∥0)⊕ lp(M+
i [mi])⊕ 0∥⟨const4⟩2∥0

(15)

D.3 Bounding the Probabilities of Bad Transcripts for TinyJAMBU

Here we bound the probabilities of each bad events case by case.

Bounding Coll: For this event to happen, we know that there exists at least
one pair of indices (i′, j′) < (i, j) such that LLCP(i) < j ≤ ai + mi + 3 and
s⋆i [j] = s⊛i′ [j

′]. For any value of j ∈ [1, ai +mi + 3], we have,

s⋆i [j] = s⋆i′ [j]⇔ R(s⋆i [j − 1])⊕R(s⋆i′ [j − 1]) = x⋆
i [j]⊕ x⊛

i′ [j] (16)

where x⋆
i [j] and x⊛

i′ [j] are two n-bit strings. Note that the first r-bits of x⋆
i [j] is

xored with nonce, associated data or message for the i-th query. Similarly, the
first r-bits of x⊛

i′ [j] is xored with j-th nonce, associated data or message for the
i′-th query.

First, let us consider the case when j = j′ = LLCP(i) + 1 and j > 1. Then
there exists some i′ such that i′ < i and LLCP(i) holds for i′. Now we consider
the values of s⋆i [j − 1] and s⊛i′ [j

′ − 1]. Based on the values of j, we get following
cases.

1. Case j = 1. In this case, we have s⋆i [0] = s⊛i′ [0] = R(0).
2. Case j = 2. In this case, a part of the nonce in the i-th and i′-th query

matches, i.e., we have N⋆
i [1] = N⊛

i [1]. Then from the Equation (15), we
have s⋆i [1] = s⊛i′ [1].

3. Case 3 ≤ j ≤ 4. In this case, the nonce or part of the nonce in the i-th and
i′-th query matches. As we show in the above case, we can similarly show
that s⋆i [j − 1] = s⊛i′ [j

′ − 1].
4. Case 5 ≤ j ≤ a⋆i + 4. In this case, the nonce in the i-th and i′-th query

matches. Also, the associated date in i-th and i′-th query matches up to
(j−4)-th block. Thus from the Equation (15), we have s⋆i [j−1] = s⊛i′ [j

′−1].
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5. Case a⋆i + 5 ≤ j ≤ m⋆
i + 3. In this case, the nonce and associated data in

the i-th and i′-th query matches. Also, the message/ciphertext in i-th and
i′-th query matches up to (j−a⋆i −4)-th block. Thus from the Equation (15),
we have s⋆i [j − 1] = s⊛i′ [j

′ − 1].

Therefore, for any value of j ∈ [1, ai +mi + 4], s⋆i [j − 1] = s⊛i′ [j
′ − 1]. Thus,

the probability of the event,

s⋆i [j] = s⋆i′ [j]⇔ R(s⋆i [j − 1])⊕R(s⋆i′ [j − 1]) = x⋆
i [j]⊕ x⊛

i′ [j]⇔ x⋆
i [j]⊕ x⊛

i′ [j] = 0

is zero.

On the other hand, for all i′ ≤ i and j′ ̸= j or j ̸= LLCP(i) + 1, R(s⋆i [j −
1])⊕R(s⋆i′ [j − 1]) = x⋆

i [j]⊕ x⊛
i′ [j] holds with probability at most 2−n. Thus, the

probability that two states collide is 2−n. Note that there are σ possible values of
(i, j) in a transcript, each having no more than σ possible values of (i′, j′), where
σ is the total number of permutation calls including all encryption, decryption
and verification queries, such that s⋆i [j] = s⊛i′ [j

′] holds. Therefore, we have

Pr[Coll] ≤
(
σ

2

)
1

2n
≤ σ2

2n+1
. (17)

Bounding mColl: We bound this event by conditioning the event that Coll does
not occur. As there are no non-trivial collisions, ancestor(s+i1 [j1]), ancestor(s

+
i2
[j2]),

..., ancestor(s+iρ [jρ]) are all distinct and fresh. Therefore, all the outputsR(s+i1 [j1]),

R(s+i2 [j2]), ..., R(s+iρ [jρ]) are all uniformly sampled over {0, 1}n. Thus, from the

randomness of R, we can view this event as throwing σe balls into 2r bins (as we
are seeking collisions in the rate part) uniformly at random, where σe denotes
the total number of primitive calls with distinct inputs including all encryption
queries and we want to find the probability that there is a bin that contains ρ
or more balls. In other words, ρ or more outputs take some constant value c.
This occurs with probability at most ( 1

2r )
ρ. Again, we have 2r choices for the

constant value c. Therefore, by varying over the choices of all encryption queries,
we have

Pr[mColl | Coll] ≤
(
σe

ρ

)
× 2r(

1

2r
)ρ ≤ σρ

e

(2r)ρ−1
, (18)

where the last inequality follows from Stirling’s approximation and ignored the
constant term in the Stirling’s approximation.

Bounding Forge: Let us fix a verification query (N×
i , A×

i , C
×
i , T×

i ) with associ-
ated data length a×i and ciphertext length c×i such that ∀j ≤ (a×i + c×i ),∃i′, j′
such that s×i [j] = s⋆i′ [j

′] where ⋆ ∈ {+,−}. Let j be the largest index for which
s×i [j] does have a trivial collision with s⋆i′ [j]. We bound the probability of Forge
when Coll and mColl do not occur. Now, we consider the following two cases
based on the values of j.
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(a) Consider a×i + 3 ≤ j < a×i + c×i + 2. In this case, the associated data, nonce
and some parts of the message match with some previous queries. However,
the adversary can control only the message injection part. So, s×i [j + 1]
matches with some encryption or decryption query with probability at most
ρ+σd

2n−r .

(b) Finally, consider the case j = a×i +c×i +2. In this case, the final state matches
with some previous encryption query with probability at most ρ

2n−r .

Combining the cases and varying the choices of all the verification queries,

Pr[Forge | Coll ∧mColl] ≤ qv(2ρ+ σd)

2n−r
. (19)

D.4 Bounding Pr[Λ×
1 ̸= ω×

new | Λ+
1 = ω+

new,Λ
−
1 = ω−

new] in the Good
Analysis

For i ∈ [qv], let Ei denote the following event

Ei
∆
=

(
λ̄i ̸= ⊥

∣∣ Λ+
1 = ω+

new,Λ
−
1 = ω−

new

)
,

where λ̄i be the random variable that denotes the response to the i-th verification
query in the real world. Then, we have

Pr[Λ×
1 ̸= ω×

new | Λ+
1 = ω+

new,Λ
−
1 = ω−

new] ≤
∑
i∈[qv ]

Pr[Ei].

We fix i ∈ [qv] and let the i-th verification query be (N×
i , A×

i , C
×
i , T×

i ). Assume
that the associated data length is a×i , and the ciphertext length is c×i . We want
to bound Pr[Ei]. This probability is non-zero only if Θ.verR1,R2 returns anything
other than ⊥. If s×i [a×i +c×i ] does not match with the final state of any encryption
query, we have Pr[Ei] ≤ 1

2τ . Suppose there is some encryption query such that

the final state matches with s×i [a
×
i + c×i ]. In this case, there must be some j

such that s×i [j] is fresh; otherwise Forge is true. Let j∗ be the maximum of such
j. Then, s×i [j

∗ +1] matches with some previous encryption or decryption states

with probability at most (σe+σd)
2n−r . Note that the adversary can control only the

first r-bits of the state. Putting everything together we get:

Pr[Ei] ≤
1

2τ
+

(σe + σd)

2n−r
.

Therefore, we have

Pr[Λ×
1 ̸= ω×

new | Λ+
1 = ω+

new,Λ
−
1 = ω−

new] ≤
∑
i∈[qv ]

1

2τ
+

(σe + σd)

2n−r
.
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