# How to Enumerate LWE Keys as Narrow as in Kyber/Dilithium 

Timo Glaser and Alexander May (©<br>Ruhr-University Bochum, Bochum, Germany<br>\{timo.glaser, alex.may\}@rub.de


#### Abstract

In the Learning with Errors (LWE) problem we are given a matrix $A \in \mathbb{Z}_{q}^{N \times N}$ and a target vector $\boldsymbol{t} \in \mathbb{Z}_{q}^{N}$ such that there exists small-norm $\boldsymbol{s}, \boldsymbol{e} \in \mathbb{Z}_{q}^{N}$ satisfying $A \cdot \boldsymbol{s}=\boldsymbol{t}+\boldsymbol{e} \bmod q$. Modern cryptosystems often sample $\boldsymbol{s}, \boldsymbol{e}$ from narrow distributions that take integer values in a small range $[-\eta, \eta]$. Kyber and Dilithium both choose $\eta=2$ and $\eta=3$ using either a Centered Binomial distribution (Kyber), or a Uniform distribution (Dilithium). In this work, we address the fundamental question how hard the enumeration of LWE secret keys for narrow distributions with $\eta \leq 3$ is. At Crypto 21, May proposed a representation-based algorithm for enumerating ternary keys, i.e. the case $\eta=1$, with a fixed number of $\pm 1$ entries. In this work, we extend May's algorithm in several ways. First, we show how to deal with keys sampled from a probability distribution as in many modern systems like Kyber and Dilithium, rather than with keys having a fixed number of entries. Second, we generalize to larger values $\eta=2,3$, thereby achieving asymptotic key guess complexities that are not far off from lattice estimates. E.g. for Kyber's Centered Binomial distribution we achieve heuristic time/memory complexities of $\mathcal{O}\left(2^{0.36 N}\right)$ for $\eta=2$, and $\mathcal{O}\left(2^{0.37 N}\right)$ for $\eta=$ 3. For Dilithium's Uniform distribution we achieve heuristic complexity $\mathcal{O}\left(2^{0.38 N}\right)$ for $\eta=2$. Let $\mathcal{S}$ be the Shannon entropy of Kyber/Dilithium keys. Then our algorithms runs in time about $\mathcal{S}^{\frac{1}{6}}$, which greatly improves over the standard combinatorial Meet-in-the-Middle attack with complexity $\mathcal{S}^{\frac{1}{2}}$. Our results also compare well to current lattice asymptotics of $2^{0.29 \beta}$, where the lattice parameter $\beta$ is roughly of size $\frac{4}{5} N$. Thus, our analysis supports that Kyber secret keys are indeed hard to enumerate. Yet, we find it remarkable that a purely combinatorial key search is almost competitive with highly evolved lattice sieving techniques.
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## 1 Introduction

Since the introduction of the Learning with Errors (LWE) problem by Regev [Reg05] into the cryptographic community, LWE has shown its amazing power
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to realize efficient cryptographic constructions, such as the Gödel Prize 22 award Fully Homomorphic Encryption schemes [BV14,BGV14].

It does not come as a big surprise that LWE-type constructions play a central role in the current NIST initiative for identifying encryption/signature schemes resistant to quantum computers [BDK ${ }^{+} 18$, DKSRV18,HPS98, $\left.\mathrm{CDH}^{+} 19\right]$. As solving LWE implies the solution to worst-case lattice problems, LWE is usually considered a lattice problem. However, this does not imply that lattice algorithms necessarily provide the best way for solving LWE. Moreover, many cryptosystems choose especially small secret keys for efficiency reasons, and to keep the probability of decryption errors low.

In this work we study the combinatorial complexity of recovering LWE keys chosen from a narrow range $\{-\eta, \ldots, \eta\}$. Our analysis also applies to common variants of LWE, such as Ring-LWE or Module-LWE, but we make no use of the additional structure that these LWE variants provide.

Previous Work on LWE Key Enumeration There is still much to learn about directly enumerating LWE keys. A brute-force attack enumerates $s \in \mathbb{Z}_{q}^{N}$, and checks whether $A \boldsymbol{s}-\boldsymbol{t}$ yields a small-norm error vector $\boldsymbol{e}$. If $\boldsymbol{s}$ has Shannon entropy $\mathcal{S}$, then the brute-force attack takes (expected) time $\mathcal{S}$, up to a polynomial runtime factor for checking key correctness. Throughout the paper, for ease of notation we ignore polynomial factors and round runtime exponents upwards.

In a Meet-in-the-Middle attack, attributed to Odlyzko [SO97], we split $s$ in two $N / 2$-dimensional vectors $s_{1}, s_{2}$ and check whether $A s_{1} \approx \boldsymbol{t}-A s_{2} \bmod q$. The approximate matching of $A s_{1}$ and $t-A s_{2}$ is realized by a locality-sensitive hash function. Up to polynomial factors, Odlyzko's attack takes time $\mathcal{S}^{\frac{1}{2}}$.

Recently, May [May21] showed that ternary LWE keys $\boldsymbol{s}, \boldsymbol{e} \in\{-1,0,1\}^{N}$ can be enumerated more efficiently in time roughly $\mathcal{S}^{\frac{1}{4}}$. His algorithm for NTRU-type schemes beats lattice reduction if $s$ is overly sparse. May's technique is a natural recursive generalization of Odlyzko's Meet-in-the-Middle attack to search trees, using the so-called representation technique. This technique has been introduced in [HJ10] and successfully applied in the cryptographic context of decoding algorithms [MMT11,BJMM12].

Our Technical Contributions We extend May's LWE key recovery algorithm in several ways.

- We first show that May's algorithm can be applied for LWE keys sampled from a probabilistic distribution. Since the purely combinatorial analysis in [May21] requires to know for every element in $\{-\eta, \ldots, \eta\}$ the exact number of appearances in $s$, we define for any probability distribution $\mathcal{P}=\left(p_{-\eta}, \ldots, p_{\eta}\right)$ a so-called core set of vectors.
We then show that length- $N$ LWE keys randomly sampled coordinate-wise from $\mathcal{P}$ are in the core set with probability inverse polynomial in $N$. This core set density shows that our key enumeration already applies to a polynomial fraction of all keys.
- We then strengthen our result to almost all LWE keys $\boldsymbol{s}, \boldsymbol{e}$ by transforming almost any LWE instance in subexponential time $2^{\mathcal{O}(\sqrt{N})}$ to a permuted, weight-preserving LWE instance with keys $\boldsymbol{s}^{\prime}, \boldsymbol{e}^{\prime}$ such that $\boldsymbol{s}^{\prime}$ lies in the core set. Since our subsequent enumeration of $s^{\prime}$ takes time $2^{\mathcal{O}(N)}$, the transformation's subexponential overhead contributes only an $o(1)$-term to the runtime exponent.
- We generalize the combinatorics of [May21] such that we can analyze secret vectors from $\{-2, \ldots, 2\}$ and even from $\{-3, \ldots, 3\}$. This introduces runtime optimization parameters whose amount grows quadratically with the digit sets and linearly in the search tree depth. The optimization complexity is the reason that we only analyze up to $\eta \leq 3$.
- Along this way we also generalize the ways in which the secret $s$ can be represented. This is crucial in the representation technique, since more representations usually lead to better results. See as comparison the related subset sum literature that optimized runtimes by solely analyzing more powerful representations starting from $\{0,1\}$ [HJ10], over $\{-1,0,1\}$ [BCJ11], to $\{-1,0,1,2\}[B B S S 20]$. In this work, we introduce four different representations, called REP-0 to REP-3, with increasing complexity. REP-3 representations are most powerful, and we eventually use REP-3 to show our best results for the Kyber/Dilithium distributions.
- We analyze different probability distributions $\mathcal{P}=\left(p_{-\eta}, \ldots, p_{\eta}\right)$. For $\eta=1$, we revisit weighted ternary key distributions and slightly improve over [May21] by using larger search tree depths. For $\eta=2,3$ we study the Centered Binomial distribution $\mathcal{B}(\eta)$ used in Kyber, and the Uniform distribution used in Dilithium.

Our Results Table 1 shows our runtimes for $s, e \in \mathcal{B}(\eta)^{N}$, Kyber's Centered Binomial distribution. Kyber uses $\eta=3$ in combination with $N=256 \cdot 2=512$, and $\eta=2$ in combination with $N=256 \cdot 3=768$ and $N=256 \cdot 4=1024$.

As one would expect with increasing $\eta$ - i.e., broader distributions - the key entropy $\mathcal{S}$ and our runtime $\mathcal{T}$ both increase. However, let us express our runtime as a polynomial function of the entropy $\mathcal{T}=\mathcal{S}^{c}$ for some constant $c=\log _{\mathcal{S}}(\mathcal{T})$. Then we see that the runtime exponent $c$ actually decreases in Table 1 monotonously in $\eta$.

For $\eta=2$ and $\eta=3$ we have complexities around only $\mathcal{S}^{\frac{1}{6}}$, as opposed to the $\eta=1$ ternary key case with complexity $\mathcal{S}^{0.225}$ (slightly improving over $\mathcal{S}^{0.232}$ achieved in [May21]). Thus, our generalizations for larger digit sets are more effective for larger $\eta$. This seems to be an artifact of the representation

| $\eta$ | $\mathcal{T}$ | $\mathcal{S}$ | $\log _{\mathcal{S}}(\mathcal{T})$ |
| :---: | :---: | :---: | :---: |
| 1 | $2^{0.337 N}$ | $2^{1.500 N}$ | $\mathbf{0 . 2 2 5}$ |
| $\mathbf{2}$ | $\mathbf{2}^{\mathbf{0 . 3 5 7 N}}$ | $\mathbf{2}^{\mathbf{2 . 0 3 1 N}}$ | $\mathbf{0 . 1 7 6}$ |
| $\mathbf{3}$ | $\mathbf{2}^{\mathbf{0 . 3 7 1 N}}$ | $\mathbf{2}^{\mathbf{2 . 3 3 4 N}}$ | $\mathbf{0 . 1 5 9}$ |

Table 1. Runtime $\mathcal{T}$ and entropy $\mathcal{S}$ of our LWE key enumeration algorithm for $s$ sampled from a Centered Binomial distribution $\mathcal{B}(\eta)^{N}, \eta=1,2,3$.
method. Our analysis shows that the entropy growth with larger digit sets is over-compensated by the growth of the number of representations, resulting in decreased runtime exponents $c=\log _{\mathcal{S}}(\mathcal{T})$.

These results demonstrate the power of our new combinatorial LWE key search algorithm. Recall that the best known combinatorial Meet-in-the-Middle algorithm by Odlyzko so far achieved square root complexity $\mathcal{S}^{\frac{1}{2}}$, independent of $\eta$. For the case $\eta=1$ the exponent was lowered to $c=0.232$ in [May21]. Our work indicates that for Centered Binomials $c$ as a function of $\eta$ decreases strictly.

The effect of a strictly decreasing exponent $c(\eta)$ is also reflected in the absolute runtimes $\mathcal{T}$ in Table 1 . More precisely, when choosing keys from $\mathcal{B}(3)^{N}$ rather than ternary keys $\mathcal{B}(1)^{N}$, then our key enumeration algorithm's runtime only mildly increases from $2^{0.337 N}$ to $2^{0.371 N}$. In other words, although we significantly increase the key entropy from $2^{1.5 N}$ to $2^{2.334 N}$ we do not significantly increase the key security. ${ }^{1}$

Other distributions Besides the Centered Binomial distribution we also study the enumeration of randomly sampled ternary LWE keys of different weight, thereby slightly improving the results of [May21].

We also study the Uniform distribution $\mathcal{U}(\eta)=\left(p_{-\eta}, \ldots, p_{\eta}\right)$ with $p_{i}=\frac{1}{2 \eta+1}$, widely used in cryptography, e.g. some NTRU variants [CDH $\left.{ }^{+} 19\right]$ sample their keys from $\mathcal{U}(1)^{N}$. DiLithium chooses $\boldsymbol{s}, \boldsymbol{e} \in \mathcal{U}(2)^{N}$ for $N=1024,2048$.

Our results for the Uniform distribution are provided in Table 2. When comparing with Table 1, the lower entropy, more sharply zero-centered Binomial distribution yields slightly better runtimes than the Uniform distribution in Table 2, as one would expect. However, maybe somewhat surprisingly, our results for $\mathcal{U}(1)^{N}$ and $\mathcal{U}(2)^{N}$ are not far off, only $\mathcal{U}(3)^{N}$ is significantly worse.

Relative to the entropy $\mathcal{S}$ we achieve for $\eta=2$ again runtime $\mathcal{S}^{\frac{1}{6}}$, but as opposed to the Centered Binomial distribution $c=\log _{\mathcal{T}} \mathcal{S}$ is for the Uniform distribution not strictly decreasing with growing $\eta$.

Notice that we achieve for Dilithium's $\mathcal{U}(2)^{N}$ a runtime $\mathcal{T}$ similar to KyBER's $\mathcal{B}(3)^{N}$. However, since Dilithium proposes much larger key lengths, our key enumeration is way more effective for KYBER parameter sets.

| $\eta$ | $\mathcal{T}$ | $\mathcal{S}$ | $\log _{\mathcal{S}} \mathcal{T}$ |
| :---: | :---: | :---: | :---: |
| 1 | $2^{0.345 N}$ | $2^{1.585 N}$ | 0.218 |
| $\mathbf{2}$ | $\mathbf{2}^{0.378 N}$ | $\mathbf{2}^{\mathbf{2 . 3 2 2 N}}$ | $\mathbf{0 . 1 6 3}$ |
| 3 | $2^{0.493 N}$ | $2^{2.808 N}$ | 0.176 |

Table 2. Runtime $\mathcal{T}$ and entropy $\mathcal{S}$ of our enumeration algorithm for LWE keys sampled from a Uniform distribution $\mathcal{U}(\eta)^{N}, \eta=1,2,3$.

[^0]Asymptotics We would like to stress that our LWE key search algorithm is at this point mainly of theoretical interest. Our runtime analysis is asymptotic, and throughout our work we do not only generously supress polynomial runtime factors in soft-Oh notation $\tilde{\mathcal{O}}(\cdot)$, but we also supress two subexponential factors. First, as in [May21] we have to guess $r=(N / \log N)$ coordinates of $\boldsymbol{e}$ in slightly subexponential time $2^{r}$. Second, our transformation to the core set of $s$ introduces another subexponential $2^{\mathcal{O}(\sqrt{N})}$ runtime factor.

Our analysis solely focuses on minimizing the runtime exponent. Our memory consumption is almost as large as the runtime exponent. Time-memory tradeoffs are possible, as in [May21], but we do not consider them in this work.

Significant further work would be required to bring our results to practice. We would like to draw an analogy to decoding algorithms, which also first solely focused on asymptotic improvements [MMT11,BJMM12]. It took a decade that these algorithms nowadays define the state-of-the-art in practical attacks against code-based cryptosystems [EMZ22].

LWE Representation Heuristic Our LWE key enumeration uses the standard heuristic from representation based algorithms. Namely, we iteratively construct in our key search partial solutions as vectors sums, and treat these sums as independent in our analysis. This heuristic has been extensively verified experimentally in the context of subset sum and decoding algorithms [BBSS20,EMZ22]. On the theoretical side, it has been shown in [DRX17] that the dependence between vectors sums merely affects the overall runtime exponent by an $o(1)$-term. Our own experimental results seem to validate this heuristic w.r.t. LWE.

In addition, we require that the LWE public key $A$ is randomly chosen from $\mathbb{Z}_{q}^{N \times N}$, which is the case for standard LWE. In the case of Module-LWE (MLWE) we heuristically assume that $A$ 's structure does not affect our analysis.

When formulating theorems, we refer to these two heuristic assumptions as the MLWE Representation Heuristic.

Lattices Our results are close to current lattice asymptotics of $2^{0.29 \beta}$ from BKZ reduction, where the BKZ block length $\beta$ is roughly of size $\frac{4}{5} N$. We find it quite remarkable that combinatorial key enumeration, at least in the case of quite narrow LWE keys as in Kyber and Dilithium, is not far off from highly evolved lattice reduction techniques. Even if key enumeration eventually cannot outperform lattice reduction, there exist other attack scenarios where direct key enumeration might be preferable over lattices, e.g. in the setting of partially known keys [BBSS20,EMVW22].

Organization of paper After fixing notations in Section 2, we give a short explanation of May's LWE-SEarch's [May21] in Section 3 and how to extend its analysis to probabilistically sampled keys in Section 4. In Section 5, we provide a first simple instantiation of LWE-SEARCH, called REP-0, for an introduction into the representation technique. We then strengthen our results by introducing more elaborated representations REP-1 to REP-3 in Section 6. Section 7 contains an overview of our results for the weighted ternary, the Centered Binomial, and
the Uniform distribution. Section 8 covers the method of parameter searching as well as our experimental results.

We provide the source code for parameter optimization and our implementation of the attack via https://github.com/timogcgn/HTELWEK/.

## 2 Preliminaries

Unless explicitly stated otherwise, any log is base 2 . For simplicity, we denote all vectors as column vectors and omit transposing them. The weight of $i$ in some vector $\boldsymbol{v}$, i.e. the amount of times $i$ appears in $\boldsymbol{v}$, is denoted $\mathrm{wt}_{i}(\boldsymbol{v})$.

Shannon Entropy We denote with $H$ the n-ary entropy function [MU17] where

$$
H\left(p_{1}, \ldots, p_{n}\right)=-\sum_{i=1}^{n} p_{i} \log \left(p_{i}\right) \quad \text { for } \quad \sum p_{i}=1
$$

Using Stirling's Approximation, we find for constant $p_{i}$

$$
\begin{equation*}
\binom{N}{p_{1} N, \cdots, p_{n} N}=\Theta\left(N^{-\frac{n-1}{2}} \cdot 2^{H\left(p_{1}, \cdots, p_{n}\right) N}\right)=\tilde{\Theta}\left(2^{H\left(p_{1}, \cdots, p_{n}\right) N}\right) \tag{1}
\end{equation*}
$$

Distributions Probability distributions are denoted $\mathcal{P}=\left(p_{-\eta}, \ldots, p_{\eta}\right)$ where $p_{i}$ denotes the probability to sample $i \in\{-\eta, \ldots, \eta\}$. We only consider distributions symmetric around 0 , i.e. where $p_{i}=p_{-i}$, so indices are generally unsigned.

Sampling from a probability distribution $\mathcal{P}$ will be denoted with $s \sim \mathcal{P}$. If $s \in \mathbb{Z}_{q}^{N}$ has its $N$ coefficients drawn i.i.d. from $\mathcal{P}$, we write $s \sim \mathcal{P}^{N}$.

For some $\eta \in \mathbb{N}$, we denote the Centered Binomial Distribution with

$$
\begin{equation*}
p_{i}=\frac{\binom{2 \eta}{\eta+i}}{2^{2 \eta}} \tag{2}
\end{equation*}
$$

$L W E$ Keys We attack standard LWE keys, where both $s$ and $e$ are randomly drawn from some narrow probability distribution over $\mathbb{Z}_{q}$. More precisely, for some prime $q \in \mathbb{N}$ and some $N \in \mathbb{N}$, given a random $A \in \mathbb{Z}_{q}^{N \times N}$ and $\boldsymbol{t} \in \mathbb{Z}_{q}^{N}$ where $\boldsymbol{t}=A \boldsymbol{s}+\boldsymbol{e}$ for $\boldsymbol{s}, \boldsymbol{e} \in \mathbb{Z}_{q}^{N}$ drawn from $\mathcal{P}^{N}$, we want to find $(\boldsymbol{s}, \boldsymbol{e})$.

If we replace $\mathbb{Z}_{q}$ with $\mathbb{Z}_{q}[X] / P(X)$ and $N$ with $k$, this becomes Module-LWE, abbreviated MLWE. Our results can be applied to MLWE with $N=\operatorname{deg}(P) k$.

## 3 How to Enumerate LWE Keys with May's Algorithm

Before we introduce May's algorithm for key enumeration [May21], let us briefly recall some basic techniques.

### 3.1 Brute-Force and Meet-in-the-Middle LWE Key Enumeration

Let $q \in \mathbb{N}$ and let $(A, \boldsymbol{t}) \in \mathbb{Z}_{q}^{N \times N} \times \mathbb{Z}_{q}^{N}$ be an instance of LWE satisfying $A s+\boldsymbol{e}=\boldsymbol{t} \bmod q$ for some $\boldsymbol{s}, \boldsymbol{e} \in \mathbb{Z}_{q}^{N}$ that have small coefficients (relative to $q$ ).

A Brute-Force LWE key enumeration searches over all potential secrets $\boldsymbol{s} \in \mathbb{Z}_{q}^{N}$, and checks whether the resulting error term $\boldsymbol{t}-A \boldsymbol{s}$ is sufficiently small. By construction, there is usually a unique $s$ that satisfies this condition. If the potential $s$ come from an exponential search space of size $\mathcal{S}$, then one has to iterate over $\Theta(\mathcal{S})$ potential $s$, where each candidate can be tested in polynomial time. Thus, Brute-Force runs in time $\tilde{\mathcal{O}}(\mathcal{S})$. E.g. for random ternary $\boldsymbol{s} \in\{-1,0,1\}^{N}$ Brute-Force takes time $\tilde{\mathcal{O}}\left(3^{N}\right)$.

A classical Meet-in-the-Middle (MitM) LWE key enumeration equally splits $\boldsymbol{s}=\left(s_{1}, s_{2}\right) \in \mathbb{Z}_{q}^{N / 2} \times \mathbb{Z}_{q}^{N / 2}$ and $A=\left(A_{1}, A_{2}\right) \in \mathbb{Z}_{q}^{N \times N / 2} \times \mathbb{Z}_{q}^{N \times N / 2}$. One then enumerates pairs $\left(s_{1}, s_{2}\right)$ and checks whether $A_{1} s_{1}$ approximately matches $\boldsymbol{t}-A_{2} \boldsymbol{s}_{2}$ modulo $q$, up to a small error term. The benefit is that $\left(\boldsymbol{s}_{1}, \boldsymbol{s}_{2}\right)$ have half the dimension of $s$, and the terms $A_{1} s_{1}, \boldsymbol{t}-A_{2} s_{2}$ can be computed independently. The matching (up to the small error term) of $A_{1} s_{1}, t-A_{2} s_{2}$ that finds the right pairs $\left(s_{1}, s_{2}\right)$ can usually be done in polynomial time, using a locality-sensitive hashing approach due to Odlyzko [SO97]. This implies that classical MitM runs for secret $s$ from a search space of size $\mathcal{S}$ in time $\tilde{O}(\sqrt{\mathcal{S}})$. For instance, for random ternary $\boldsymbol{s} \in\{-1,0,1\}^{N}$, classical MitM takes time $\tilde{\mathcal{O}}\left(3^{N / 2}\right)$.

### 3.2 High-Level Idea of the Algorithm

May's LWE key enumeration [May21] can be seen as a Meet-in-the-Middle attack, where we additively split $s=s_{1}+s_{2}$ with $s_{1}, s_{2} \in \mathbb{Z}_{q}^{N}$. As opposed to classical MitM the benefit of $s$ 's splitting does not come from dimension reduction, but from the following three properties.

Reduced Search Space $s_{1}, s_{2}$ are usually easier to enumerate, i.e. they are defined over smaller search spaces. For instance, [May21] uses for enumerating ternary keys $s_{1}, s_{2}$ of roughly half the Hamming weight of $s$.

Recursion [May21] recursively splits $s_{1}, s_{2}$ as sums of $N$-dimensional vectors that are (yet) defined over smaller search spaces. This recursion eventually results in a complete binary search tree of some optimal depth $d$. The optimization of the search spaces over all tree levels is a non-trivial optimization problem.

Ambiguous Representations The secret $s$ can be expressed in exponentially many ways as a sum $s_{1}+s_{2}$. The algorithm uses these so-called representations of $s$ to fix a special representation s.t. $A_{1} s_{1}, \boldsymbol{t}-A_{2} \boldsymbol{s}_{2}$ take a fixed predefined value on certain coordinates.

In order to use representations, for some candidate $s_{1}, s_{2}$ we thus have to fix the values $A_{1} s_{1}, t-A_{2} s_{2}$ on certain $r$ coordinates. Let us fix zeros on these coordinates for simplicity. Recall however that the values $A_{1} s_{1}, t-A_{2} s_{2}$ still

```
Algorithm 1: LWE-SEARCH [May21]
    Input : \(A \in \mathbb{Z}_{q}^{N \times N}, \boldsymbol{t} \in \mathbb{Z}_{q}^{N}\)
    Output: Small norm \(s \in \mathbb{Z}_{q}^{N}\) s.t. \(\boldsymbol{e}:=A \boldsymbol{s}-\boldsymbol{t}\) has small norm
    Guess \(r\) coordinates of \(\boldsymbol{e}\), denoted \(\boldsymbol{e}_{r}\).
    for all \(\boldsymbol{s}_{1}, \boldsymbol{s}_{2}\) such that \(A \boldsymbol{s}_{1}=\mathbf{0}^{r}=\boldsymbol{t}-A \boldsymbol{s}_{2}+\boldsymbol{e}_{r}\) on these \(r\) coordinates and
        \(A \boldsymbol{s}_{1} \approx \boldsymbol{t}-A \boldsymbol{s}_{2}\) on the remaining \(n-r\) coordinates do
        Output \(s=s_{1}+s_{2}\)
    end
```

differ by the unknown error vector $\boldsymbol{e}$. Thus, May's algorithm first guesses $r$ coordinates of $\boldsymbol{e}$. The algorithm's high-level structure is described in Algorithm 1.

Algorithm 1 was instantiated and analyzed in [May21] only for ternary vectors $s \in\{-1,0,1\}^{N}$ with a predefined number of $\pm 1$-entries. However, the algorithm may as well be instantiated with any notion of smallness of $s, e$ (in comparison to $q$ ). Throughout the paper, we assume that $s, e$ are sampled from a constant size range $\{-\eta, \ldots, \eta\}$. I.e., the max-norm of $s, \boldsymbol{e}$ does not grow as a function of $q$, as opposed to e.g. Regev's original cryptosystem [Reg05].

The narrow max-norm distributions that we address in this work are typical for highly practical lattice-based schemes like Kyber and Dilithium. In the narrow max-norm distribution setting for $\boldsymbol{e}$ (we do not need constant max-norm $s$ at this point) the following holds.

Subexponential Key Guessing Let $\mathcal{R}$ be the number of representations of $s$. In Algorithm 1 we choose $r$, the number of guessed error coordinates, such that on expectation at least one representation survives. The probability that a representation $\left(s_{1}, s_{2}\right)$ satisfies the condition $A \boldsymbol{s}_{1}=\mathbf{0}^{r}$ in the last $r$ coordinates in Algorithm 1 is $q^{-r}$. Thus, a representation survives if $\mathcal{R} q^{-r} \geq 1$. Since in the following $\mathcal{R}=2^{\mathcal{O}(N)}$ and $q=\Theta(N)$, we obtain $r=\mathcal{O}\left(\frac{N}{\log N}\right)$. Thus, for every constant max-norm $\boldsymbol{e}$, Algorithm 1 requires for the key guessing in step 1 subexponential time

$$
(\mathcal{O}(1))^{r}=2^{\mathcal{O}(N / \log N)}
$$

As a consequence, the (exponential) runtime of LWE-SEARCH includes an additional slightly subexponential factor. Asymptotically, this contributes a factor of $(1+o(1))$ to the exponent, and can be ignored by rounding the runtime exponent upwards. However, in practice, this factor might affect concrete runtime estimates on a significant scale.

Efficient LSH An approximate matching $A_{1} \boldsymbol{s}_{1} \approx \boldsymbol{t}-A_{2} \boldsymbol{s}_{2} \bmod q$ with Odlyzko's locality sensitive hash function (LSH) includes a constant runtime overhead $\mathcal{O}(1)$ over an exact matching of lists (via sorting), when we match up to a constant max-norm error vector $\boldsymbol{e}$, see [May21]. Consequently, we can ignore LSH costs.

## 4 Enumerating Keys from a Probabilistic Distribution

Larger Range LWE-SEARCH originally was instantiated and analyzed for ternary $\boldsymbol{s}, \boldsymbol{e} \in\{-1,0,1\}^{N}$, where $\boldsymbol{s}$ has a fixed number of $-1,0,1$ that sum to 0 , i.e., we have to know the weights $\mathrm{wt}_{-1}(s), \mathrm{wt}_{0}(s), \mathrm{wt}_{1}(s)$. In subsequent sections, we extend it to vectors $\boldsymbol{s}, \boldsymbol{e} \in\{-\eta, \ldots, \eta\}^{N}$, where $\eta=2,3$. These calculations with wider ranges can be seen as a generalization of May's analysis for ternary keys.

Handling Probabilism Motivated by our applications Kyber and Dilithium, we want to deal with keys $s, e$ that are sampled from a probabilistic distribution $\mathcal{P}$. This causes problems, since LWE-SEARCH requires explicit knowledge of the weights of $s$. This case is not covered by [May21], and per se it is not clear that LWE-SEARCH permits a proper analysis for probabilistic distributions.

In this section, we first show that for any probabilistic distribution $\mathcal{P}=\left(p_{-\eta}, \ldots, p_{\eta}\right)$ with constant $\eta$, a polynomial fraction of all secret keys $\boldsymbol{s} \in \mathcal{P}^{N}$ has weights $\mathrm{wt}{ }_{-\eta}(\boldsymbol{s})=p_{-\eta} N, \ldots, \mathrm{wt}_{\eta}(\boldsymbol{s})=p_{\eta} N$. I.e., all weights achieve their expected values, ignoring rounding issues.

Thus, if we analyze LWE-SEARCH with weights fixed to their expectation, we already obtain an algorithm that succeeds for a polynomial fraction of keys.

Attacking (Almost) All Keys In Section 5, we show that the runtime of LWESEARCH can be expressed as a function $\mathcal{T}\left(\mathrm{wt}_{-\eta}, \ldots, \mathrm{wt}_{\eta}\right)$ which grows exponentially in $N$. Instinctively, one might think that iterating LWE-SEARCH over all possible $\mathcal{O}\left(N^{\eta}\right)$ many weight distributions would solve the problem presented by randomly sampling keys. However, this would result in worst-case runtime

$$
\mathcal{O}\left(N^{\eta} \cdot \max \left\{\mathcal{T}\left(\mathrm{wt}_{-\eta}, \ldots, \mathrm{wt}_{\eta}\right)\right) \mid \sum \mathrm{wt}_{i}=N\right\}
$$

where the latter term can be exponentially larger than the runtime of LWESEARCH for a vector with $\mathrm{wt}_{i}=p_{i} N$. Instead, we utilize a permutation technique. In a nutshell, we permute the entries of $s, \boldsymbol{e} \in \mathcal{P}^{N}$, until $s$ achieves its expected weights. It turns out than, on expectation, this happens within a subexponential number $2^{\mathcal{O}(\sqrt{N})}$ of iterations for all but a (tunably very small) fraction of keys and yields a runtime of

$$
2^{\mathcal{O}(\sqrt{N})} \cdot \mathcal{O}\left(\mathcal{T}\left(p_{-\eta} N, \ldots, p_{\eta} N\right)\right)
$$

i.e. subexponential many iterations of exponentially less runtime. In other words, we show that, for any probability distribution, one may analyze LWE-SEARCH w.l.o.g. with the weights of $s$ fixed to their expectation. As a consequence, our results hold for a $\left(1-o(1)\right.$ )-fraction of all randomly sampled $s, \boldsymbol{e} \sim \mathcal{P}^{N}$.

### 4.1 A Polynomial Fraction of All Keys Achieves Expectations

Let us define what we mean by the event that a vector $\boldsymbol{v}$ sampled from some probability distribution $\mathcal{P}$ achieves its expected number of entries. We call the set of these vectors a core set.

Definition 1 (core set). Let $N, \eta \in \mathbb{N}$. Let $\mathcal{P}=\left(p_{-\eta}, \ldots, p_{\eta}\right)$ be a probability distribution. We define the core set of $N$-dimensional vectors over $\mathcal{P}$ as

$$
\mathcal{C}(\mathcal{P}):=\left\{\boldsymbol{v} \in\{-\eta, \ldots, \eta\}^{N} \mid \operatorname{wt}_{i}(\boldsymbol{v})=p_{i} N \text { for all }-\eta \leq i \leq \eta\right\}
$$

where w.l.o.g. (asymptotically in $N$ ) we assume that $p_{i} N \in \mathbb{N}$ for all $i$.
Next, we show that for any discrete probability distribution $\mathcal{P}=\left(p_{-\eta}, \ldots, p_{\eta}\right)$ with constant $\eta$, a length $-N$ vector $\boldsymbol{v}$ randomly sampled coordinate-wise according to $\mathcal{P}$ belongs to the core set $\mathcal{C}(\mathcal{P})$ with probability inverse polynomial in $N$.

Lemma 1. Let $\mathcal{P}=\left(p_{-\eta}, \ldots, p_{\eta}\right)$ be some probability distribution, and let $N \in \mathbb{N}$ be such that $N_{i}:=p_{i} N \in \mathbb{N}$ for all i. Then, $\boldsymbol{v} \sim \mathcal{P}^{N}$ is in the core set $\mathcal{C}(\mathcal{P})$ with probability at least $\Omega\left(\frac{1}{N^{\eta}}\right)$.

Proof. Let $\boldsymbol{v} \sim \mathcal{P}^{N}$. Then we have for all $i$ that $\mathrm{wt}_{i}(\boldsymbol{v}):=N_{i}:=p_{i} N$ with probability

$$
\left.\operatorname{Pr}[\boldsymbol{v} \in \mathcal{C}(\mathcal{P})]=\binom{N}{N_{-\eta}, \cdots,} \cdot N_{\eta}\right) \prod_{-\eta \leq i \leq \eta} p_{i}^{N_{i}}
$$

We bound the multinomial coefficient using Eq. (1) as

$$
\begin{aligned}
\operatorname{Pr}[\boldsymbol{v} \in \mathcal{C}(\mathcal{P})] & =\Omega\left(\frac{1}{N^{\eta}} \cdot 2^{H\left(p_{-\eta}, \cdots, p_{\eta}\right) N}\right) \cdot 2^{\sum_{-\eta \leq i \leq \eta} N_{i} \log p_{i}} \\
& =\Omega\left(\frac{1}{N^{\eta}}\right) \cdot 2^{H\left(p_{-\eta}, \cdots, p_{\eta}\right) N} \cdot 2^{-H\left(p_{-\eta}, \cdots, p_{\eta}\right) N}=\Omega\left(\frac{1}{N^{\eta}}\right)
\end{aligned}
$$

By Lemma 1, any attack that works for LWE keys $s$ from the core set $\mathcal{C}(\mathcal{P})$ with probability $\varepsilon$ also works for any key $s \sim \mathcal{P}^{N}$ with probability $\Omega\left(\frac{1}{N^{\eta}}\right) \cdot \varepsilon$, where the last probability is taken over the random choice of $s$.

### 4.2 Attacking Almost All Keys via Permutations

In order to attack almost all keys we devise a simple permutation technique that exchanges coordinates in $s$ and $\boldsymbol{e}$. Our goal is to show that for almost all keys a subexponential number of permutations yields a permuted $s^{\prime}$ from the core set.

Permutation Technique Let $A \boldsymbol{s}+\boldsymbol{e}=\boldsymbol{t} \bmod q$ be an LWE instance with a square $A \in \mathbb{Z}_{q}^{N \times N}$. We can rewrite this equation in the form

$$
\left(A \mid I_{N}\right) \cdot(\boldsymbol{s} \mid \boldsymbol{e})=\boldsymbol{t} \bmod q
$$

Let $P \in \mathbb{Z}_{q}^{2 N \times 2 N}$ be a permutation matrix, and let $\left(A \mid I_{n}\right) \cdot P^{-1}=(B \mid C)$, where $B, C \in \mathbb{Z}_{q}^{N \times N}$. Then clearly

$$
(B \mid C) \cdot P(\boldsymbol{s} \mid \boldsymbol{e})=\boldsymbol{t} \bmod q
$$

```
Algorithm 2: Permute-LWE
    Input : LWE instance \((A, \boldsymbol{t})\) such that \(A \boldsymbol{s}+\boldsymbol{e}=\boldsymbol{t} \bmod q\)
    Output: LWE instance \(\left(A^{\prime}, \boldsymbol{t}^{\prime}\right)\) such that \(A^{\prime} \boldsymbol{s}^{\prime}+\boldsymbol{e}^{\prime}=\boldsymbol{t}^{\prime} \bmod q\), where \(\left(\boldsymbol{s}^{\prime}, \boldsymbol{e}^{\prime}\right)\)
            is a permutation of \((\boldsymbol{s}, \boldsymbol{e})\)
    repeat
        Choose a random permutation matrix \(P \in \mathbb{Z}_{q}^{2 N \times 2 N}\).;
        Compute \((B \mid C)=\left(A \mid I_{N}\right) \cdot P^{-1}\) with \(B, C \in \mathbb{Z}_{q}^{N \times N}\).
    until \(C\) is invertible;
    \(\left(A^{\prime}, \boldsymbol{t}^{\prime}\right):=\left(C^{-1} B, C^{-1} \boldsymbol{t}\right)\);
```

Assume that $C$ is invertible with inverse $C^{-1} \in \mathbb{Z}_{q}^{N \times N}$. Then

$$
\left(C^{-1} B \mid I_{N}\right) \cdot P(\boldsymbol{s} \mid \boldsymbol{e})=C^{-1} \boldsymbol{t} \bmod q
$$

Define $A^{\prime}:=C^{-1} B \in Z_{q}^{N \times N},\left(\boldsymbol{s}^{\prime}, \boldsymbol{e}^{\prime}\right):=P(\boldsymbol{s} \mid \boldsymbol{e})$, and $\boldsymbol{t}^{\prime}=C^{-1} \boldsymbol{t}$. Then we obtain a new LWE instance

$$
A^{\prime} \boldsymbol{s}^{\prime}+\boldsymbol{e}^{\prime}=\boldsymbol{t}^{\prime}
$$

where the coordinates of $\left(\boldsymbol{s}^{\prime}, \boldsymbol{e}^{\prime}\right)$ are a permutation of the coordinates of $(\boldsymbol{s}, \boldsymbol{e})$. Notice that a random matrix is invertible over $\mathbb{Z}_{q}$ with probability $\prod_{i=1}^{N}\left(1-q^{-i}\right) \geq \frac{1}{4}$ [Wat 87$]$.

This gives us the algorithm Permute-LWE (Algorithm 2) with expected polynomial runtime $\mathcal{O}\left(N^{3}\right)$.

Any LWE key $\boldsymbol{v}=(\boldsymbol{s}, \boldsymbol{e}) \sim \mathcal{P}^{2 N}$ has expected weight $\mathrm{wt}_{i}(\boldsymbol{v})=2 N p_{i}$ for all $i$. Intuitively, if $\mathrm{wt}_{i}(\boldsymbol{v})$ is not significantly smaller than $2 N p_{i}$ for any $i$, then Permute-LWE should have a good chance to produce some $s^{\prime} \in \mathcal{C}(\mathcal{P})$. This motivates our following definition of well-balanced vectors.

Definition 2. Let $\mathcal{P}=\left(p_{-\eta}, \ldots, p_{\eta}\right)$ be a probability distribution. We call an $L W E$ key $(s, e) \sim \mathcal{P}^{2 N} c$-well-balanced if for any $-\eta \leq i \leq \eta$ and some constant $c,(\boldsymbol{s}, \boldsymbol{e})$ contains at least $2 N p_{i}-c \sqrt{N p_{i}}$ many $i$-entries.

We want to show that any randomly sampled vector $(s, e) \sim \mathcal{P}^{2 N}$ is $c$-wellbalanced with constant probability.

Lemma 2. Let $\mathcal{P}=\left(p_{-\eta}, \ldots, p_{\eta}\right)$ be a probability distribution. Then an LWEkey $(\boldsymbol{s}, \boldsymbol{e}) \sim \mathcal{P}^{2 N}$ is $c$-well-balanced with probability at least $1-(2 \eta+1) e^{-c^{2} / 4}$.

Proof. Let $X_{i}$ be a random variable for the number of $i$-entries in $(s, e) \sim \mathcal{P}^{2 N}$. Then $\mu:=\mathbb{E}\left[X_{i}\right]=2 N p_{i}$. We apply the Chernoff bound

$$
\operatorname{Pr}\left[X_{i} \leq(1-\delta) \mu\right] \leq e^{-\frac{\mu \delta^{2}}{2}}
$$

with the choice $\delta=\frac{c}{2 \sqrt{N p_{i}}}$, which yields

$$
\operatorname{Pr}\left[X_{i} \leq 2 N p_{i}-c \sqrt{N p_{i}}\right] \leq e^{-\frac{c^{2}}{4}}
$$

An application of the union bound shows the statement.

With Lemma 2, we know that, for large enough $c$, almost all keys are $c$-wellbalanced. Now, we want to show that any LWE instance with $c$-well-balanced keys $(\boldsymbol{s}, \boldsymbol{e})$ can be turned via Permute-LWE into an LWE-instance with a secret $s^{\prime}$ in the core set in subexponential time, for which we analyze our instantiations of LWE-SEARCH (Algorithm 1) in subsequent sections.

Lemma 3. Let $\mathcal{P}=\left(p_{-\eta}, \ldots, p_{\eta}\right)$ be a probability distribution, and $(A, \boldsymbol{t})$ be an $L W E$ instance with $c$-well-balanced LWE-key $(s, e) \sim \mathcal{P}^{2 N}$. Then on expectation Permute-LWE outputs an LWE instance $\left(A, \boldsymbol{t}^{\prime}\right)$ with $s^{\prime} \in \mathcal{C}(\mathcal{P})$ after $2^{\mathcal{O}(\sqrt{N})}$ trials.

Proof. Since $(\boldsymbol{s}, \boldsymbol{e})$ is $c$-well-balanced, we have $\mathrm{wt}_{i}(\boldsymbol{s}, \boldsymbol{e}) \geq 2 N p_{i}-c \sqrt{N p_{i}}$ for any $i \in\{-\eta, \ldots, \eta\}$. Thus, we obtain

$$
\operatorname{Pr}[\boldsymbol{s} \in \mathcal{C}(\mathcal{P})] \geq \frac{\binom{2 N p_{-\eta}-c \sqrt{N p_{-\eta}}}{N p_{-\eta}} \cdot \ldots \cdot\binom{2 N p_{\eta}-c \sqrt{N p_{\eta}}}{N p_{\eta}}}{\binom{2 N}{N}}
$$

Using Eq. (1) and neglecting polynomial terms we obtain for the exponent

$$
\log \operatorname{Pr}[s \in \mathcal{C}(\mathcal{P})] \geq-2 N+\sum_{i=-\eta}^{\eta} H\left(\frac{1}{2-\frac{c}{N p_{i}}}\right) \cdot\left(2-\frac{c}{\sqrt{N p_{i}}}\right) N p_{i}
$$

For any $x \leq \frac{1}{2}$ we have $H(x, 1-x) \geq 2(1-x)$, leading to

$$
\begin{aligned}
\log \operatorname{Pr}[s \in \mathcal{C}(\mathcal{P})] & \geq-2 N+\sum_{i=-\eta}^{\eta} 2\left(1-\frac{1}{2-\frac{c}{N p_{i}}}\right) \cdot\left(2-\frac{c}{\sqrt{N p_{i}}}\right) N p_{i} \\
& =-2 N+2 \sum_{i=-\eta}^{\eta}\left(1-\frac{c}{\sqrt{N p_{i}}}\right) N p_{i} \\
& =-2 c \sum_{i=-\eta}^{\eta} \sqrt{N p_{i}}=-\Theta(\sqrt{N})
\end{aligned}
$$

Thus, we expect that after $(\operatorname{Pr}[\boldsymbol{s} \in \mathcal{C}(\mathcal{P})])^{-1}=2^{\mathcal{O}(\sqrt{N})}$ iterations for PermuteLWE to output an LWE-instance with a secret $s$ in the core set $\mathcal{C}(\mathcal{P})$.

## 5 Instantiating LWE-SEARCH with Simple (Rep-0) Representations

In this section, we show how to instantiate LWE-SEARCH (Algorithm 1) from Section 3 with both $\boldsymbol{s}, \boldsymbol{e}$ sampled from the Centered Binomial distribution $\mathcal{B}(3)^{N}$. In the previous Section 4 we showed that for any distribution $\mathcal{P}$ it suffices to instantiate LWE-SEARCH with secret $s$ chosen from the core set $\mathcal{C}(\mathcal{P})$, that fixes all weights to their expectations, see Definition 1. Therefore, in the following we assume that $s \in \mathcal{C}(\mathcal{P})^{N}$.

Our first LWE-SEARCh instantiation is mainly for didactic reasons. We assume that the reader is not familiar with the representation technique. Therefore, we define an especially simple representation, called REP-0, to illustrate the analysis. In subsequent sections, we further refine and parametrize our representations, called REP-1, REP-2 and REP-3. While these refinements complicate the analysis, they also lead to significantly stronger results.

Representation Warmup To introduce the basic concept of representations, let us start for simplicity with a secret binary vector $s \in\{0,1\}^{N}$ with an even weight $\mathrm{wt}_{1}(\boldsymbol{s}) \equiv 0 \bmod 2$. We represent $s$ as the sum of two vectors $\boldsymbol{s}^{(1)}, \boldsymbol{s}^{(2)} \in\{0,1\}^{N}$ where $\boldsymbol{s}^{(1)}, \boldsymbol{s}^{(2)}$ both have half the weight $\mathrm{wt}_{1}\left(\boldsymbol{s}^{(1)}\right)=\mathrm{wt}_{1}\left(\boldsymbol{s}^{(2)}\right)=\frac{\mathrm{wt}_{1}(\boldsymbol{s})}{2}$.

Now, every 1-coefficient of $s$ can either be presented as $1+0$, i.e., a 1 in $\boldsymbol{s}^{(1)}$ and a 0 in $\boldsymbol{s}^{(2)}$, or vice versa as $0+1$. Every 0 -coefficient of $\boldsymbol{s}$ is uniquely represent by $0+0$, i.e., by a zero in both coefficients of $s^{(1)}, s^{(2)}$.

As an example, for the weight-4 vector $s=\left(\begin{array}{lllll}1 & 1 & 1 & 1 & 0\end{array}\right)$ we obtain the following $6=\binom{4}{2}$ representations

$$
\left.\begin{array}{rl}
s & =\left(\begin{array}{llllll}
1 & 1 & 0 & 0 & 0 & 0
\end{array}\right)+\left(\begin{array}{llllll}
0 & 0 & 1 & 1 & 0 & 0
\end{array}\right)=\left(\begin{array}{llllll}
1 & 0 & 1 & 0 & 0 & 0
\end{array}\right)+\left(\begin{array}{llllll}
0 & 1 & 0 & 1 & 0 & 0
\end{array}\right) \\
& =\left(\begin{array}{llllll}
1 & 0 & 0 & 1 & 0 & 0
\end{array}\right)+\left(\begin{array}{lllllll}
0 & 1 & 1 & 0 & 0 & 0
\end{array}\right) \\
& =\left(\begin{array}{lllll}
0 & 1 & 1 & 0 & 0
\end{array}\right)+\left(\begin{array}{llll}
1 & 0 & 0 & 1
\end{array} 0\right.
\end{array}\right)
$$

Rep-0 Let us define simple representations, called Rep-0, for $s \in\{-3, \ldots, 3\}^{N}$. Our representations are illustrated in Table 3. For instance, we represent a 3 in $s$ as either $1+2$ or $2+1$, whereas a 2 is represented uniquely as $1+1$. For negative numbers we simply change sign, e.g. -1 is represented as either $0+(-1)$ or $(-1)+0$. If a coefficient $i$ has two representations, then we represent half of its occurrences in $s$ with either representation.

As an example, for $s=\left(\begin{array}{lllll}3 & 3 & 2 & 1 & 1\end{array} 00\right.$ ), we obtain the $4=\binom{2}{1} \cdot\binom{2}{1}$ representations

$$
\left.\begin{array}{rl}
\boldsymbol{s} & =\left(\begin{array}{lllllll}
2 & 1 & 1 & 1 & 0 & 0 & 0
\end{array}\right)+\left(\begin{array}{lllllll}
1 & 2 & 1 & 0 & 1 & 0 & 0
\end{array}\right)=\left(\begin{array}{lllllll}
1 & 2 & 1 & 1 & 0 & 0 & 0
\end{array}\right)+\left(\begin{array}{lllllll}
2 & 1 & 1 & 0 & 1 & 0 & 0
\end{array}\right) \\
& =\left(\begin{array}{llllll}
2 & 1 & 1 & 0 & 1 & 0
\end{array}\right)+\left(\begin{array}{llllll}
1 & 2 & 1 & 1 & 0 & 0
\end{array}\right)
\end{array}\right)=\left(\begin{array}{llll}
1 & 2 & 1 & 0
\end{array} 1000\right)+\left(\begin{array}{llll}
2 & 1 & 1 & 1
\end{array} 00000\right) .
$$

Counting Representations Let $\mathcal{R}$ denote the number of representations of $\boldsymbol{s} \in\{-3, \ldots, 3\}^{N}$. Let $\mathcal{R}_{i}$ denote the number of representations for entry $i$.

| $i$ | Representations of $i$ |  |  |  |  |
| ---: | :--- | :--- | :--- | :--- | :--- |
| -3 | $-\mathbf{2 - 1}$ | $\mathbf{- 1}-\mathbf{2}$ |  |  |  |
| -2 |  | $-\mathbf{1}-\mathbf{1}$ |  |  |  |
| -1 |  | $-\mathbf{1}+\mathbf{0}$ | $\mathbf{0}-\mathbf{1}$ |  |  |
| 0 |  |  | $\mathbf{0}+\mathbf{0}$ |  |  |
| 1 |  |  | $\mathbf{0}+\mathbf{1}$ | $\mathbf{1}+\mathbf{0}$ |  |
| 2 |  |  |  | $\mathbf{1}+\mathbf{1}$ |  |
| 3 |  |  |  | $\mathbf{1}+\mathbf{2}$ | $\mathbf{2}+\mathbf{1}$ |

Table 3. Rep- 0 representations of $i \in\{-3, \ldots, 3\}$. Note the symmetry between $i$ and $-i$, allowing us to omit negative values in later versions of this table.


Fig. 1. LWE-Search tree in depth $d=3$ with relative weights for $\mathcal{B}(3)$.

Then $\mathcal{R}=\prod_{i=-3}^{3} \mathcal{R}_{i}$. Since we only consider distributions that are symmetric in 0 , we obtain $\mathcal{R}_{-i}=\mathcal{R}_{i}$. For $i \in\{-2,0,2\}$ we have unique representations and therefore $\mathcal{R}_{0}=\mathcal{R}_{2}=\mathcal{R}_{-2}=1$. For $i \in\{-3,-1,1,3\}$ we have two representations with equal splits instead, i.e.,

$$
\mathcal{R}_{1}=\mathcal{R}_{-1}=\binom{\mathrm{wt}_{1}(\boldsymbol{s})}{\frac{\mathrm{wt}_{1}(\boldsymbol{s})}{2}}, \quad \mathcal{R}_{3}=\mathcal{R}_{-3}=\binom{\mathrm{wt}_{3}(\boldsymbol{s})}{\frac{\mathrm{wt}_{3}(\boldsymbol{s})}{2}}
$$

As a conclusion, using Eq. (1) the number $\mathcal{R}$ of REP-0 representations is

$$
\begin{equation*}
\mathcal{R}=\binom{\mathrm{wt}_{1}(\boldsymbol{s})}{\frac{\mathrm{wt}_{1}(\boldsymbol{s})}{2}}^{2} \cdot\binom{\mathrm{wt}_{3}(\boldsymbol{s})}{\frac{\mathrm{wt}_{3}(\boldsymbol{s})}{2}}^{2}=\tilde{\Theta}\left(2^{2 \mathrm{wt}_{1}(\boldsymbol{s})+2 \mathrm{wt}_{3}(\boldsymbol{s})}\right) . \tag{3}
\end{equation*}
$$

### 5.1 Rep-0 Instantiation of LWE-SEARCH

In a nutshell, LWE-SEARCH enumerates candidates for the LWE secret $s$ in a list $L_{1}^{(0)}$. The candidates for $s$ are represented as sums of $\boldsymbol{s}_{1}^{(1)}$ and $\boldsymbol{s}_{2}^{(1)}$, enumerated in lists $L_{1}^{(1)}$ and $L_{2}^{(1)}$, respectively, see Fig. 1 for an illustration. LWE-SEARCH constructs candidates recursively, i.e., on level $j$ in the search tree of Fig. 1 we construct all candidates $s_{i}^{(j)}$ in list $L_{i}^{(j)}$ as the sum of candidates $s_{2 i-1}^{(j+1)}$ and $s_{2 i}^{(j+1)}$ in lists $L_{2 i-1}^{(j+1)}$ and $L_{2 i}^{(j+1)}$. In the simplified illustration of Fig. 1 we stopped the recursion in depth $d=3$, but in general we have to optimize $d$.

Weights In the root list $L_{1}^{(0)}$ we eventually enumerate the candidates for $\boldsymbol{s}$. Recall that $s \in \mathcal{B}(3)^{N}$ and $\mathcal{B}(3)$ has by Eq. (2) probability distribution

$$
\left(p_{-3}, \ldots, p_{3}\right)=\left(\frac{1}{64}, \frac{6}{64}, \frac{15}{64}, \frac{20}{64}, \frac{15}{64}, \frac{6}{64}, \frac{1}{64}\right) .
$$

As shown in Section 4, in the root list $L_{1}^{(0)}$, it suffices to enumerate only vectors $s \in \mathcal{C}\left(\mathcal{B}(3)^{N}\right)$ from the core set with weights $p_{-3} N, \ldots, p_{3} N$. For notational convenience let us define relative (to $N$ ) weights $\omega_{i}^{(j)}:=\frac{\mathrm{wt}_{i}(s)}{N}$ for entry $i$ on level $j$ of our LWE-SEARCH tree, see also Fig. 1. On the root level, we have relative weights $\omega_{i}^{(0)}=p_{i}$. Since we only consider symmetric distributions, for ease of exposition, we write $\omega_{-i}^{(j)}:=\omega_{i}^{(j)}$ on all levels $j$.

From Table 3 we deduce the relative weights on level $j<d$ recursively as

$$
\begin{array}{ll}
\omega_{0}^{(j)}=\frac{2 \omega_{0}^{(j-1)}+2 \omega_{1}^{(j-1)}}{2}, & \omega_{1}^{(j)}=\frac{\omega_{1}^{(j-1)}+2 \omega_{2}^{(j-1)}+\omega_{3}^{(j-1)}}{2} \\
\omega_{2}^{(j)}=\frac{\omega_{3}^{(j-1)}}{2}, & \omega_{3}^{(j)}=0
\end{array}
$$

On level $d$, LWE-SEARCH uses a classical Meet-in-the-Middle strategy (without representations) that splits the weights evenly. Thus, we obtain

$$
\begin{array}{ll}
\omega_{1}^{(d)}=\frac{\omega_{1}^{(d-1)}}{2}, & \omega_{2}^{(d)}=\frac{\omega_{2}^{(d-1)}}{2} \\
\omega_{3}^{(d)}=\frac{\omega_{3}^{(d-1)}}{2}, & \omega_{0}^{(d)}=1-2\left(\omega_{1}^{(d)}+\omega_{2}^{(d)}+\omega_{3}^{(d)}\right) .
\end{array}
$$

The values of all relative weights for $\mathcal{B}(3)$ on all levels are summarized in Fig. 1.
As an example, in both level-1 lists $L_{1}^{(1)}, L_{2}^{(1)}$ all vectors $s_{i}^{(1)}$ have $\mathrm{wt}_{0}\left(s_{i}^{(1)}\right)=\frac{70}{128} N$ many 0 -entries, $\mathrm{wt}_{1}\left(s_{i}^{(1)}\right)=\frac{28}{128} N$ many $\pm 1$-entries each, $\mathrm{wt}_{2}\left(s_{i}^{(1)}\right)=\frac{1}{128} N$ many $\pm 2$-entries each, and no $\pm 3$-entries.

Search Spaces Now that we fixed the weight distributions on all levels of our LWE-SEARCH tree we can define search spaces, i.e., the amount $\mathcal{S}^{(j)}$ of vectors on level $j$ that satisfy our weight distributions. We obtain

$$
\begin{align*}
\mathcal{S}^{(j)} & =\binom{N}{\omega_{0}^{(j)} N, \omega_{1}^{(j)} N, \omega_{1}^{(j)} N, \ldots, \omega_{3}^{(j)} N, \omega_{3}^{(j)} N} \\
& =\tilde{\Theta}\left(2^{H\left(\omega_{0}^{(j)}, \omega_{1}^{(j)}, \omega_{1}^{(j)}, \ldots, \omega_{3}^{(j)}, \omega_{3}^{(j)}\right) N}\right) . \tag{4}
\end{align*}
$$

Representations and Lists. Recall that our secret $s$ has many representations as the sum of two vectors. LWE-SEARCH uses the representations to significantly reduce search spaces. More precisely, if on level $j$ we have $\mathcal{R}^{(j)}$ representations, then we cut the search space by a random $\frac{1}{\mathcal{R}^{(j)}}$-factor such that on expectation only a single representation remains. This search space reduction is the representation technique's core idea.

From Eq. (3), we already know the amount of representations on level 1. Let $\mathcal{R}^{(j)}$ denote the amount of level- $j$ representations, then $\mathcal{R}^{(1)}:=\mathcal{R}$, and Eq. (3) easily generalizes to

$$
\begin{equation*}
\mathcal{R}^{(j+1)}=\tilde{\Theta}\left(2^{\left(2 \omega_{1}^{(j)}+2 \omega_{3}^{(j)}\right) N}\right) \tag{5}
\end{equation*}
$$

Recall that in the root list $L_{1}^{(0)}$ we store candidate secret keys $s$, i.e.,

$$
L_{1}^{(0)}=\left\{\boldsymbol{s} \in \mathcal{C}(\mathcal{B}(3)) \mid A \cdot \boldsymbol{s}-\boldsymbol{t} \in\{-3, \ldots, 3\}^{N}\right\} .
$$

At level 1 of the search tree, we have $\mathcal{R}^{(1)}$ many representations of $s$. Therefore, we have to cut the search space $\mathcal{S}^{(1)}$ by an $\frac{1}{\mathcal{R}^{(1)}}$-fraction. Let

$$
r^{(1)}:=\left\lfloor\log _{q}\left(\mathcal{R}^{(1)}\right)\right\rfloor=\mathcal{O}\left(\frac{N}{\log N}\right) .
$$

Let $\pi_{r}$ denote the projection on the last $r$ coordinates. In LWE-Search we guess $\boldsymbol{e}_{r}:=\pi_{r^{(1)}}(\boldsymbol{e})$ in subexponential time $\mathcal{O}\left(7^{r^{(1)}}\right)=2^{\mathcal{O}\left(\frac{N}{\operatorname{Nog} N}\right)}$.

Let $s_{1}^{(1)}, s_{2}^{(1)}$ be a representation of the secret key $s$. Then $A s_{1}^{(1)}+\boldsymbol{e}=\boldsymbol{t}-A s_{2}^{(1)}$, which implies

$$
\begin{equation*}
\pi_{r^{(1)}}\left(A s_{1}^{(1)}\right)+\boldsymbol{e}_{r}=\pi_{r^{(1)}}\left(\boldsymbol{t}-A s_{2}^{(1)}\right) . \tag{6}
\end{equation*}
$$

By the randomness of $A$, the left and right hand side of Eq. (6) takes random values in $\mathbb{Z}_{q}^{r^{(1)}}$. Thus, for every target value $\boldsymbol{v} \in \mathbb{Z}_{q}^{r^{(1)}}$ any representation $s_{1}, s_{2}$ of $s$ takes on both sides of Eq. (6) value $\boldsymbol{v}$ with probability $q^{-r^{(1)}}$. As a consequence, we expect that $\mathcal{R}^{(1)} \cdot q^{-r^{(1)}} \geq 1$ representations take value $\boldsymbol{v}$. For ease of exposition, we choose $\boldsymbol{v}=\mathbf{0}^{\boldsymbol{r}^{(1)}}$ in the following, but in a real implementation one could randomize target values $\boldsymbol{v}$. Hence, we define level- 1 lists
$L_{1}^{(1)}:=\left\{s_{1}^{(1)} \mid \pi_{r^{(1)}}\left(A s_{1}^{(1)}\right)=-\boldsymbol{e}_{r}\right\}, \quad L_{2}^{(1)}:=\left\{s_{2}^{(1)} \mid \pi_{r^{(1)}}\left(\boldsymbol{t}-A s_{2}^{(1)}\right)=\mathbf{0}^{r^{(1)}}\right\}$.
On level 2 to $d-1$, we algorithmically take the same approach as on level 1 . As an example, let us derive the level-2 list descriptions. On level 2, we have $\mathcal{R}^{(2)}$ representations, and thus cut the search space $\mathcal{S}^{(2)}$ by an $\frac{1}{\mathcal{R}^{(2)}}$-fraction. To this end, define $r^{(2)}:=\left\lfloor\log _{q}\left(\mathcal{R}^{(2)}\right)\right\rfloor$ (We generally assume that $r^{(j)} \geq r^{(j-1)}$, this can be achieved by using $\tilde{r}^{(j)}:=\max _{j^{\prime} \leq j}\left\{r^{\left(j^{\prime}\right)}\right\}$ instead). Let $s_{1}^{(2)}, s_{2}^{(2)}$ and $s_{3}^{(2)}, s_{4}^{(2)}$ be representations of $s_{1}^{(1)}$ and $s_{2}^{(1)}$, respectively. Then we obtain level-2 lists
$L_{1}^{(2)}:=\left\{s_{1}^{(2)} \mid \pi_{r^{(2)}}\left(A s_{1}^{(2)}\right)=\mathbf{0}^{r^{(2)}}\right\}, \quad L_{2}^{(2)}:=\left\{s_{2}^{(2)} \mid \pi_{r^{(2)}}\left(A s_{2}^{(2)}+\boldsymbol{e}_{r}\right)=\mathbf{0}^{r^{(2)}}\right\}$, $\left.L_{3}^{(2)}:=\left\{s_{3}^{(2)} \mid \pi_{r^{(2)}}\left(\boldsymbol{t}-A s_{3}^{(2)}\right)=\mathbf{0}^{r^{(2)}}\right\}, \quad L_{4}^{(2)}:=\left\{s_{4}^{(2)} \mid \pi_{r^{(2)}}\left(A s_{4}^{(2)}\right)\right)=\mathbf{0}^{r^{(2)}}\right\}$.

Eventually, all level- $d$ lists are constructed in a standard Meet-in-the-Middle manner by splitting each $s_{i}^{(d-1)}$ in two $N / 2$-dimensional vectors $s_{2 i-1}^{(d)}, s_{2 i}^{(d)}$.

Runtime Analysis. The level- $d$ lists are constructed by a classical square-root complexity Meet-in-the-Middle approach for a search space of size $\mathcal{S}^{(d-1)}$. On levels $1 \leq j<d$, we enumerate an $\frac{1}{\mathcal{R}^{(j)}}$-fraction of the search space size $\mathcal{S}^{(j)}$. Overall, we obtain lists of sizes

$$
\begin{equation*}
\mathcal{L}^{(d)}=\sqrt{\mathcal{S}^{(d-1)}}, \quad \mathcal{L}^{(j)}=\frac{\mathcal{S}^{(j)}}{\mathcal{R}^{(j)}} \text { for } 1 \leq j<d . \tag{7}
\end{equation*}
$$

| $d$ | $\log \mathcal{T}^{(0)}$ | $\log \mathcal{T}^{(1)}$ | $\log \mathcal{T}^{(2)}$ | $\log \mathcal{T}^{(3)}$ | $\log \mathcal{T}^{(4)}$ | $\log \mathcal{M}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | $1.090 N$ | $\mathbf{1 . 1 0 3 N}$ | $.583 N$ | $.510 N$ | - | $1.045 N$ |
| 4 | $1.090 N$ | $\mathbf{1 . 1 0 3 N}$ | $.605 N$ | $.405 N$ | $.320 N$ | $1.045 N$ |

Table 4. Rep- 0 complexity exponents for $\mathcal{B}(3)^{N}$ using LWE-Search with depths $d=3,4$. Bold exponents indicate the dominating term.

Since root list $L_{1}^{(0)}$ can be constructed on-the-fly and must not be stored, we obtain a total memory consumption of $\mathcal{M}=\max \left\{\mathcal{L}^{(j)}\right\}$.

Let $r^{(d)}=0$. For constructing lists on level $1 \leq j<d$, we match two neighboring lists $L_{2 i-1}^{(j+1)}, L_{2 i}^{(j+1)}$ of size $\mathcal{L}^{(j+1)}$ on $r^{(j)}-r^{(j+1)}$ coordinates into a list $L_{i}^{(j)}$. Neglecting low order terms (e.g. for sorting), this can be done in time

$$
\begin{equation*}
\mathcal{T}^{(j)}=\max \left\{\mathcal{L}^{(j+1)}, \frac{\left(\mathcal{L}^{(j+1)}\right)^{2}}{q^{r^{(j)}-r^{(j+1)}}}\right\} \tag{8}
\end{equation*}
$$

We then filter out all $s_{i}^{(j)} \in L_{i}^{(j)}$ that do not have the correct weight distribution, resulting in list size $\mathcal{L}^{(j)}$.

The root list $L_{1}^{(0)}$ results from approximately matching both level-1 lists of size $\mathcal{L}^{(1)}$ via Odlyzko's hash function on the remaining $N-r^{(1)}$ coordinates that were previously unmatched. This can be done in time

$$
\begin{equation*}
\mathcal{T}^{(0)}=\max \left\{\mathcal{L}^{(1)}, \frac{\left(\mathcal{L}^{(1)}\right)^{2}}{2^{N-r^{(1)}}}\right\} \tag{9}
\end{equation*}
$$

We obtain as total runtime complexity

$$
\begin{equation*}
\mathcal{T}=\max \left\{\mathcal{T}^{(0)}, \ldots, \mathcal{T}^{(d-1)}\right\} \tag{10}
\end{equation*}
$$

We analyzed LWE-SEARCH in depths $d=3,4$. All runtime exponents are given in Table 4. We observe that depth 3 is already sufficient, since depth 4 does not reduce the maximal exponent. The analysis for $d=3$ is detailed in the proof of the following theorem.

Theorem 1 (REP-0). Under the MLWE Representation Heuristic the following holds. Let $(A, \boldsymbol{t}) \in \mathbb{Z}_{q}^{N \times N} \times \mathbb{Z}_{q}^{N}$ be an (M)LWE instance with $q=\Omega(N)$ and secret keys $\boldsymbol{s}, \boldsymbol{e} \sim \mathcal{B}(3)^{N}$, where $N=n k$ for MLWE. Then LWE-SEARCH instantiated with REP-0 representations finds $s$ (with constant probability) within time $\mathcal{O}\left(2^{1.103 N}\right)$.

Proof. The correctness of LWE-SEARCh follows by the discussion above. It remains to show that LWE-SEARCH terminates in time $\mathcal{O}\left(2^{1.103 N}\right)$.

We use the runtime formulas from Eqs. (8) and (9). Using Eqs. (7),(4) and (5) for list size, search space size and representations, this results in

$$
\begin{aligned}
& \mathcal{T}^{(0)}=\frac{\left(\mathcal{L}^{(1)}\right)^{2}}{2^{N-r^{(1)}}=2^{\left(2\left(H\left(\frac{1}{128}, \frac{28}{128}, \frac{70}{128}, \frac{28}{128}, \frac{1}{128}\right)-2 \frac{15}{64}-2 \frac{1}{64}\right)-1+o(1)\right) N}=\mathcal{O}\left(2^{1.090 N}\right),} \\
& \mathcal{T}^{(1)}=\frac{\left(\mathcal{L}^{(2)}\right)^{2}}{q^{r(1)}-r^{(2)}}=\tilde{\Theta}\left(2^{\left(2 H\left(\frac{30}{256}, \frac{196}{256}, \frac{30}{256}\right)-2 \frac{15}{64}-2 \frac{1}{64}-2 \frac{28}{128}\right) N}\right)=\mathcal{O}\left(2^{1.103 N}\right), \\
& \mathcal{T}^{(2)}=\frac{\left(\mathcal{L}^{(3)}\right)^{2}}{q^{r(2)}-r^{(3)}}=\tilde{\Theta}\left(2^{\left(2 H\left(\frac{30}{256}, \frac{196}{256}, \frac{30}{256}\right) / 2-2 \frac{28}{128}\right) N}\right)=\mathcal{O}\left(2^{0.583 N}\right), \\
& \mathcal{T}^{(3)}=\mathcal{L}^{(3)}=\tilde{\Theta}\left(2^{\left(H\left(\frac{30}{256}, \frac{196}{256}, \frac{30}{256}\right) / 2\right) N}\right)=\mathcal{O}\left(2^{0.51 N}\right) .
\end{aligned}
$$

Thus, due to (10), LWE-Search terminates in time $\max \mathcal{T}^{(j)}=\mathcal{O}\left(2^{1.103 N}\right)$.

## 6 More Representations

In this section, we enhance our representations to significantly reduce the LWESearch runtime from Theorem 1. Our first refined representation Rep-1 can be seen as an introduction to parametrization in the representation technique, where we add additional $\pm 1$ 's to represent 0 -entries as $1+(-1)$ and $(-1)+1$.

We then parametrize to the full extent by adding in additional $\pm 2$ 's and $\pm 3$ 's in Rep- 2 and REP-3. The parameters used in Theorems 2 and 3 were found using the method described in Appendix 8.

### 6.1 REP-1 Representations

Our REP-1 representations are illustrated in Table 5. We introduce a parameter $\varepsilon^{(j)} \in[0,1], 1 \leq j<d$ for the additional number of $\pm 1$ 's on level $j$. I.e., if we have $\omega_{0}^{(j-1)} N$ many entries 0 on level $j-1$, we represent $\varepsilon^{(j)} N$ many as $1+(-1)$, and $\varepsilon^{(j)} N$ many as $(-1)+1$. The remaining $\left(\omega_{0}^{(j-1)}-2 \varepsilon^{(j)}\right) N 0$-entries are still represented as $0+0$.

Recall that Rep-0 represented $s=\left(\begin{array}{lllll}3 & 3 & 2 & 1 & 0\end{array}\right)$ as

$$
\begin{aligned}
& =\left(\begin{array}{llllll}
2 & 1 & 1 & 0 & 0 & 0
\end{array}\right)+\left(\begin{array}{lllll}
1 & 1 & 1 & 0 & 0
\end{array}\right)=\left(\begin{array}{lllll}
1 & 1 & 0 & 1 & 0
\end{array}\right)+(2111000) .
\end{aligned}
$$

With Rep- 1 and $\varepsilon=\frac{1}{7}$, we obtain the $8=\binom{2}{1,1,0}\binom{2}{1}\binom{2}{1}$ representations

$$
\begin{aligned}
& =(21101-11)+(121101-1)=\left(\begin{array}{llll}
1 & 1 & 1 & 1-11
\end{array}\right)+(211101-1) .
\end{aligned}
$$

| $i$ | Representations of $i$ |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :---: | :---: |
| 0 |  |  | $\mathbf{0}+\mathbf{0}$ | $1-1$ |  |  |
|  |  |  |  |  |  |  |
| 1 |  | $\mathbf{0}+\mathbf{1}$ | $\mathbf{1}+\mathbf{0}$ |  |  |  |
| 2 |  |  | $\mathbf{1}+\mathbf{1}$ |  |  |  |
| 3 |  |  | $\mathbf{1}+\mathbf{2}$ | $\mathbf{2}+\mathbf{1}$ |  |  |$]$

Table 5. Rep-1 representations of $i \in\{0,1,2,3\}$, magenta-colored representations are new.

Most formulas from Section 5 remain unchanged. We only increase the number of 0-representations

$$
\mathcal{R}_{0}^{(j)}=\binom{\omega_{0}^{(j-1)} N}{\varepsilon^{(j)} N, \varepsilon^{(j)} N, .}
$$

at the cost of slightly increased search spaces $\mathcal{S}^{(j)}$, reflected by different weights
$\omega_{0}^{(j)}=\frac{2 \omega_{0}^{(j-1)}+2 \omega_{1}^{(j-1)}-4 \varepsilon^{(j)}}{2}, \quad \omega_{1}^{(j)}=\frac{\omega_{1}^{(j-1)}+2 \omega_{2}^{(j-1)}+\omega_{3}^{(j-1)}+2 \varepsilon^{(j)}}{2}$.

Theorem 2 (REp-1). Under the MLWE Representation Heuristic the following holds. Let $(A, \boldsymbol{t}) \in \mathbb{Z}_{q}^{N \times N} \times \mathbb{Z}_{q}^{N}$ be an (M)LWE instance with $q=\Omega(N)$ and secret keys $\boldsymbol{s}, \boldsymbol{e} \sim \mathcal{B}(3)^{N}$, where $N=n k$ for MLWE. Then LWE-SEARCH instantiated with REP-1 representations finds $s$ (with constant probability) within time $\mathcal{O}\left(2^{0.787 N}\right)$.

Proof. Analogous to the proof of Theorem 1, parameters are presented in Table 6 . The desired complexity $\mathcal{O}\left(2^{0.787 N}\right)$ is achieved with tree depth $d=3$.

Notice that the -in comparison to REP-0- only slightly more advanced Rep-1 representations lowered the exponent $1.103 N$ from Theorem 1 already significantly down to $0.787 N$. In Section 6.2 we study way more advanced representations that lower to even $0.388 N$ (REP-2) and $0.371 N$ (REP-3). The small improvement from REP-3 over REP-2 however indicates that we are converging. We conjecture that even more complex representations would only provide marginal improvements over REP-3.

### 6.2 Rep-2, REP-3 Representations

Our Rep-2 and Rep-3 representations are illustrated in Table 7. While our Rep1 representations only allowed for two more representations of 0 , our REP-2 and eventually REP-3 representations heavily increase the number of representations (e.g. 7 representations for 0 ) for all elements (e.g. still 4 representations of 3 ).

Parametrization Note that we define REP- $k$ such that for every $0 \leq \ell \leq k$ the parameters of REP- $\ell$ are contained in REP- $k$.

To express the amount of additionally added $\pm 1, \pm 2, \pm 3$, we define parameters $\varepsilon_{10}^{(j)}, \varepsilon_{20}^{(j)}, \varepsilon_{21}^{(j)}, \varepsilon_{22}^{(j)}, \varepsilon_{30}^{(j)}, \varepsilon_{31}^{(j)}, \varepsilon_{32}^{(j)}, \varepsilon_{33}^{(j)} \in[0,1]$, where $\varepsilon_{10}^{(j)}=\varepsilon^{(j)}$ from REP-1 and $\varepsilon_{30}^{(j)}, \varepsilon_{31}^{(j)}, \varepsilon_{32}^{(j)}, \varepsilon_{33}^{(j)}$ are REP-3 parameters only.

These parameters are to be understood as follows. Let $s_{i}^{(j-1)}$ be a level-$(j-1)$ vector, represented by $s_{2 i-1}^{(j)}, \boldsymbol{s}_{2 i}^{(j)}$. On level $j$, we replace $2 \varepsilon_{i k}^{(j)} N$ of the Rep-0 representations of $k$ with $\varepsilon_{i k}^{(j)} N$ representations $i+(k-i)$ and $\varepsilon_{i k}^{(j)} N$ representations $(k-i)+i$ in $s_{2 i-1}^{(j)}, s_{2 i}^{(j)}$.

To unify notation, we always choose $i$ such that $i \geq k-i$ (e.g. we write $\varepsilon_{22}^{(j)}$ instead of $\varepsilon_{02}^{(j)}$ ). In summary, $\varepsilon_{i k}^{(j)}$ is a parameter for REP- $\ell$ if and only if $\max \left\{0, \frac{k+1}{2}\right\}<i \leq \ell$.

Example Let us have a look at $\boldsymbol{s}^{(j-1)}=\left(\begin{array}{ll}2 & 2\end{array} 2222\right)$. Let $\varepsilon_{22}^{(j)}=\varepsilon_{32}^{(j)}=\frac{1}{6}$ and $\varepsilon_{i k}^{(j)}=0$ for all other possible $i k$. By definition of $\varepsilon_{i k}^{(j)}$, we represent exactly one coefficient of $s$ as $2=3-1, \quad 2=2+0, \quad 2=0+2, \quad 2=-1+3$ each. The two remaining coefficients are represented as $2=1+1$, i.e., the REP-0 representation.

This leads to $\binom{6}{1,1,1,1,2}=360$ representations, where for comparison with Rep- 1 we only had the unique representation $s=\left(\begin{array}{llllll}1 & 1 & 1 & 1 & 1 & 1\end{array}\right)+\left(\begin{array}{lllll}1 & 1 & 1 & 1 & 1\end{array}\right)$.

For fixed $\varepsilon_{i k}^{(j)}$, we calculate the new formulas for $\mathcal{R}_{i}^{(j)}$ as
$\mathcal{R}_{0}^{(j)}=\binom{\omega_{0}^{(j-1)} N}{\varepsilon_{10}^{(j)} N, \varepsilon_{10}^{(j)} N, \varepsilon_{20}^{(j)} N, \varepsilon_{20}^{(j)} N, \varepsilon_{30}^{(j)} N, \varepsilon_{30}^{(j)} N,},$.
$\mathcal{R}_{1}^{(j)}=\binom{\omega_{1}^{(j-1)} N}{\varepsilon_{21}^{(j)} N, \varepsilon_{21}^{(j)} N, \varepsilon_{31}^{(j)} N, \varepsilon_{31}^{(j)} N, \frac{\omega_{1}^{(j-1)}-2 \varepsilon_{21}^{(j)}-2 \varepsilon_{31}^{(j)}}{2} N, \frac{\omega_{1}^{(j-1)}-2 \varepsilon_{21}^{(j)}-2 \varepsilon_{31}^{(j)}}{2} N}$,
$\mathcal{R}_{2}^{(j)}=\binom{\omega_{2}^{(j-1)} N}{\varepsilon_{22}^{(j)} N, \varepsilon_{22}^{(j)} N, \varepsilon_{32}^{(j)} N, \varepsilon_{32}^{(j)} N, \cdot}$,
$\mathcal{R}_{3}^{(j)}=\binom{\omega_{3}^{(j-1)} N}{\varepsilon_{33}^{(j)} N, \varepsilon_{33}^{(j)} N, \frac{\omega_{3}^{(j-1)}-2 \varepsilon_{33}^{(j)}}{2} N, \frac{\omega_{3}^{(j-1)}-2 \varepsilon_{33}^{(j)}}{2} N}$

| $d$ | $j$ | $\varepsilon^{(j)}$ | $\log \mathcal{T}^{(j)}$ | $\log \mathcal{L}^{(j)}$ |
| :---: | :---: | :---: | :---: | :---: |
| 2 | 0 | - | . 810 N | 0 |
|  | 1 | . 036 | .813N | . 810 N |
|  | 2 | - | .813N | . 813 N |
| 3 | 0 | - | . 718 N | 0 |
|  | 1 | . 073 | . 787 N | . 718 N |
|  | 2 | . 028 | . 6555 N | . 436 N |
|  | 3 | - | . 655 N | . 655 N |


| $d$ | $j$ | $\varepsilon^{(j)}$ | $\log \mathcal{T}^{(j)}$ | $\log \mathcal{L}^{(j)}$ |
| :---: | :---: | :---: | :---: | :---: |
|  | 0 | - | $.718 N$ | 0 |
|  | 1 | .073 | $.787 N$ | $.718 N$ |
| 4 | 2 | .028 | $.503 N$ | $.436 N$ |
|  | 3 |  | $.503 N$ | $.503 N$ |
|  | 4 | - | $.433 N$ | $.433 N$ |

Table 6. Rep-1 complexity exponents for $\mathcal{B}(3)^{N}$ using LWE-Search with depths $d=2,3,4$ and optimized $\varepsilon^{(j)}$. Bold exponents indicate the dominating term.

| $i$ | Representations of $i$ |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | $-3+3$ | $-\mathbf{2 + 2}$ | $-1+1$ | $\mathbf{0 + 0}$ | $1-1$ | $\mathbf{2 - 2}$ | $3-3$ |
| 1 |  | $-2+3$ | $-1+\mathbf{2}$ | $\mathbf{0 + 1}$ | $\mathbf{1}+\mathbf{0}$ | $2-1$ | $3-2$ |
| 2 |  |  | $-1+3$ | $0+\mathbf{2}$ | $\mathbf{1}+\mathbf{1}$ | $2+0$ | $3-1$ |
| 3 |  |  |  | $0+3$ | $\mathbf{1}+\mathbf{2}$ | $\mathbf{2}+\mathbf{1}$ | $3+0$ |

Table 7. Representations of $i \in\{0,1,2,3\}$ under Rep-2 and Rep-3; magenta-colored representations are added with Rep- 1 ; orange-colored representations are added with Rep-2; blue-colored representations are added with Rep-3.
and for $\omega_{i}^{(j)}$ as

$$
\begin{aligned}
& \omega_{1}^{(j)}=\frac{\omega_{1}^{(j-1)}+2 \omega_{2}^{(j-1)}+\omega_{3}^{(j-1)}+2 \varepsilon_{10}^{(j)}-4 \varepsilon_{22}^{(j)}-2 \varepsilon_{31}^{(j)}-2 \varepsilon_{32}^{(j)}-2 \varepsilon_{33}^{(j)}}{2}, \\
& \omega_{2}^{(j)}=\frac{\omega_{3}^{(j-1)}+2 \varepsilon_{20}^{(j)}+2 \varepsilon_{21}^{(j)}+2 \varepsilon_{22}^{(j)}+2 \varepsilon_{31}^{(j)}-2 \varepsilon_{33}^{(j)}}{2}, \\
& \omega_{3}^{(j)}=\frac{2 \varepsilon_{30}^{(j)}+2 \varepsilon_{31}^{(j)}+2 \varepsilon_{32}^{(j)}+2 \varepsilon_{33}^{(j)}}{2}, \\
& \omega_{0}^{(j)}=\frac{2 \omega_{0}^{(j-1)}+2 \omega_{1}^{(j-1)}-4 \varepsilon_{10}^{(j)}-4 \varepsilon_{20}^{(j)}-4 \varepsilon_{21}^{(j)}+4 \varepsilon_{22}^{(j)}-4 \varepsilon_{30}^{(j)}-4 \varepsilon_{31}^{(j)}+4 \varepsilon_{33}^{(j)}}{2} .
\end{aligned}
$$

For a consistency check, verify that

$$
\omega_{0}^{(j)}+2 \omega_{1}^{(j)}+2 \omega_{2}^{(j)}+2 \omega_{3}^{(j)}=\omega_{0}^{(j-1)}+2 \omega_{1}^{(j-1)}+2 \omega_{2}^{(j-1)}+2 \omega_{3}^{(j-1)}
$$

Inductively, by definition of level 0 , we obtain

$$
\omega_{0}^{(j)}+2 \omega_{1}^{(j)}+2 \omega_{2}^{(j)}+2 \omega_{3}^{(j)}=\omega_{0}^{(0)}+2 \omega_{1}^{(0)}+2 \omega_{2}^{(0)}+2 \omega_{3}^{(0)}=\sum_{-3}^{3} p_{i}=1
$$

Optimization of parameters leads to our following main result.
Theorem 3 (main result). Under the MLWE Representation Heuristic the following holds. Let $(A, \boldsymbol{t}) \in \mathbb{Z}_{q}^{N \times N} \times \mathbb{Z}_{q}^{N}$ be an (M)LWE instance with $q=$ $\Omega(N)$ and secret keys $s, \boldsymbol{e} \sim \mathcal{B}(3)^{N}$, where $N=n k$ for $M L W E$. Then LWESEARCH finds $\boldsymbol{s}$ (with constant probability) within time $\mathcal{O}\left(2^{0.388 N}\right)$ (for REP-2), respectively $\mathcal{O}\left(2^{0.371 N}\right)$ (for REP-3).

Proof. Analogous to the proof of Theorem 1. Optimization parameters for respective tree depths can be found in Table 8.

## 7 Other Distributions - Ternary, $\mathcal{B}(2)$, and Uniform

We apply our in previous sections developed representation technique to other distributions of cryptographic interest. Throughout this section, we only focus
on the best results that we achieve with REP- 3 representations. Every parameter set was found by using the method described in Appendix 8.

First, we analyze ternary keys $s \in\{-1,0,1\}^{N}$ of varying weight, as used e.g. in the cryptosystems NTRU [CDH $\left.{ }^{+} 19, B C L v V 19\right]$, BLISS [DDLL13], and GLP [GLP12]. We slightly improve over [May21] for large weight keys.

Second, we study the Centered Binomial distribution $\mathcal{B}(\eta)$ for $\eta=1,2,3$. Notice that $\mathcal{B}(3)^{n k}$ is used in Kyber with $n k=512$, whereas $\mathcal{B}(2)^{n k}$ is used in KYBER with larger security parameters $n k=768$ and $n k=1024$.

Eventually, we study Uniform distributions in the range $[-\eta, \ldots, \eta]$ for $\eta=1,2,3$. Naturally, uniformly distributed keys are widely used in cryptography, a prominent example being Dilithium with secret keys uniformly sampled from $\{-2, \ldots, 2\}^{n k}$, where $n k=1024$ or $n k=2048$.

### 7.1 Ternary Keys - Featuring NTRU, BLISS and GLP

We define a weighted ternary distribution as follows.
Definition 3. Let $0 \leq \omega \leq 1$. We denote the weighted ternary distribution

$$
\mathcal{T}(\omega):=\left(p_{-1}, p_{0}, p_{1}\right)=\left(\frac{\omega}{2}, 1-\omega, \frac{\omega}{2}\right) .
$$

Some NTRU versions [HPS98] sample keys from the core set $\mathcal{C}(\mathcal{T}(\omega))$, see Definition 1, i.e., with fixed expected weights. Other NTRU versions [CDH $\left.{ }^{+} 19\right]$ sample directly from $\mathcal{T}(\omega)^{N}$. Our new techniques also apply to the latter probabilistic versions.

| Rep. | $j$ | $\varepsilon_{10}^{(j)}$ | $\varepsilon_{20}^{(j)}$ | $\varepsilon_{21}^{(j)}$ | $\varepsilon_{22}^{(j)}$ | $\varepsilon_{30}^{(j)}$ | $\varepsilon_{31}^{(j)}$ | $\varepsilon_{32}^{(j)}$ | $\varepsilon_{33}^{(j)}$ | $\log \mathcal{T}^{(j)}$ | $\log \mathcal{L}^{(j)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Rep-2 | 0 | - - |  |  |  |  |  |  |  | . 316 N | 0 |
|  | 1 | . 075 | . 018 | . 032 | . 023 |  |  |  |  | . 388 N | . 316 N |
|  | 2 | . 061 | . 004 | . 014 | . 019 |  |  |  |  | . 388 N | . 350 N |
|  | 3 | . 053 | . 001 | . 004 | . 007 |  |  |  |  | . 388 N | . 366 N |
|  | 4 | . 028 |  | . 001 | . 002 |  |  |  |  | . 388 N | . 382 N |
|  | 5 | . 007 |  |  |  |  |  |  |  | . 388 N | . 388 N |
|  | 6 | - |  |  |  |  |  |  |  | . 382 N | . 382 N |
| Rep-3 | 0 | - |  |  |  |  |  |  |  | . 297 N | 0 |
|  | 1 | . 072 | . 011 | . 024 | . 020 |  | . 003 | . 003 | . 001 | . $371 N$ | . 297 N |
|  | 2 | . 078 | . 004 | . 016 | . 015 |  |  | . 001 | . 001 | . 371 N | . 316 N |
|  | 3 | . 070 | . 001 | . 007 | . 007 |  |  |  |  | . 371 N | . 329 N |
|  | 4 | . 046 |  | . 002 | . 002 |  |  |  |  | . 371 N | . 348 N |
|  | 5 | . 023 |  |  |  |  |  |  |  | . 371 N | . 360 N |
|  | 6 | . 003 |  |  |  |  |  |  |  | . 356 N | . 356 N |
|  | 7 |  |  |  |  |  |  |  |  | . 316 N | . 316 N |

Table 8. Rep-2 and Rep-3 complexity exponents for $\mathcal{B}(3)^{N}$ using LWE-Search with optimized depths $d=6$ (Rep-2) and $d=7$ (Rep-3), and optimized $\varepsilon_{i k}^{(j)}$. Bold exponents indicate the dominating term.

| $\omega$ | 0.3 |  |  | 0.375 |  |  | 0.441 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $d$ | $\log \mathcal{T}$ | $\log \mathcal{M}$ | $d$ | $\log \mathcal{T}$ | $\log \mathcal{M}$ | $d$ | $\log \mathcal{T}$ | $\log \mathcal{M}$ |
| $[$ May21] | 4 | $.295 N$ | $.294 N$ | 4 | $.318 N$ | $.316 N$ | 4 | $.334 N$ | $.333 N$ |
| Ours | 4 | $.295 N$ | $.294 N$ | 5 | $.315 N$ | $.312 N$ | 6 | $.326 \mathbf{N}$ | $.320 N$ |
| $\omega$ | 0.5 |  |  | 0.62 |  |  | 0.667 |  |  |
|  | $d$ | $\log \mathcal{T}$ | $\log \mathcal{M}$ | $d$ | $\log \mathcal{T}$ | $\log \mathcal{M}$ | $d$ | $\log \mathcal{T}$ | $\log \mathcal{M}$ |
| [May21] | 4 | $.348 N$ | $.346 N$ | 4 | $.371 N$ | $.371 N$ | 4 | $.379 N$ | $.379 N$ |
| Ours | 5 | . $\mathbf{3 3 7 N}$ | $.337 N$ | 6 | . $\mathbf{3 4 2 N}$ | $.336 N$ | 6 | . $\mathbf{3 4 5 N}$ | $.338 N$ |

Table 9. Ternary Key Results for different weights $\omega$, and comparison with [May21].

Our ternary key results are summarized in Table 9. More detailed optimization parameters are provided in Table 12, Appendix A. In particular, we see that for ternary keys REP-2 is sufficient, and REP-3 provides no further benefit.

Whereas [May21] analyzed only depths $d \leq 4$, we obtain slightly better runtime exponents for increasing weights $\omega \geq 0.375$ in depths 5 and 6 . In particular, we are interested in weights $\omega=\frac{1}{2}, \frac{2}{3}$, which denote $\mathcal{B}(1)$ and $\mathcal{U}(1)$, respectively.

## $7.2 \mathcal{B}(2)$ and $\mathcal{B}(3)$ - Featuring KYber-512 and Kyber-768,1024

Our results for $\mathcal{B}(\eta), \eta=1,2,3$ are illustrated in Table 10. Our full optimization parameters can be found in Table 12, Appendix A.

We find it remarkable that despite a significant growth in entropy from $\mathcal{B}(1)$ with exponent $1.5 N$ to $\mathcal{B}(3)$ with exponent $2.3 N$, the actual key security against LWE-SEARCH with REP-3 increases only slightly with exponent $0.034 N$. It appears that, in the case of Centered Binomial distributions, the number of representations grows much faster than the search space sizes. Consequently, whereas we obtain a $\sim \mathcal{S}^{\frac{1}{4}}$ algorithm for $\mathcal{B}(1)^{N}$, for $\mathcal{B}(3)^{N}$, we obtain an algorithm with approximate runtime $\mathcal{S}^{\frac{1}{6}}$, i.e., we achieve the $6^{\text {th }}$ root of the search space.

### 7.3 Uniform Distribution - Featuring Dilithium-1024,2048

We define the Uniform distribution as follows.
Definition 4. Let $\eta \in \mathbb{N}$. We denote by $\mathcal{U}(\eta)$ the Uniform distribution having for all $i=-\eta, \ldots, \eta$ constant probability $p_{i}=\frac{1}{2 \eta+1}$.

| $\mathcal{B}(\eta)$ |  |  |  |  |  | $\mathcal{U}(\eta)$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\eta$ | $d$ | $\log \mathcal{T}$ | $\log \mathcal{M}$ | $\log \mathcal{S}$ | $\log _{\mathcal{S}} \mathcal{T}$ | $d$ | $\log \mathcal{T}$ | $\log \mathcal{M}$ | $\log \mathcal{S}$ | $\log _{\mathcal{S}} \mathcal{T}$ |
| 1 | 5 | . $\mathbf{3 3 7 N}$ | $.337 N$ | $1.500 N$ | . $\mathbf{2 2 5}$ | 6 | . $\mathbf{3 4 5 N}$ | $.338 N$ | $1.585 N$ | . $\mathbf{2 1 8}$ |
| 2 | 7 | . $\mathbf{3 5 7 N}$ | $.357 N$ | $2.031 N$ | . $\mathbf{1 7 6}$ | 8 | . $\mathbf{3 7 8 N}$ | $.372 N$ | $2.322 N$ | . $\mathbf{1 6 3}$ |
| 3 | 7 | . $\mathbf{3 7 1 N}$ | $.360 N$ | $2.334 N$ | . $\mathbf{1 5 9}$ | 6 | . $\mathbf{4 9 3 N}$ | $.481 N$ | $2.808 N$ | . $\mathbf{1 7 6}$ |

Table 10. Results for Centered Binomial distributions $\mathcal{B}(\eta)$ (left) and Uniform distribution $\mathcal{D}(\eta)$ (right) for $\eta=1,2,3$.

Notice that $\mathcal{U}(1)=\mathcal{T}\left(\frac{2}{3}\right)$. Two Dilithium parameter sets use $\mathcal{U}(2)^{n k}$ for $n k=1024$ and $n k=2048$. Our $\mathcal{U}(\eta)$ results for $\eta=1,2,3$ are provided in Table 10. Our optimization parameters can be found in Table 12, Appendix A.

The complexity exponent $0.378 N$ for $\mathcal{U}(2)$ is of a similar size than $0.371 N$ for $\mathcal{B}(3)$. But since Kyber uses significantly smaller key lengths $N=n k$ in comparison to Dilithium, our LWE-SEARCH algorithm can be considered much more effective for Kyber keys.

## 8 Parameter Optimization and Implementation

In this section, we discuss our practical efforts, which include our parameter optimization method as well as our implementation of the algorithm. Either program can be accessed under https://github.com/timogcgn/HTELWEK/ and contains a readme with more in-depth description of its respective program.

### 8.1 Parameter Search

Let us first discuss our method of finding our (near)-optimal parameters.
Hill Climbing Our goal was to find parameters which would minimize the runtime $\mathcal{T}=\max \left\{\mathcal{T}^{(j)}\right\}$, a function that is continuous but not differentiable in $\varepsilon_{i k}^{(j)}$. Therefore, applying a regular gradient descent search to find the optimal parameters is not possible. Instead, we opted to use a variant of the Hill Climbing (HC) method:

For some parameter set $\boldsymbol{\varepsilon}:=\left(\varepsilon_{i k}^{(j)}\right)$, consider the set of $\varepsilon^{\prime}$ neighbors

$$
\Gamma(\varepsilon):=\left\{\left(\varepsilon_{i k}^{(j)^{\prime}}\right) \mid \varepsilon_{i k}^{(j)^{\prime}}=\varepsilon_{i k}^{(j)} \text { or }\left|\varepsilon_{i k}^{(j)^{\prime}}-\varepsilon_{i k}^{(j)}\right|=\gamma \text { for all } i k, j\right\}
$$

for some fixed $\gamma$, say $0.001 . \Gamma(\varepsilon)$ contains the parameter sets $\varepsilon^{\prime}$ where each singular parameter differs by either $\pm \gamma$ or not at all from their counterpart in $\varepsilon$.

Let $\varepsilon_{0}:=(0)^{8(d-1)}$. With HC, instead of trying to find the steepest descent by using the derivative of $\mathcal{T}$, we instead only look for the next best parameter set in $\Gamma(\varepsilon)$ greedily, i.e., given $\varepsilon_{i}$, the next parameter set is

$$
\varepsilon_{i+1}=\arg \min _{\boldsymbol{\varepsilon}^{\prime} \in \Gamma\left(\boldsymbol{\varepsilon}_{i}\right)} \mathcal{T}
$$

Since we only consider $\varepsilon_{i k}^{(j)}$ that are multiples of $\gamma$, this method guarantees to find a proximate local minimum after a finite amount of steps.

Partial Hill Climbing It is easy to see that, ignoring invalid neighboring parameter sets (for example when $\varepsilon_{i k}^{(j)}<0$ ), the size of $\Gamma(\varepsilon)$ is $3^{8(d-1)}$, as there are 8 parameters on a single level and every level from 1 to $d-1$ is parametrized. Even for moderate tree depths $d$, this is a search space that is impractical to traverse over multiple iterations, so we need a refined method that trades off runtime for result optimality, and then iterate this method multiple times.

The new idea is simple: Instead of optimizing all $8(d-1)$ parameters at once, fix, say, $(8-t)$ parameters per level and only optimize the remaining $t$ parameters via Hill Climbing. Obviously, this implies a trade off between runtime and optimality of the resulting parameter set, where the parameters tuples considered per optimization step are now upper bounded by $3^{t(d-1)}$.

The parameters we present in Appendix A are the result of 100 iterations of this method per $t \in\{2,3,4\}$, i.e. 300 iterations overall (with $t$ randomly drawn parameters per level per iteration). Additional iterations did not improve the runtime, so we assume that the parameters that we found are in close enough proximity to the optimal parameter set.

### 8.2 Implementation

In this section, we discuss the validity of the (M)LWE Representation Heuristic via an implementation of our algorithm. We would like to stress that our goal is not to show runtime superiority over the usual Meet-in-the-Middle algorithm (which follows from our runtime analysis), but to test our heuristic. Especially, we have to show that we obtain list sizes which do not differ too much from their expectation, which eventually guarantees that the final list contains solution with good probability.

We attack an LWE instance over $\mathcal{B}(2)$ and $N=32, q=3329$, a scaled-down version of KYBER. Aside from $\varepsilon_{10}^{(1)}=\frac{1}{16}$, every optimization parameter we found using our optimization tool from Section 8 is equal to 0 . We use a search tree of depth $d=3$. For a detailed description of each tree level, consider Table 11.

| $j$ | $\omega_{0}^{(j)} N$ | $\omega_{1}^{(j)} N$ | $\omega_{2}^{(j)} N$ | $\mathcal{S}^{(j)}$ | $\mathcal{R}^{(j)}$ | $r^{(j)}$ | $\mathbb{E}\left[\mathcal{L}^{(j)}\right]$ | $\overline{\mathcal{L}^{(j)}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 12 | 8 | 2 | $\sim 8.4 \cdot 10^{16}$ | 1 | - | 1 | 0.65 |
| 1 | 16 | 8 | 0 | $\sim 7.7 \cdot 10^{13}$ | $\sim 1.5 \cdot 10^{8}$ | 2 | 698045.2 | 590153 |
| 2 | 24 | 4 | 0 | $\sim 7.4 \cdot 10^{9}$ | 4900 | 1 | 221171.8 | 221187 |
| 3 | 28 | 2 | 0 | 215760 | 36 | 0 | 215760 | 215760 |

Table 11. Level description and resulting list sizes for parameters $d=3, N=32$, $q=3329, \mathcal{P}=\mathcal{B}(2)$.

We removed the enumeration of $r^{(1)}$ coordinates of $\boldsymbol{e}$, and the permutation of $s$ to an element from the core set $\mathcal{C}(\mathcal{B}(2))$ in our algorithm, since these procedures just affect the runtime, but not the success probability.

We let our algorithm run for 20 iterations. In 13 of those iterations, we successfully recovered the secret $s$ from an element in $\mathcal{L}^{(0)}$. In the remaing 7 iterations $\mathcal{L}^{(0)}$ was empty.

Table 11 details the resulting average list sizes $\overline{\mathcal{L}^{(j)}}$ of these 20 iterations. Level 3 achieves its expectation, since we construct the list exhaustively, but level 2 also achieves its expectation. On level 1 we only get a $\frac{1}{7}$-fraction loss, and on level 0 we obtain a $\frac{1}{3}$-fraction loss. Therefore, we still have success probability
$\frac{2}{3}$ showing that on expectation we have to run our algorithm only $\frac{3}{2}$ times, until we succeed to recover an LWE key. This implies the validity of our heuristic.
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## A Full Parameter Sets: Ternary, Binomial, and Uniform




Table 12. Parameter sets for Ternary distributions (left, Rep-2) and Centered Binomial and Uniform distributions (right, Rep-3).


[^0]:    ${ }^{1}$ This conclusion is of course only valid relative to our algorithm. Relative to other algorithms like lattice reduction the key security might be behave differently.

