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Abstract. Let \( f : E \to E' \) be an \( N \)-isogeny between elliptic curves (or abelian varieties) over a finite field \( \mathbb{F}_q \). We show that there always exist an efficient representation of \( f \) that takes polylogarithmic \( O(\log^{O(1)} N \log q) \) space and which can evaluate \( f \) at any point \( P \in E(\mathbb{F}_q) \) in polylogarithmic \( O(\log^{O(1)} N) \) arithmetic operations in \( \mathbb{F}_q \).

Furthermore, this efficient representation can be computed by evaluating \( f \) on \( O(\log N) \) points defined over extensions of degree \( O(\log N) \) over \( \mathbb{F}_q \). In particular, if \( f \) is represented by the equation \( H(x) = 0 \) of its kernel \( K \), then using Vélu's formula the efficient representation can be computed in time \( \tilde{O}(N \log q + \log^2 q) \).

1. Introduction

Let \( f : E \to E' \) be an \( N \)-isogeny between elliptic curves, and \( K = \text{Ker} f \) its kernel. In the following, we will always assume that \( N \) is prime to \( p \), so our isogenies are separable.

It is well known that the isogeny given by the multiplications \([n]\) by an integer is efficiently evaluable by the double and add algorithm. A natural question is whether a more general isogeny like \( f \) can be efficiently evaluated too.

If \( N \) is \( B \)-smooth, then \( f \) can be decomposed into a product of \( \ell_i \)-isogenies \( f_i : E_i \to E_{i+1} \), \( \ell_i \leq B \). Given this decomposition, the image by \( f \) of any point \( P \in E(\mathbb{F}_{q^k}) \) can then be computed in \( O(B \log N) \) arithmetic operations over \( \mathbb{F}_{q^k} \).

Furthermore, if \( f \) is cyclic and we are given a generator \( P \) of \( K \), the isogenies \( f_i \) and a generator \( P_i \) of their kernel \( K_i \) can be computed in time \( O(B \log^2 N) \) using the standard naive algorithm combined with Vélu's formula \([\text{Vél71}]\).

Remark 1.1.

- Given a generator \( P \), this decomposition of \( f \) can be optimised by first replacing Vélu's algorithm by the \texttt{Velusqrt} algorithm described in \([\text{BDL+20}]\), and secondly by using the optimised decomposition method described in \([\text{DJP14}, \S \text{4.2.2}]\). Furthermore, the image of a point can be computed in \( \tilde{O}(\sqrt{B} \log N) \) arithmetic operations over \( \mathbb{F}_{q^k} \) using \texttt{Velusqrt}.

- When only given the equation \( H(x) = 0 \) of the kernel, we can compute the decomposition by treating the point \( x \mod H \) as a formal generator, but we cannot hope to compute the decomposition in polylog time (in \( N \)) since the input is already in \( O(N \log q) \).

When \( N \) is not smooth, in particular when it is prime, the isogeny \( f \) cannot be decomposed as a product of smaller isogenies, so it is not clear that there exists a way to encode \( f \) such that it can be evaluated in polylogarithmic time on any point.
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As far as I know, when $K$ is given by a generator, the best algorithm is $\text{Velusqrt}$ which takes $\tilde{O}(\sqrt{N})$ arithmetic operations, and when $K$ is given by the equation $H(x) = 0$ of its kernel, the best algorithm is Vêlu’s formula which takes $O(N)$ arithmetic operations. Indeed, in general a generator of $K$ will live in an extension of degree $\Omega(N)$, so $\text{Velusqrt}$ will be slower than Vêlu. An alternative, when $\text{End}(E)$ is known, would be to find an ideal representing $f$ and then compute an equivalent ideal of smaller norm, but we do not want to assume $\text{End}(E)$ known here.

The key fact is that if $m$ is any positive integer, we can always embed $f$ into an $N + m$-isogeny $F$ in dimension 8. In particular, the evaluation $f(P)$ can be directly recovered from the evaluation of $F$ on (a suitable embedding of) $P$. Thus, choosing $m$ such that $N' := N + m$ is smooth, we can always embed $f$ into a smooth isogeny, at the cost of going up in dimension.

This powerful algorithmic tool has been used to devastating effect to break SIDH [CD22; MM22; Rob22]. The purpose of this article is to show that it also allows for interesting constructive algorithmic applications.

We warn that this paper is mostly theoretical: to represent $F$ we need to compute $f$ on (a basis of) $E[N']$. Choosing $N'$ to be power smooth and not just smooth, we can instead compute $f$ on a basis of $E[t^{N'}]$ for each prime power dividing $N'$. This requires to evaluate $f$ (using a standard algorithm like Vêlu or $\text{Velusqrt}$) on $O(\log N)$ points which live in an extension of degree $O(B^2)$ where $B$ is the powersmooth bound of $N'$. It follows that representing $f$ by $F$ is interesting only if we need to compute it on many more points (or a point of large degree).

Taking $B = O(\log N)$, we obtain:

**Theorem 1.2.** An $N$-isogeny $f$ between elliptic curves over a finite field represented by the equation $H(x) = 0$ of its kernel $K$ admits an efficient representation taking $O(\log^3 N \log q)$ bits to encode, and which can evaluate points in $O(\log^1 N)$ arithmetic operations over their fields of definition. Furthermore, this efficient representation can be computed in time $\tilde{O}(N \log q + \log^2 q)$.

If we are given a rational generator of the kernel $K$, then the efficient representation can be computed in time $\tilde{O}(\sqrt{N} \log q + \log^2 q)$.

We remark that in the particular case that $E(\mathbb{F}_q)$ already contains the full $N'$-torsion for a smooth $N'$, then for any rational $N$-isogeny $f$ with $N < N'$, the efficient representation $F$ can be computed from only two calls of $f$ and a basis of $E[N'](\mathbb{F}_q)$. With this version, we obtain:

**Corollary 1.3.** Given a basis $(P, Q)$ of $E(\mathbb{F}_q)[N']$ where $N'$ is $B$-smooth, an $N'$-isogeny $f$ between elliptic curves over a finite field with $N < N'$ admits an efficient representation taking $O(\log N \log q)$ bits to encode, and which can evaluate points in $O(B^8 \log B \log N)$ arithmetic operations over their fields of definition. Furthermore, this efficient representation can be computed in $\tilde{O}(\sqrt{N} + \log^2 NB^8)$ arithmetic operations in $\mathbb{F}_q$.

For simplicity we deal with the case of elliptic curves in this paper, the extension to an abelian variety $A/\mathbb{F}_q$ of dimension $g$ is immediate: we can encode a $N$-isogeny $f$ by an $N'$-isogeny $F$ of dimension $8g$ which is determined from the image by $f$ of $O(\log N)$ points which live in an extension of degree $O(B^{2g})$. 
2. Isogeny diamonds

If \( f : (A, \lambda_A) \to (B, \lambda_B) \) is an isogeny between principally polarised abelian varieties, we let \( f^\ast : \hat{A} \to \hat{B} \) be the dual isogeny, and define \( \hat{f} : B \to \hat{A} = \lambda_A^{-1} f \lambda_B \) to be the dual isogeny with respect to the principal polarisations. An \( N \)-isogeny is an isogeny such that \( \hat{ff} = N \).

We recall the following notion from [Kan97, § 2]:

**Definition 2.1.** A \((d_1, d_2)\)-isogeny diamond is a decomposition of a \(d_1 d_2\)-isogeny \( f : A \to B \) between principally polarised abelian varieties into two different decompositions \( f = f_1 \circ f_2 \circ f_3 \) where \( f_3 \) is a \(d_1\)-isogeny and \( f_2 \) is a \(d_2\)-isogeny. (Then \( f_2^\ast \) will be a \(d_2\)-isogeny and \( f_1^\ast \) a \(d_1\)-isogeny.) This decomposition is said to be minimal if \( \text{Ker} f_1 \cap \text{Ker} f_2 = \{0\} \), and it is said to be orthogonal if \( d_1 \) is prime to \( d_2 \).

\[
\begin{array}{c c c}
A & \xrightarrow{f_1} & A_1 \\
\downarrow f_2 & & \downarrow f'_2 \\
A & \xrightarrow{f_2} & B
\end{array}
\]

**Remark 2.2.** If \( f \) is a \((d_1, d_2)\)-isogeny with \( d_1 \) prime to \( d_2 \), then there is an orthogonal \((d_1, d_2)\)-isogeny diamond where \( \text{Ker} f_1 = \text{Ker} f \{d_1\} \) and \( \text{Ker} f_2 = \text{Ker} f \{d_2\} \). (These are maximal isotropic since \( d_1 \) is prime to \( d_2 \)).

**Lemma 2.3** (Kani). Let \( f = f_1 \circ f_2 = f'_1 \circ f'_2 \) be a \((d_1, d_2)\)-isogeny diamond as above. Then \( F = \begin{pmatrix} f_1 & \frac{-f_1^\ast}{f_2} \\ f_2 & \frac{-f_1^\ast}{f_1} \end{pmatrix} \) is a \(d\)-isogeny \( A \times B \to A_1 \times A_2 \) where \( d = d_1 + d_2 \). Furthermore, \( f \) is an orthogonal isogeny diamond, then \( \text{Ker} F = \langle \{d_1 x, -f x\}, x \in A\{d\} \rangle \).

**Proof.** For the product polarisations, the dual isogeny \( \check{F} \) is given by \( \check{F} = \begin{pmatrix} \check{f}_1 & \check{f}_2 \\ \check{f}_2 & \check{f}_1 \end{pmatrix} \) and we directly check that \( \check{F}^2 = (d_1 + d_2) \text{Id} \). Furthermore, \( \text{Ker} F \) is the image of \( \check{F} \) on \( A \times B \{d\} \), and if \( d_1 \) is prime to \( d_2 \) this is also the image of \( \check{F} \) on \( A\{d\} \times \{0\} \), so \( \text{Ker} F = \langle \{d_1 x, -f x\}, x \in A\{d\} \rangle = \langle \{d_1 x, -f x\}, x \in A\{d\} \rangle \).

**Remark 2.4.** Conversely, given \( F = \begin{pmatrix} x & z \\ y & t \end{pmatrix} \) a \(d\)-isogeny, with \( x \) a \(d_1\)-isogeny, \( z \) a \(d_2\)-isogeny, \( y \) a \(d_1\)-isogeny and \( t \) a \(d_1\)-isogeny, the equation \( FF = d \) shows that \( d_1 = d_1', d_2 = d_2' \) and if \( f_1 = x, f_1' = y, f_2 = -z, f_2' = t \), then \( f_1 f_1' = f_2 f_2' \) so \( F \) comes from a \((d_1, d_2)\)-isogeny diamond. We refer to [Kan97, § 2] for more details (Kani deals with elliptic curve, but the proofs hold for general abelian varieties).

3. Prolonging an isogeny between elliptic curves

Given \( f : E \to E' \) a \( N \)-isogeny between elliptic curves, and an integer \( m \), if we can find a \(m\)-isogeny \( \alpha' : E' \to E'' \) with \( m \) prime to \( N \), then the isogeny \( F \) from Lemma 2.3 is a \( N + m \)-isogeny between abelian surfaces from which we can recover \( f \). Taking duals when needed, this also works if we can find a \(m\)-isogeny \( \alpha : E \to E'' \).

For our applications, we want \( \alpha \) or \( \alpha' \) to be efficiently computable, so unless there exist an efficiently computable \( m \)-endomorphism on \( E \) or \( E' \), this restricts \( m \) to be smooth.

But if \( m = m_1^2 + m_2^2 \), then the endomorphism \( \alpha = \begin{pmatrix} m_1 & m_2 \\ -m_2 & m_1 \end{pmatrix} \) is always an \( m \)-isogeny on \( E^2 \) and \( E'^2 \), which furthermore can be computed in \( O(\log m) \) arithmetic operations.
on $E$. We can then apply Lemma 2.3 to $\alpha$ and $f \Id$ to get an $(N + m)$-endomorphism $F = \begin{pmatrix} \alpha & -f \\ f & \tilde{\alpha} \end{pmatrix} : E^2 \times E^2 \rightarrow E^2 \times E^2$.

Finally, we can always find $m = m_1^2 + m_2^2 + m_3^2 + m_4^2$, then the endomorphism $\alpha = \begin{pmatrix} m_1 & -m_2 & -m_3 & -m_4 \\ m_2 & m_1 & m_4 & -m_3 \\ m_3 & -m_4 & m_1 & m_2 \\ m_4 & m_3 & -m_2 & m_1 \end{pmatrix}$ is an $m$-isogeny on $E^4$, and then $F = \begin{pmatrix} \alpha & -f \\ f & \tilde{\alpha} \end{pmatrix}$ an $(N + m)$-endomorphism on $E^4 \times E^4$. Furthermore, $\text{Ker} F = \{(\alpha x, -f(x)) \mid x \in E^4[N]\}$.

4. The algorithm

We fix a $m$ such that $N' = N + m$ is $B$-powersmooth. For instance, if $p_1 < p_2 \ldots$ is a list of distinct primes, we can take for $N'$ to be the least product $\prod_{i=1}^l p_i$ which is larger than $N$. Taking the list of all primes, a standard computation shows that $N'$ is $O(\log N)$ powersmooth.

Let $\alpha$ be the $m$-endomorphism on $E^4$ from Section 3, and $F = \begin{pmatrix} \alpha & -f \\ f & \tilde{\alpha} \end{pmatrix}$ be the 8-dimensional $N'$-endomorphism constructed in Section 3.

We can decompose $F$ as a composition of $\ell_i^{e_i}$-isogenies, $\ell_i^{e_i} \leq B$ as follow. For each prime power factor $\ell_i^{e_i}$, compute a basis of $(P_{i}^{\nu}, Q_{i})$ of $E[\ell_i^{e_i}]$. This requires computing the degree $O(\ell_i^{2e_i})$ division polynomial $\Psi$ which can be done in quasi-linear time using the recurrence formula, then to factorize it in time $\tilde{O}(\ell_i^{3e_i} \log q + \ell_i^{2e_i} \log^2 q)$ over $\mathbb{F}_q$ using [KU11]. The points $P_{i}^{\nu}, Q_{i}$ will live in an extension of degree $k_i = O(\ell_i^{2e_i})$ (a more refined bound is $k_i = O(\ell_i^{e_i+1})$, see Lemma 5.1). To check that they form a basis we need to check that the Weil pairing $w_{\ell_i^{e_i}}(P_{i}^{\nu}, Q_{i})$ is of primitive order $\ell_i^{e_i}$, which takes $O(e_i \log(\ell_i))$ operations in this extension. Thus finding these points take $\tilde{O}(\log N (B^3 \log q + B^2 \log^2 q))$, and they each live in an extension of degree $O(B^2)$ of $\mathbb{F}_q$.

We first let $F_1$ be the isogeny with the kernel generated by the 8-elements $(\alpha(P_1,0,0,0), (-fP_1,0,0,0), (\alpha(Q_1,0,0,0), (-fQ_1,0,0,0)), (\alpha(0,P_1,0,0), (0,-fP_1,0,0,0)), (\alpha(0,Q_1,0,0), (0,-fQ_1,0,0,0)), \ldots$. To simplify notations, we also let $P_{1,1} = (P_{1}^{0}, 0, 0, 0), P_{1,2} = (0, P_{1}, 0, 0)$ and so on. We compute the images of the $P_{i,j}^{\nu}, Q_{i,j}$ for $i > 1$ and $j \in \{1, 2, 3, 4\}$ by $F_1$, since $F_1$ is rational these points will live in an extension of degree $k_{i,j}$. This requires $O(\log N)$-calls to an $\ell_i^{e_i}$-isogeny algorithm in dimension 8. Using [LR22], each isogeny will cost $O(\ell_i^{8e_i} \log \ell_i)$ operations in the joint field where $P_{i,j}, Q_{i,j}$ lives, which is of degree at most $k_{i,j}$.

We now let $F_2$ be the isogeny with kernel generated by the $F_1(P_{2,1}, Q_{2,1}), F_1(P_{2,2}, Q_{2,2}), \ldots$ and so on. In the end, we have decomposed $F = F_1 \cdots F_2 F_1$ where $u \leq \log_2 N'$ and $F_i$ is a $\ell_i^{e_i}$-isogeny represented by 8 generators of its kernel $K_i$ which live in an extension of degree $k_{i,j}$ (we could further decompose these isogenies into a product of $e_i \ell$-isogenies).

This decomposition costs us $O(\log^2 N)$ isogeny calls in dimension 8, along with the image of $f$ on the $(P_{i}^{\nu}, Q_{i})$ and the images of $\alpha$ on the $P_{i,j}^{\nu}, Q_{i,j}$ (which has negligible cost).

In summary, the decomposition costs $O(\log^2 N B^8 \log BB^4)$ arithmetic operations in $\mathbb{F}_q$, along with the cost of finding the points $P_{i}^{\nu}, Q_{i}$ and evaluating $f$ on these points. The total cost is thus $\tilde{O}(\log^2 N B^{12} \log q + B^2 \log^2 q) = \tilde{O}(\log^{14} N \log q + \log^2 N \log^2 q)$ operations, along with the cost of evaluating $f$ on $\log N$ points which live in extensions of degree $O(B^2)$. If $f$ is
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given by the equation of its kernel, evaluating \( f \) on these point take \( O(N \log NB^2) = \widetilde{O}(N) \) operations in \( F_q \). The final cost of the decomposition is thus \( \widetilde{O}(N \log q + \log^2 q) \). If \( f \) is given by a rational generator of its kernel instead, we can use \( \sqrt{\log q} \), so evaluating \( f \) takes only \( O(\sqrt{N} \log NB^2) = \widetilde{O}(\sqrt{N}) \) operations in \( F_q \).

Representing \( F \) via this decomposition, ie via the kernels \( K \), thus takes space \( O(\log NB^2 \log q) = O(\log^3 N \log q) \), and evaluating \( F \) on a point requires evaluating \( \log N \) \( \ell \)-isogenies represented by generators of their kernel, living in an extension of degree \( O(B^2) \). This take \( O(\log NB^{10} \log B) = \widetilde{O}(\log^{11} N) \) arithmetic operations in \( F_q \). This proves Theorem 1.2.

A similar computation proves Corollary 1.3: given our basis \((P, Q)\) of \( E(F_q)[N'] \), we just need to compute \( f(P), f(Q) \) in \( O(N) \) or \( \widetilde{O}(\sqrt{N}) \) using \( \sqrt{\log q} \) and then use them to build a decomposition of \( F \). The complexity stated in Corollary 1.3 use the naive decomposition method, which could be improved using [DJP14, §4.2.2].

5. Optimisations

We first note that the points \((P, Q)\) we take do not depend on the isogeny \( f \), only on \( E \). So it makes sense when constructing \( N' > N \) to take prime powers \( \ell^i \) such that \( E \) admits a basis of \( \ell^i \)-torsion in a small extension. We can thus add a basic sieving strategy to the primes we use to construct \( N' \).

We note that it can make sense to consider small prime powers because of the following Lemma 5.1: in general the \( \ell \)-torsion will live in an extension of degree \( k = O(\ell^2) \). But once the \( \ell \)-torsion is defined, the \( \ell^e \)-torsion is defined over an extension of degree exactly \((e-1)\ell\) (unless possibly when \( \ell = 2 \) where it could be defined over a smaller extension).

**Lemma 5.1.** Assume that \( E(F_q) \) contains the \( \ell^e \) \((e \geq 1)\) torsion but not the \( \ell^{e+1} \)-torsion. Then the smallest extension containing the \( \ell^{e+1} \)-torsion is of degree \( \ell \). Furthermore, unless \( \ell = 2 \) and \( e = 1 \), the \( \ell^{e+2} \) is not defined over \( E(F_q) \).

**Proof.** If \( P \) is a point of \( \ell^{e+1} \)-torsion, then since \( \ell P \) is rational by assumption, \( \pi(P) = P + T \), \( T \) a point of \( \ell \)-torsion. Since \( e \geq 1 \), \( T \) is rational, so \( \pi^d(P) = P + dT \), hence \( \pi^d(P) = P \) if and only if \( d \mid \ell \).

Now since \( E(F_q) \) does not contain the full \( \ell^{e+1} \)-torsion, there is a point \( P \) of \( \ell^{e+2} \)-torsion such that \( \pi(P) = P + T \) with \( T \) a primitive point of \( \ell^2 \)-torsion. If \( e > 1 \), \( T \) is rational, so \( \pi^t(P) = P + tT \neq P \), hence \( P \notin E(F_q) \). If \( e = 1 \), then \( \pi(T) = T + T_0 \) with \( T_0 \) a point of \( \ell \)-torsion by the reasoning above, so \( \pi^t(P) = P + tT + \ell(t-1)/2T_0 \). If \( t > 2 \), we have \( \pi^t(P) = P + tT \neq P \) too.

Also, since the main cost of computing the decomposition of \( F \) will be the \( O(\log N') \) direct calls to the isogeny \( f \) on the points \( P_{i_1} Q_{i_2} \), it makes sense to batch these calls to a single call of \( f \) on \( P_{i_1} + P_{i_2} + \cdots + P_{i_k} \) as long as the compositum field containing this sum is not too large.

6. Conclusion

The method presented above shows that the efficient computation of isogenies for higher dimensional abelian varieties has interesting algorithmic applications to elliptic curves. Hopefully, this is the start of many new results in this direction.
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