PUF-COTE: A PUF Construction with Challenge Obfuscation and Throughput Enhancement
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Abstract.Physically Unclonable Functions (PUFs) have been a potent choice for enabling low-cost, secure communication. However, the state-of-the-art strong PUFs generate single-bit response. So, we propose PUF-COTE: a high throughput architecture based on linear feedback shift register and a strong PUF as the “base”-PUF. At the same time, we obfuscate the challenges to the “base”-PUF of the final construction. We experimentally evaluate the quality of the construction by implementing it on Artix 7 FPGAs. We evaluate the statistical quality of the responses (using NIST SP800-22 test suit and standard PUF metrics: uniformity, uniqueness, reliability, strict avalanche criterion, ML-based modelling), which is a crucial factor for cryptographic applications.
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1 Introduction

Physically Unclonable Functions (PUFs) have been established as potential candidates to solve the secret storage problem of traditional cryptography based solutions. Based on uncontrollable manufacturing process variations, PUFs generate uniformly random bit(s) as the output response (making it suitable for cryptographic applications) when queried with an input bit-string (known as a challenge) [5, 7]. The fascinating feature of a PUF is that the responses are unpredictable and depend solely upon the physical characteristics of the device on which it is instantiated. For the same PUFs instantiated on two different ICs, although the implemented circuit is the same, the responses are statistically independent or unique, thus working as a device-level fingerprint. These factors make PUF a strong candidate for on-the-fly secret generation, removing the need for highly fortified NVMs.
Based on the size of the CRP space, PUFs are classified as *strong PUFs* and *weak PUFs*. Strong PUFs usually produce a CRP space of exponential size, while weak PUFs have a much smaller CRP space. Strong PUFs are the perfect candidates for applications requiring low-cost authentication and key establishment. However, they have low throughput (typically a single-bit response corresponding to an $n$-bit challenge), which somewhat hinders the building of strong cryptographic protocols. They are also expected to be unclonable even if a large fraction of CRP space is exposed publicly. A well-known approach to fortify against machine learning (ML)-based modelling attacks is to enhance the randomness of the challenge-response relationship by introducing non-linearity in the design [11, 9, 14]. However, these constructions are also shown to be vulnerable to modeling attacks specific to the target construction [13, 16, 2]. An alternative strategy is to obfuscate the challenge-response behavior by hiding or transforming the raw inputs and outputs [8, 12, 9, 6] or restrict the number of CRPs that can be exposed from a given instance [4]. This class of constructions involves an input transformation network that generates internal challenges to be fed to the internal PUF, and the outputs are modified before producing the final response. In [12], a recurrence-based PUF construction is proposed that generates internal challenge using the response of the core PUF and the external input. The response to the internal challenge is produced as output. The feedback mechanism obscures the challenge-response relationship of the core/internal PUF. So far, to the best of our knowledge, no attack has been proposed for this construction. However, they did not demonstrate a mechanism to increase the throughput of the PUF such that it can be adopted for cryptographic applications with sufficient security.

This paper addresses these issues associated with PUFs for their eventual application in secure communication. We present PUF-COTE: a construction based on feedback shift registers. While using a Linear Feedback Shift Register (LFSR) to improve the throughput of a PUF has been explored previously [3], we propose PUF-COTE construction (refer to Figure 1), where the (unknown and unpredictable) response bits modify a known challenge to generate several challenges internally. The internal challenges are constructed so that they remain unknown to an adversary. In this way, we obfuscate the relation between the external challenge and the final throughput-enhanced response.

## 2 PUF-COTE: High Throughput Construction with Challenge Obfuscation

The common practice for increasing the throughput of a PUF is to use LFSRs [15]. The technique is to generate multiple challenges from a single challenge seed and feed them serially to the PUF. The corresponding responses are concatenated to obtain more response bits. However, in such constructions, the adversary knows the feedback polynomial. Interestingly, we found it possible to improve the construction mentioned above to develop a high-throughput strong PUF while obfuscating the challenge-response behavior. More precisely, we present an $n$-bit strong PUF-based architecture that enhances the through-
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(a) Initial state of RSR and RCSR. (b) State of RSR and RCSR in \(i\)-th round.

Fig. 1: PUF-COTE: Architecture to improve PUF throughput and challenge obfuscation. We describe the initial and \(i\)-th state of right shift register (RSR) and right circular shift register (RCSR).

put from 1-bit to 2\(n\)-bits. The main idea is to replace the feedback polynomial of LFSR with a PUF. This in turn hides the relation between input challenge and the 2\(n\)-bit output response.

The proposed PUF-COTE architecture to improve the throughput of a strong PUF is illustrated in Figure 1. It takes an \(n\)-bit challenge \(C = (c_{n-1}, \ldots, c_0)\) as input and outputs a 2\(n\)-bit response \(R = (r_{2n+1}, \ldots, r_2)\). Our architecture contains an \(n\)-bit internal PUF primitive that outputs a 1-bit response; an \(n\)-bit right circular shift register (RCSR) for supplying round-constant; and a 2\(n\)-bit feedback right shift register (RSR) for collectively generating the 2\(n\) bit response. Additionally, we have a majority voting block to increase the reliability of the internal PUF. As shown in Figure 1a, in 0-th round RSR is initialized with \(IV = (IV_{2n-1}, \ldots, IV_1, IV_0)\) which is denoted as \(S^0\) and \(n\)-bit RCSR is initialized with round-constant \((a_{n-1}, \ldots, a_0)\) where, \(\sum_{j=0}^{n-1} a_j \neq 0\). For 0-th round the input to the internal PUF denoted by \(C^{int,0}\) is computed as

\[
C^{int,0} = (c_{n-1}^0, \ldots, c_j^0, \ldots, c_0^0)
\]

\[
= (IV_{2n-2} \oplus c_{n-1} \oplus a_{n-1}), \ldots, (IV_{2j} \oplus c_j \oplus a_j), \ldots, (IV_0 \oplus c_0 \oplus a_0)
\]

(1)

Note that only even index bits of the RSR are XORed with the challenge bits and the contents of RCSR to determine the challenge to the internal PUF. The corresponding majority voted 1-bit response \(r_0\) is then fed to the RSR changing its state as \(S^1 := (r_0, IV_{2n-1}, IV_{2n-2}, \ldots, IV_2, IV_1)\) and the state of RCSR is updated to \((a_0, a_{n-1}, a_{n-2} \ldots, a_1)\). For 1-st round, the internal challenge is given as

\[
C^{int,1} = (c_{n-1}^1, \ldots, c_j^1, \ldots, c_0^1)
\]

\[
= (IV_{2n-1} \oplus c_{n-1} \oplus a_0), \ldots, (IV_{2j+1} \oplus c_j \oplus a_{j+1}), \ldots, (IV_1 \oplus c_0 \oplus a_1)
\]

(2)
The corresponding majority voted 1-bit response \( r_1 \) is then fed to RSR changing its state as \( S^2 := (r_1, r_0, IV_{2n-1}, IV_{2n-2}, \ldots, IV_3, IV_2) \) and the state of RCSR is updated to \((a_1, a_0, a_{n-1} \ldots, a_2)\).

In this way, for \( i \in [2, 2n-1] \)-th round (refer to Figure 1b) the internal challenge is given as

\[
C^{\text{int}, i} = (c_{n-1}^i, \ldots, c_1^i, \ldots, c_0^i) = \left( (r_{i-2} \oplus c_{n-1} \oplus a_{i-1}), \ldots, (IV_i \oplus c_0 \oplus a_i) \right)
\]  

(3)

After \( 2n - 1 \) rounds, the corresponding majority voted 1-bit response \( r_{2n-1} \) is then fed to RSR. In \( 2n \)-th round, the state of RSR is \( S^{2n} := (r_{2n-1}, r_{2n-2}, \ldots, IV_2) \), RCSR is \((a_{i-1}, a_{i-2}, \ldots, a_{i+1}, a_i)\). Then, the internal challenge is given as

\[
C^{\text{int}, 2n} = (c_{n-1}^{2n}, c_{n-2}^{2n}, \ldots, c_0^{2n}) = \left( (r_{2n-2} \oplus c_{n-1} \oplus a_{2n-1}), \ldots, (r_0 \oplus c_0 \oplus a_1) \right)
\]

(4)

The corresponding majority voted 1-bit response \( r_{2n} \) is fed to RSR. Thus, in \( 2n + 1 \)-th round, the state of RSR is \( S^{2n+1} := (r_{2n}, r_{2n-1}, \ldots, r_2, r_1) \), RCSR is \((a_0, a_{n-1}, \ldots, a_2, a_1)\) and the internal challenge is

\[
C^{\text{int}, 2n+1} = \left( (r_{2n-1} \oplus c_{n-1} \oplus a_0), (r_{2n-3} \oplus c_{n-2} \oplus a_{n-1}), \ldots, (r_3 \oplus c_1 \oplus a_2), (r_1 \oplus c_0 \oplus a_1) \right)
\]

(5)

Finally, the corresponding majority voted 1-bit response \( r_{2n+1} \) is fed to RSR, changing its state to \( S^{2n+2} \), which is the \( 2n \)-bit response of our construction. It is given as:

\[
\bar{R} = S^{2n+1} = (r_{2n+1}, r_{2n}, \ldots, r_3, r_2)
\]

(6)

We make the following observations from the construction described in Figure 1:

1. The response bits \( r_0 \) and \( r_1 \) depend solely on the internal PUF, challenge \( C \), state of RCSR and initialization vector \( IV \) (refer to Equations 1 and 2).

2. The response bits \( r_2, \ldots, r_{2n+2} \) depend on the internal PUF, challenge \( C \), the state of RCSR and initialization vector \( IV \) as well as the response bits \( r_0 \) or \( r_1 \) (refer to Equations 3, 4 and 6).

We obfuscate the relation between challenge \( (C) \) and response \( (\bar{R}) \) by discarding the bits \( r_0 \) and \( r_1 \) thus, hiding the challenges corresponding to the response bits \( r_i \) where \( i \in [2, 2n+1] \).

The independence and uniformity of the response bits for PUF-COTE is established via NIST SP800-22 Statistical Test Suite [1] in Section 3.

### 3 Experiments And Results

In this section we provide the hardware implementation details of PUF-COTE construction on Artix-7 FPGAs. We mainly evaluate the statistical quality of
We implement the PUF-COTE construction on Xilinx Artix-7 FPGA. The construction comprises of a 64-bit PUF, a 128-bit shift register, a 64-bit LCSR and a majority voting module. The output is a 128-bit random string for a 64-bit external challenge and 128-bit harmonizing vector. We use $2^{-1}$ Double Arbiter PUF (DAPUF) (with a input transformation) for proof-of-concept realization of the internal PUF. The schematic of the internal PUF is given in Figure 2. Unlike a classical DAPUF construction that provides the same challenge to all delay chains, in our construction, we rotate the challenge given to the lower delay chain by $n/2$ bits ($n = 64$). This input transformation ensures that on flipping a particular challenge bit, different stage delays are affected in each delay chain.

![Fig. 2: 2-1 DAPUF with input transformation](image.png)

### Table 1: Statistical Test Results for Randomness using NIST SP800-22 [1]

<table>
<thead>
<tr>
<th>Test Name</th>
<th>p-value</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>0.743416</td>
<td>PASS</td>
</tr>
<tr>
<td>Block Frequency</td>
<td>0.587244</td>
<td>PASS</td>
</tr>
<tr>
<td>Cumulative Sums</td>
<td>0.419383</td>
<td>PASS</td>
</tr>
<tr>
<td>Runs</td>
<td>0.534146</td>
<td>PASS</td>
</tr>
<tr>
<td>Longest Run</td>
<td>0.668291</td>
<td>PASS</td>
</tr>
<tr>
<td>Rank</td>
<td>0.350485</td>
<td>PASS</td>
</tr>
<tr>
<td>FFT</td>
<td>0.383287</td>
<td>PASS</td>
</tr>
<tr>
<td>Non Overlapping Template</td>
<td>0.213390</td>
<td>PASS</td>
</tr>
<tr>
<td>Overlapping Template</td>
<td>0.911413</td>
<td>PASS</td>
</tr>
<tr>
<td>Universal</td>
<td>0.017912</td>
<td>PASS</td>
</tr>
<tr>
<td>Approximate Entropy</td>
<td>0.098524</td>
<td>PASS</td>
</tr>
<tr>
<td>Random Excursions</td>
<td>0.506931</td>
<td>PASS</td>
</tr>
<tr>
<td>Random Excursions Variant</td>
<td>0.064112</td>
<td>PASS</td>
</tr>
<tr>
<td>Serial</td>
<td>0.478694</td>
<td>PASS</td>
</tr>
<tr>
<td>Linear Complexity</td>
<td>0.161284</td>
<td>PASS</td>
</tr>
</tbody>
</table>
Table 2: PUF Quality Metrics

<table>
<thead>
<tr>
<th>PUF Design</th>
<th>Uniformity</th>
<th>Uniqueness</th>
<th>Reliability (per bit)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modified 2-1 DAPUF</td>
<td>45.9</td>
<td>32.33</td>
<td>97.7</td>
</tr>
<tr>
<td>PUF-COTE</td>
<td>47.32</td>
<td>39.33</td>
<td>98.2</td>
</tr>
</tbody>
</table>

thereby diminishing the influence of a challenge bit on the final response and improving the Strict Avalanche Criteria (SAC) property [14]. We would like to note that we use the modified 2-1 DAPUF for prototype implementation and the designer can choose any strong PUF design with good quality metrics.

PUFs in general are not 100% reliable. We noticed the reliability of the chosen 2-1 DAPUF to be 97.7%. So, we incorporate a majority voting block along with the 2-1 DAPUF in the construction. For 99 internal majority voting, the reliability of the internal PUF is enhanced to 99.97%. However, due to the recurrent nature of the design, the unreliability of the previous response bit affects the reliability of the next response bits. To account for this, we employ an external majority voting and observed that the final 128-bit response has a reliability of 99.6%. Since, an error rate of 5% is tolerable for strong PUFs [10], our design is suitable for cryptographic applications.

We evaluate the proposed construction using standard PUF quality metrics computed over 20K CRPs, 25 external measurements obtained from 7 FPGA boards. The results are presented in Table 2.

We also evaluate the SAC property of internal PUF over a set of 1000 randomly generated challenges. Figure 3a depicts that the flip probability of a randomly chosen response bit is close to 0.5, upon flipping one challenge bit at a time. This implies that the PUF-COTE construction satisfies SAC. Figure 3b shows that the correlation for each pair of bits in the 128-bit PUF response lies in the range $[-0.024, 0.077]$. Finally, we validate the randomness of the final response using the well-known NIST SP800-22 Statistical Test Suite over 1 million CRPs. The construction passes all 15 tests as shown in Table 1 with $p$-value greater than 0.01 (default threshold for NIST SP800-22 test suite) thereby demonstrating good quality randomness.

We assess the unpredictability of PUF-COTE response using classical ML algorithms such as Logistic Regression (LR), Support Vector Machine (SVM) and Random Forest (RF). The models are trained using 40K CRPs using 5-fold cross-validation and test the model using 10K CRPs. We observe that each bit of the 128-bit response can be modelled with accuracy ranging $[50, 53]\%$, which is close to making a random guess. This demonstrates the robustness of our PUF-COTE construction against classical ML-attacks.

Finally, the entire implementation comprises 395 LUTs, 264 FFs and has a critical path of 1.835 ns. The time taken to generate the 128-bit response of PUF-COTE is 780$\mu$s seconds.
4 Conclusion

State-of-the-art PUF-assisted communication protocols require at least one party or some TTP to securely store the CRP database. This often becomes a usability issue as having a truly secure memory for low-end devices is challenging. In this paper, we present PUF-COTE: a high-throughput construction with challenge-obfuscation for strong PUFs. For proof-of-concept we used the 2-1 DAPUF design with an input transformation mechanism. We evaluated the SAC property and validated the randomness using NIST SP800-22 test suite. Finally, we analysed the machine learning resistance over classical ML techniques.
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