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Abstract. In the last decade, machine learning-based side-channel attacks have become a standard option when investigating profiling side-channel attacks. At the same time, the previous state-of-the-art technique, template attack, started losing its importance and was more considered a baseline to compare against. As such, most of the results reported that machine learning (and especially deep learning) could significantly outperform the template attack. Nevertheless, the template attack still has certain advantages even compared to deep learning. The most significant one is that it has only a few hyperparameters to tune, making it easier to use. We take another look at the template attack, and we devise a feature engineering phase allowing the template attack to compete or even outperform state-of-the-art deep learning-based side-channel attacks. More precisely, with a novel distance metric customized for side-channel analysis, we show how a deep learning technique called similarity learning can be used to find highly efficient embeddings of input data with one-epoch training, which can then be fed into the template attack resulting in powerful attacks.
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1 Introduction

Side-channel attacks (SCA) exploit weaknesses in the physical implementation of cryptographic algorithms rather than the algorithms themselves [MOP06]. One standard division of SCAs is based on the assumed attacker power and divides SCAs into direct (non-profiling) and two-stage (profiling) attacks. Profiling side-channel attacks consider the worst-case security evaluation. There, the attacker has access to a clone device used to build a model of a device under attack. After building a model, the attacker uses it to attack an identical (or at least similar) copy of that device and obtain the secret information. The first proposed profiling SCA is the template attack [CRR02, LPB+15], while many real-world settings showed its limitations. Indeed, protected targets often result in settings where machine learning and deep learning techniques significantly outperform template attack [MPP16, PHJ+17, PHJ+18, WP20].

However, certain advantages of the template attack cannot be ignored. Template attack is easier to deploy as it has only a few hyperparameters compared to the deep learning-based approaches. Indeed, the main hyperparameters for the template attack are the number of features to use and the technique to select those features. On the other hand, a large part of the deep learning-based SCA research is oriented toward hyperparameter tuning and finding efficient neural network architectures [ZBH19, WAGP20, RWPP21, LZC+21]. While those works manage to find powerful neural network architectures, the search can take significant time, and the architectures are commonly dataset-specific. Those drawbacks can result in difficulties for the evaluators/attackers when deploying such methods in real-world applications. However, the fact that the template attack has only a few hyperparameters
Deep Learning-assisted Template Attack does not necessarily mean it becomes trivial to tune them. Certainly, a perspective that requires consideration in the context of the template attack is the points of interest selection (i.e., feature engineering). Since the template attack requires a relatively small number of features (or a very large number of side-channel measurements), one needs to select (craft) the most informative features carefully. This step naturally leads to information loss compared to deep learning that works with raw signals [LZC+21, PWP21a].

Consequently, it sounds intuitive that any improvement in the template attack performance concerning the feature engineering phase, especially making it a competitive choice compared to deep learning, would be highly relevant. While during the years variants of the template attack appeared as discussed in Section 3, they were commonly not aimed at improving the attack performance but making the template attack more stable and efficient. The current state-of-the-art template attack uses Principal Component Analysis (PCA) [BHvW12, LPB+15], Linear Discriminant Analysis (LDA) [SA08], Sum of Squared Pairwise T-differences (SOST) [GLRP06] for feature engineering, which, while powerful, struggles when dealing with protected leakages [BPS+20].

This work proposes a novel combination of deep learning and template attack that we denote deep learning-assisted template attack. More precisely, we use a deep learning approach called similarity learning to find the most relevant data embedding (transformed features) and then use such data as the input to a template attack. Our main contributions are:

1. We propose a similarity learning-based approach capable of extracting an efficient embedding of side-channel traces in the latent space. We use the triplet model for this goal, and we obtain a compact data representation resulting in an outstanding attack performance.
2. We propose a novel distance metric, denoted the Hybrid Distance, that takes into consideration both embedding distance and label distance. This new distance metric significantly improves the quality of extracted features from the attack perspective.
3. We validate the time efficiency and attack performance on dynamic attack settings (datasets, leakage models, traces desynchronization). As a result, with one epoch training (around 20 seconds on a GPU), our results are comparable or better than state-of-the-art deep learning architectures and feature reduction techniques in all settings.
4. We systematically evaluate the influence of several critical hyperparameters in the proposed attack scheme, which can serve as a guideline for potential evaluators/attackers.

We conduct experiments on three publicly available datasets and three leakage models. The source code is available in the Github https://github.com/AISyLab/Triplet-attack.

The rest of this paper is organized as follows. In Section 2, we discuss the notation we follow, profiling side-channel analysis, how to evaluate the attack performance, datasets, and leakage models. Section 3 provides an overview of related works. Section 4 introduces the triplet attack, the novel distance we consider, and the neural network architectures used in the experiments. Section 5 presents experimental results with various datasets and leakage models. Additionally, we provide a detailed evaluation of various hyperparameters and general observations. Finally, in Section 6, we conclude the paper and provide several possible future research directions.

2 Preliminaries

This section started by introducing the notation we follow. Next, we discuss the profiling side-channel analysis and provide details about the template attack and deep learning-based SCAs. Then, we provide details on how to evaluate the performance of side-channel attacks. Finally, we discuss the datasets and leakage models considered in this work.
2.1 Notation

We use calligraphic letters like $\mathcal{X}$ to denote sets. The corresponding upper-case letters denote random variables ($X$) and random vectors ($\mathbf{X}$) over $\mathcal{X}$. The corresponding lower-case letters ($x$, $\mathbf{x}$) represent realizations of $X$ and $\mathbf{X}$, respectively.

A side-channel dataset $\mathbf{T}$ represents a collection of side-channel measurements, with each measurement (trace) $\mathbf{t}_i$ associated with an input value (plaintext or ciphertext) $\mathbf{d}_i$ and a key $k_i$. We denote with $k$ a key candidate taking its value from the keyspace $\mathcal{K}$. $k^*$ denotes the correct key. Each trace $\mathbf{t}_i$ consists of a number of features (samples, points of interest). We divide the dataset into a training set of size $O$ and an attack set of size $Q$.

2.2 Profiling Side-channel Analysis

We consider a scenario where a powerful attacker has a clone device identical (or at least similar) to the device to be attacked. The attacker uses $O$ measurements from the profiling device to build a model, and then $Q$ measurements from the device to be attacked to infer the secret information. A general principle of the profiling attack is depicted in Figure 1. Depending on the profiling technique, one builds different types of profiling models. The two most common types are a template for the template attack and machine learning models.

![Figure 1: Profiling side-channel attack.](image)

2.2.1 Template Attack

The best-known profiling attack is the template attack (TA) that uses the Bayes theorem to obtain predictions, dealing with multivariate probability distributions as the leakage over consecutive time samples is not independent [CRR02]. In the state-of-the-art, template attack relies mostly on a (multivariate) normal distribution and is parameterized by the mean and covariance matrix. The template attack consists of two phases: the offline phase during which the templates are built and the online phase where the matching between the templates and unseen power leakage happens.

In practice, the covariance matrices’ estimation for each class value $y$ can be ill-posed mainly due to insufficient traces for each class. To prevent this issue, it is possible to combine all covariance matrices into a single one, reaching the version of the template attack commonly known as the pooled template attack. Interestingly, some related works showed that the pooled TA could be more efficient, in particular for a smaller number of traces in the profiling phase [CK13, PHJ+17].
2.2.2 Deep Learning-based SCA

As commonly done in the state-of-the-art [ZBHV19, ZBD+21], we consider supervised machine learning and the classification task. More precisely, the goal is to learn a function $f$ mapping an input to the discrete output ($f: \mathcal{X} \rightarrow \mathcal{Y}$) based on examples of input-output pairs. The number of classes $c$ for the discrete output depends on the leakage model and the cryptographic algorithm.

The function $f$ is parameterized by $\theta \in \mathbb{R}^z$, where $z$ represents the number of trainable parameters and $\theta$ denotes the vector of parameters learned in a profiling model. The profiling phase aims to learn the parameters $\theta$, minimizing the empirical risk represented by a loss function on a dataset of size $O$. In the attack phase, the goal is to predict classes (more precisely, the probabilities that a certain class would be predicted) $y$ based on the previously unseen set of traces $\mathbf{x}$ of size $Q$ and the trained model $f$.

2.3 Evaluating the Attack Performance

Once a profiling attack is finished, the result is a two-dimensional matrix with dimensions equal to $Q \times c$. Then, it is common to use the maximum log-likelihood distinguisher, which is a cumulative sum $S(k)$ for any key candidate $k$:

$$S(k) = \sum_{i=1}^{Q} \log(p_{i,y}). \quad (1)$$

The value $p_{i,y}$ represents the probability that for a key $k$ and input $d_i$, the result is class $y$ (derived from the key and input through a cryptographic function and a leakage model).

The result of an attack is a key guessing vector $g = [g_1, g_2, ..., g_{|K|}]$ calculated for $Q$ traces in the attack phase. This vector contains the key candidates in decreasing order of probability: $g_1$ is the most likely, and $g_{|K|}$ is the least likely key candidate. To reduce the effect of selected measurements (as commonly, one evaluates the attack performance for different subsets of $Q$ measurements), it is usual to estimate the effort to obtain the secret key $k^*$ with the guessing entropy (GE) metric [SMY09]. Guessing entropy represents the average position of $k^*$ in $g$.

2.4 Datasets

2.4.1 ASCAD

The ASCAD datasets represent a common target for profiling SCA as they contain measurements protected with a masking countermeasure and settings with fixed or random keys [BPS+20]. More precisely, the ASCAD datasets contain the measurements from an 8-bit AVR microcontroller running a masked AES-128 implementation. Currently, there are two versions of the ASCAD dataset. The datasets are available at https://github.com/ANSSI-FR/ASCAD.

- ASCAD_F: This dataset version has a fixed key and consists of 50000 traces for profiling and 10000 for the attack. Note that traces with 700 features (requires knowledge of $r$ mask share) are commonly used in related works. To make our work closer to realistic settings, we increase the time window including the signal-to-noise ratio (SNR) peaks of both secret shares $s_{r,2} = \text{Sbox}(p_2 \oplus k_2) \oplus r_2$ and $r_2$ (shown in Figure 2a). Finally, we select a time window with 4000 features, corresponding to the processing of key byte 3, the first masked key byte.

- ASCAD_R: This dataset version has random keys, with 200000 traces for profiling and 100000 for the attack. Similarly, instead of attacking traces with 1400 features that rely on knowledge of $r$ mask share (commonly used in literature), we extend the pre-selected
window to 4000 features corresponding to the processing of third masked key byte based on SNR of the $Sbox$ output. The corresponding SNR is shown in Figure 2b.

We use 50,000 traces for profiling, and 10,000 traces for the attack for both datasets.

2.4.2 AES_HD

This dataset is first introduced in [KPH+19], targeting an unprotected hardware implementation of AES-128 written in VHDL in a round-based architecture. Side-channel traces were measured using a high sensitivity near-field EM probe, placed over a decoupling capacitor on the power line on Xilinx Virtex-5 FPGA of a SASEBO GII evaluation board. In this paper, the Hamming distance (HD) leakage model is used and it considers $Sbox^{-1}(c_7 \oplus k_7) \oplus c_{11}$ in the last AES round. 45,000 traces are used for profiling, and 5,000 traces are used for the attack. Each trace has 1,250 features. The SNR is shown in Figure 2c. The dataset is available at http://aisylabdatasets.ewi.tudelft.nl/aes_hd.h5.

2.5 Leakage Models and the Number of Classes

Our work considers three leakage models:

1. **The Hamming Weight (HW) and Hamming Distance (HD) leakage models.** For the Hamming weight leakage model, the attacker assumes the leakage proportional to the sensitive variable’s Hamming weight. For the Hamming distance leakage model, the attacker assumes the leakage proportional to the XOR of two sensitive variable’s Hamming weights. These leakage models result in nine classes for a single intermediate byte for the AES cipher.

2. **The Identity (ID) leakage model.** In this leakage model, the attacker considers the leakage in the form of an intermediate value of the cipher. This leakage model results in 256 classes for a single intermediate byte for the AES cipher.

3 Related Works

Chari et al., in their seminal work in 2002, proposed the template attack, representing the beginnings of profiling SCA [CRR02]. While powerful, the template attack also relies on unrealistic assumptions: an unlimited number of profiling traces and noise following the Gaussian distribution [LPB+15]. Afterward, Schindler et al. proposed stochastic models where the authors approximated the real leakage function within a suitable vector subspace [SLP05]. Next, to resolve the issues stemming from the insufficient number of measurements per class for TA, it is also possible to pool all covariance matrices into a single one [JW02]. For instance, Choudhary and Kuhn investigated pooled template attack [CK13] and achieved performance improvements, both in terms of the extracted information and computational cost.
For a number of years, those techniques represented state-of-the-art for profiling SCA. Besides good attack performance, the limited hyperparameters make them easier to deploy in real-world cases. Nevertheless, it is commonly necessary to conduct a feature engineering phase to reduce the number of points of interest by using, e.g., machine learning-based feature selection [PHJB19], dimensionality reduction like Principal Component Analysis (PCA) [WEG87, APSQ06, BHvW12], Linear Discriminant Analysis (LDA) [SA08], or Sum of Squared Pairwise T-differences (SOST) [GLRP06].

Several years later, machine learning-based SCA became popular due to many results surpassing the performance of the template attack. The most common examples of the machine learning methods are support vector machines [HGM+11, HZ12, PHJ+17], random forest [LMBM13, MPP16], Naïve Bayes [PHG17, HPGM16], and multilayer perceptron [GHO15, MZ13]. While the results for machine learning techniques were generally favorable compared to the previous ones (e.g., template attack), the complexity of running such attacks was higher. Indeed, the best attack performance could only be achieved when hyperparameters in machine learning techniques are properly tuned. At the same time, feature engineering techniques are commonly required in the same manner as before to reduce computational complexity.

Finally, in the last few years, profiling SCA mostly moved toward deep learning techniques that provided even better results than machine learning or template attack [CDP17, KPH+19]. Additionally, deep learning does not require feature engineering, making the attack preparation simpler. Unfortunately, deep learning algorithms have significantly more tunable hyperparameters than other techniques in profiling SCA, increasing the complexity of deploying those attacks. The first significant progress was showcasing that convolutional neural networks can efficiently break targets [MPP16]. Additionally, the authors showed that deep learning works well with raw traces (or at least many more points of interest than before), removing the need for feature engineering. Cagli et al. demonstrated how deep learning could break implementations protected with a jitter countermeasure [CDP17]. Additionally, they introduced the data augmentation approach to profiling SCA. Kim et al. designed a deep learning architecture that gave excellent results for several publicly available datasets [KPH+19]. While the developed architectures differ due to different dataset dimensions (number of features), it is possible to recognize a common design principle used for all experimental settings.

While the performance of the first deep learning-based side-channel attacks was very good, the SCA community quickly realized it could be further improved by following a careful hyperparameter tuning phase. Benadjila et al. investigated hyperparameter tuning for the ASCAD dataset and proposed several well-performing neural network architectures [BPS+20]. Zaid et al. proposed the first methodology to tune the hyperparameters related to the size (number of learnable parameters, i.e., weights and biases) of layers in convolutional neural networks [ZBHV19]. Starting from the work from Zaid et al. [ZBHV19], Wouters et al. showed how to reach similar attack performance with data regularization and even smaller neural network architectures [WAGP20]. Perin et al. investigated deep learning model generalization and showed how ensembles of random models could perform better than a single carefully tuned neural network model [PCP20]. Rijsdijk et al. explored the reinforcement learning paradigm to find small neural networks that perform well [RWPP21]. While their approach requires a significant tuning effort (computational time), the authors notably improved state-of-the-art results.

Lu et al. made a significant step forward in the deep learning-based SCA as they investigated the performance of deep learning with raw traces (while the previous works actually considered pre-selected windows of features) [LZC+21]. Their results showed even better attack performance but at the cost of significantly more complex neural networks (e.g., having around 30 layers). Finally, Perin et al. showed how simple re-sampling of raw traces could result in extremely powerful attacks (requiring only a single attack trace).
while using simple neural networks with only a few hidden layers [PWP21b].

All those works have in common that they design a specific architecture for each dataset and leakage model. For some works, i.e., [KPH+19], the difference in the architecture design is a natural consequence of different dataset shapes (the number of features in each trace). For others, e.g., [ZBH19, RWPP21], the architectures are finely tuned for each experimental setting, and they differ significantly.

4 Triplet Attack

In this section, we introduce the general concept of the triplet model, and afterward, we discuss how we adapt it to the context of profiling side-channel analysis.

4.1 Similarity Learning and Triplet Network

Similarity learning belongs to supervised machine learning, where the goal is to learn a similarity function that measures how similar or related two objects are. One option for this task is to use a triplet network model to learn useful data representations by distance comparisons [HA15]. Triplet network was evolved from the Siamese network [MKR16, GFZ+17] and was first proposed by Wang et al. [WSL+14] in 2014. Then, based on the triplet network, Schroff et al. developed the well-known Facenet network for face recognition and clustering [SKP15].

A depiction of a triplet network is shown in Figure 3. A triplet input consists of three samples 1: positive, anchor, and negative. Positive and anchor samples have the same label \( i \), while that label is different from the negative samples. By training the deep network with the shared weights, three embeddings \( 2 (\text{Emb}_p, \text{Emb}_a, \text{Emb}_n) \), corresponding to their input are outputted by the deep network and used for the triplet loss calculation. Weight vectors are updated using shared architecture during back-propagation. During training, we follow the online triplet mining method proposed in [SKP15], meaning that triplets are generated in real-time within a training batch. Compared with offline triplet mining, which fits the manually-created triplets to the network, the randomly-generated triplets increase the chance to find triplets with high triplet loss, thus speeding up the learning process.

An embedding represents a (relatively) low-dimensional space into which high-dimensional vectors can be translated. Embedding allows easier machine learning tasks when the inputs are large. Ideally, an embedding would capture some input semantics by placing semantically similar inputs close together in the embedding space. A triplet model aims to extract these features while enlarging their inter-class differences. The conventional triplet loss function is defined in Eq. (2). The evaluation and benchmark between different loss functions is presented in Section 5.2.1. Among all of the considered loss functions, triplet loss performs the best.

\[
    \text{loss} = \max (d(a, p) - d(a, n) + \text{margin}, 0),
\]

where \( d \) denotes the Euclidean distance \(^3\) between two feature vectors. \( a, p, \) and \( n \) stand for anchor, positive (with the label same as the anchor), and negative samples (with a label different from the anchor); \( \text{margin} \) is enforced between the positive and negative pairs.

Based on the loss definition, there are three categories of triplets:

- Easy triplets: \( d(a, p) + \text{margin} < d(a, n) \).
- Hard triplets: \( d(a, n) < d(a, p) \).

\(^{1}\)For SCA, samples are leakage traces.

\(^{2}\)For SCA, the embeddings are extracted features used for attacks.

\(^{3}\)The Euclidean distance between two points in Euclidean space is the length of a line segment between the two points.
• Semi-hard triplets: \( d(a, p) < d(a, n) < d(a, p) + \text{margin} \).

Clearly, \text{margin} defines the boundary between the three types of triplets. When \text{margin} reaches zero, only easy and hard triplets exist. From the feature learning perspective, training on easy triplets could easily reach a low loss value as \( p \) and \( n \) are easy to distinguish. However, it may result in the model converging to the local optima and struggling in differentiating the samples belonging to the different clusters but with a close Euclidean distance. Training directly on the hard triplets whose negative sample is closer to the anchor than the positive may also lead the model to stop learning or collapse (the embedded output collapses to one feature) [SKP15]. On the other hand, training on semi-hard triplets increases the learning difficulties in a reasonable range, leading to more representative extracted embeddings features. We set the margin to 0.4 for all of the following experiments, enabling us to choose a random semi-hard negative (the negative lies inside the \text{margin}) for every pair of anchor and positive and train on these triplets. The influence of \text{margin} is discussed in Section 5.2.3.

4.2 Triplet Loss with Hybrid Distance

Based on Eq. (2), once the anchor’s label is set, the rest of the samples can be binary classified based on their label: positives and negatives. However, these embedding-based semi-hard triplets ignore the diversity of labels in negatives. Indeed, for a dataset with \( c \) classes, negatives contains \( c - 1 \) classes. Within all embedding-based semi-hard triplets, if one can use negative’s label information to find negatives that are potentially closer to the anchor than other negatives, the newly formed (semi-hard) triplets could include negatives that could be more ‘difficult’, thus leading to more efficient learning. From the classification perspective, focusing on differentiating with neighboring clusters would help in improving classification performance.

Unfortunately, for the triplet learning tasks such as images or audio feature extraction, it is challenging to judge the similarity between the anchor and negatives based on their labels [HA15, CR19]. For instance, imagine images with labels ‘Alice’, ‘Bob’, and ‘Eve’. One can hardly tell which two clusters are similar by only seeing the name. On the other hand, the correlation between label distance and embedding distance is stronger for SCA.
Indeed, the SCA’s labels are determined by intermediate data processed by the target, and we apply leakage models to these labels to simulate and correlate with measured leakages. Naturally, a smaller label distance may indicate similar leakage traces (smaller feature distance). For instance, as defined in Section 2.5, the Hamming weight leakage model assumes that the leakage is proportional to the sensitive variable’s Hamming weight. For a device that leaks byte-wise Hamming weight, intermediate values that have closer Hamming weight values would generate similar leakages.

Following this, we optimize the distance metric (Euclidean distance) to enforce the triplet learning based not only on embedding distance but also on label distance. We denote it as Hybrid Distance. The newly proposed embedding distance calculation method is defined in Eq. (3).

\[
\text{Hybrid Distance} = \frac{d(a_{l_a}, b_{l_b})}{\alpha d'(l_a, l_b)}, \alpha \in (0, 1].
\]  

(3)

Here, \(d(a_{l_a}, b_{l_b})\) stands for the squared Euclidean distance between embedding \(a\) and \(b\) with their corresponding labels \(l_a\) and \(l_b\). \(d(\cdot)\) denotes the normalized Euclidean distance between labels (ranges from zero to one); \(\alpha\) is a constant that need to be tuned (detailed evaluation in Section 5.2.1). Following Eq. (3), the Hybrid Distance ranges from \(d(a_{l_a}, b_{l_b})\) to \(d(a_{l_a}, b_{l_b})/\alpha\) based on the label distance. When \(\alpha\) equals one, the squared Euclidean distance is calculated.

An illustration of the conventional and newly proposed embedding distance calculation methods is shown in Figure 4. \(a, p,\) and \(n\) are used to represent anchor, positive, and negative samples, respectively; the corresponding labels are denoted by their subscript \(i\), \(i + 1\), and \(i + 2\). The margin range is highlighted in pink. As defined in Eq. (2), only negative within this range can be counted as a semi-hard triplet and used later for learning. The left graph indicates the conventional method where the embedding distance is purely based on the extracted features; the right graph takes into consideration the label distance so that \(n_{i+2}\) is pushed out of the margin range. Consequently, the triplet model will learn from \(n_{i+1}\) that is semi-hard both embedding-wise and label-wise.

![Figure 4: Comparison of two embedding distance calculation methods. Compared with the Euclidean distance (left), the Hybrid Distance (right) introduces a larger distance value when the label distance increases.](image)

### 4.3 Attack Scheme

The correctly trained triplet model outputs embeddings with a larger distance between each cluster than the raw inputs. Our attack scheme can be divided into two steps: 1) train
a triplet model and extract the embeddings features for the profiling and attack traces, 2) launch standard profiling attacks using these embeddings features. A demonstration of the attack scheme is shown in Figure 5.

Figure 5: Triplet-assisted profiling attack.

Compared with the traditional dimensionality reduction methods such as PCA or autoencoders [VLL+10, WP20, RAD20], the triplet network is more task-specific: the label information utilized by the triplet network forces the network to focus on differentiating leakages (or point of interests), which is directly helpful for the SCA attack. Considering LDA and SOST, the triplet network combines features nonlinearly, which is beneficial when the leakage traces are noisy.

Additionally, since it is based on constructing a Probability Density Function (PDF), a template attack can benefit from using the extracted features as the input. First, the small triplet embeddings size reduces the computation complexity of the template attack. Second, the triplet network outputs Gaussian-distributed embeddings with a greater inter-class difference, thus leading to more separated PDFs. As a result, it can help to retrieve the key with fewer attack traces. Therefore, after training the triplet network, we use the extracted embeddings and corresponding labels to perform the template attack, where the attack approach does not change for different datasets (cf. with the neural network architectures).

### 4.4 Neural Network Architectures

The main body of the triplet network is designed based on the VGG neural network [SZ14]. The design principle from related works [KPH+19, BPS+20] is applied to tune the specific hyperparameters. The neural network tuning is based on the combination of different hyperparameters to reach the best attack performance on all test settings (datasets, leakage models, noise resilience). The search space is listed in Table 1. Note, the architecture of the triplet model is flexible. In Section 5.1.2, we modify different state-of-the-art models to build triplet networks and reach outstanding performance with minimal training effort.

Since the goal of the triplet network is to extract useful embeddings from side-channel leakages, several adjustments were needed. First, the large dense layers and the final classification layer are replaced with a single embedding (dense) layer as the goal is feature extraction and not classification. Note that the size of the embeddings layer is essential for the triplet network: either too large or too small embeddings size may have side effects on the extracted embeddings, influencing the attack performance (see Section 5.2.3 for detailed discussion). We set the size of the embedding to 32 based on the grid search.
results (discussion in Section 5.2.2). Besides, we use average pooling as it performs better for the tested datasets [BPS+20, WP21]. SeLU is used as the activation function to avoid vanishing and exploding gradient problems [KUMH17]. To provide a sufficient number of valid triplets per batch, the batch size is set to 512 for all experiments. The optimizer is Adam with a learning rate of 5e-4. The detailed description of the neural network is listed in Table 2.

Table 2: Triplet architectures used in the experiments.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Kernel number/size</th>
<th>Pooling stride/size</th>
<th>Neurons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv+AvgPooling</td>
<td>64/15</td>
<td>15/15</td>
<td>-</td>
</tr>
<tr>
<td>Conv+AvgPooling</td>
<td>128/3</td>
<td>2/2</td>
<td>-</td>
</tr>
<tr>
<td>Dense</td>
<td>-</td>
<td>-</td>
<td>32</td>
</tr>
</tbody>
</table>

It is worth mentioning that although the proposed model works well as a triplet model, the attack performance becomes significantly worse than state-of-the-art attack results when using it for profiling directly (i.e., by adding a prediction layer). Therefore, we can confirm that the reported performance is due to the proposed attack scheme and not just to a choice of neural network architecture that happens to suit the evaluated attack scenarios.

### 4.5 The Environment

The machine learning models were implemented in Python version 3.6, using TensorFlow library version 2.4.1. The model training algorithms were run on a cluster of Nvidia GTX 1080 and GTX 2080 graphics processing units (GPUs), managed by Slurm workload manager version 19.05.4.

## 5 Experimental Results

This section systematically evaluates our attack scheme from two aspects: side-channel attack performance and triplet hyperparameters’ influence. The analysis is conducted on three publicly available datasets described in Section 2.4. We consider the HW, HD (for AES_HD), and ID leakage models. The training epoch is set to one, which requires around 20 seconds of training time. The detailed discussion about the required number of training epochs is in Section 5.2.4.
To evaluate the attack performance, we report the number of traces required to reach GE equal to zero, which is denoted as $T_{GE0}$. $T_{GE0}$ metric is derived from guessing entropy, aiming at evaluating the key recovery capacity of profiling models by setting a limited number of attack traces. Specifically, $T_{GE0}$ is designed for cases where the models require fewer traces (than the maximum number of attack traces) to retrieve the secret key. In this case, even if guessing entropy equals zero for different settings, we can better estimate the attack performance by evaluating the number of attack traces to reach it. The algorithmic randomness stemming from the weight initialization for neural networks could have a significant impact on the attack performance [WPP21]. Besides, simulating noise (Section 5.1.2) with different random seeds would cause attack performance fluctuation. To provide representative results and a fair benchmark, all considered test scenarios (datasets, leakage models, deep learning models, dimensionality reduction techniques) in the following section are trained/executed and attacked 20 times independently. The medium-performing model is used to represent the attack efficiency in the following sections.

5.1 Performance Evaluation

First, we show results for the original (publicly available) datasets, and afterward, we test the perturbation resilience with different desynchronization levels.

5.1.1 Attack Capability

The attack performance of triplet attacks is benchmarked with the state-of-the-art MLP [WPP20] and CNN [ZBHV19, RWPP21, PCP20] models (SOTAs). Note that those neural networks are designed for the pre-selected windows of features (700 for ASCAD_F and 14000 for ASCAD_R). Our work adjusts their input layers with dimensions defined in Section 2.4. Although the input feature number is larger than the one considered in the original papers for SOTAs, we expect targets can still be broken, even reach better attack performance [LZC+21]. Besides offering insight into how these networks perform on (much) longer traces, various dimensionality reduction techniques, such as PCA, LDA, SOST, and autoencoder (AE) [WP20] are considered in this paper. The feature size is set to be optimal. The implementation details for the autoencoder are presented in Appendix A. The extracted features/latent space are then used for the template attack.

The benchmarks for all datasets with the $T_{GE0}$ metric are shown in Tables 3, 4, and 5. Here, ‘-’ indicates that GE does not reach zero with a given number of attack traces. The best values are denoted in bold font.

For ASCAD_F and ASCAD_R, the increased number of input features leads to similar or even significantly better performance compared to the original papers (SOTA model from [RWPP21] with the ID leakage model now requires only seven traces to break the target). Still, the proposed attack scheme generates the best performance in four out of five scenarios with a single model presented in Table 2, confirming the generality and transferability of the triplet model and the attack method. On the other hand, compared with PCA and AE, the usage of the label information significantly increases the quality of the extracted features by the triplet network, thus leading to a better attack performance. Although LDA and SOST also consider the labels, the absence of the mask knowledge [BCS21] and the linear combination of features leads to mediocre performance.

---

4We also evaluate the performance with the pre-selected windows of feature with sizes 700/1400 to provide a better comparison with related works.

5We experimentally test multiple feature sizes ranges from 8 to 128. The one with the best attack performance is considered to be optimal. The detailed settings for each dataset and leakage models are listed as follows, results for the HW and ID leakage models are separated by ’/’. ASCAD_F: PCA=16/16; LDA=8/128; SOST=32/64; AE=16/16. ASCAD_R: PCA=16/16; LDA=8/32; SOST=128/8; AE=16/16. AES_HD: PCA=8, LDA=8; SOST=8; AE=16.
when attacking datasets protected with masks. Finally, for [PCP20], the hyperparameter space used to generate ensembles could be non-optimal due to an increased number of input dimensions, thus leading to unsuccessful attacks.

Besides the results listed in the tables, we verify the generality of the proposed method by varying the input dimension size. Specifically, we attack ASCAD_F and ASCAD_R with commonly-used feature settings (700 and 1400). As a result, for ASCAD_F, a medium-performing model requires 353 (HW) and 632 (ID) traces to break the target. For ASCAD_R, the required number of traces for two leakage models are 533 and 1228. Consequently, we can observe that more attack traces are required when the input dimension is smaller. Still, the secret information can be retrieved with one-epoch training.

**Table 3: Benchmark the attack performance ($T_{GE0}$) with the ASCAD_F dataset.**

<table>
<thead>
<tr>
<th></th>
<th>[ZBHv19]</th>
<th>[WPP20]</th>
<th>[RWPP21]</th>
<th>PCA</th>
<th>LDA</th>
<th>SOST</th>
<th>AE</th>
<th>This work</th>
</tr>
</thead>
<tbody>
<tr>
<td>HW</td>
<td>174</td>
<td>225</td>
<td>294</td>
<td>187</td>
<td>-</td>
<td>1123</td>
<td>239</td>
<td>1123</td>
</tr>
<tr>
<td>ID</td>
<td>191</td>
<td>160</td>
<td>7</td>
<td>193</td>
<td>-</td>
<td>5294</td>
<td>183</td>
<td>5294</td>
</tr>
</tbody>
</table>

**Table 4: Benchmark the attack performance ($T_{GE0}$) with the ASCAD_R dataset.**

<table>
<thead>
<tr>
<th></th>
<th>[PCP20]</th>
<th>[WPP20]</th>
<th>[RWPP21]</th>
<th>PCA</th>
<th>LDA</th>
<th>SOST</th>
<th>AE</th>
<th>This work</th>
</tr>
</thead>
<tbody>
<tr>
<td>HW</td>
<td>-</td>
<td>864</td>
<td>519</td>
<td>416</td>
<td>-</td>
<td>-</td>
<td>686</td>
<td>197</td>
</tr>
<tr>
<td>ID</td>
<td>-</td>
<td>3 444</td>
<td>4 244</td>
<td>577</td>
<td>-</td>
<td>-</td>
<td>1 183</td>
<td>188</td>
</tr>
</tbody>
</table>

**Table 5: Benchmark the attack performance ($T_{GE0}$) with the AES_HD dataset.**

<table>
<thead>
<tr>
<th></th>
<th>[KPH+19]</th>
<th>[ZBHv19]</th>
<th>PCA</th>
<th>LDA</th>
<th>SOST</th>
<th>AE</th>
<th>This work</th>
</tr>
</thead>
<tbody>
<tr>
<td>HD</td>
<td>-</td>
<td>4 415</td>
<td>-</td>
<td>1923</td>
<td>1 860</td>
<td>-</td>
<td>7 68</td>
</tr>
</tbody>
</table>

The template attack used as the final stage of triplet attacks could also be switched to other profiling attack methods. For instance, the trained triplet model can be used for transfer learning: adapting a prediction layer with additional training epochs could also break the target. Still, we believe a template attack represents a robust and straightforward solution. In addition, we also tested the pooled template attack on features extracted by the triplet network. This technique fails to break the protected dataset (ASCAD_F and ASCAD_R) with the given number of attack traces but performs very well on AES_HD (reaches zero GE with around 600 attack traces). Indeed, pooled template attack can only reach a higher precision estimate if each cluster has a different mean but the same covariance matrix. The introduction of the masking countermeasure in ASCAD_F and ASCAD_R would break this assumption, thus leading to worse attack performance.

### 5.1.2 Perturbation Resilience

The well-synchronized traces significantly improve the correlation of the intermediate data and trace values. Therefore, the alignment of the traces is an essential step for the side-channel attack. Two desynchronization levels (50 and 100) were simulated and tested to show the effect of trace desynchronization. The methods that failed in the previous section are excluded from the experiments, as the addition of noise further increases the attack difficulties. The model is trained for one epoch for triplet attack, aligned with the previous section. To counter the added noise, the kernel size of the first convolution layer and the pooling size/stride of the first pooling layer is increased to 55 for all test settings based on grid search results. For AE, we train with noisy-noisy traces pair as our goal is...
to test the feature extraction capability of AE. Consequently, this method failed in key recovery with all noise levels.

We modify SOTAs from [RWPP21, ZBHV19] to build triplet models and compare noise resilience of conventional deep learning-based method and triplet-based training method. More specifically, all dense layers were replaced by the embedding layer with a size of 32. The rest of the settings are aligned with previous experiments.

The attack performance of the medium-performing model over 20 independent training is listed in Tables 6, 7, and 8. The perturbation in the time domain significantly reduces the attack performance with the conventional deep learning-based methods. Meanwhile, since the leakage traces are not perfectly aligned (common in realistic settings), valid features become more difficult to extract with the dimensionality reduction techniques. On the other hand, with only one-epoch training, the triplet-based method shows its perturbation resilience: the triplet-based SOTA attacks break the target in some attack scenarios, while their counterparts failed in all test cases. With the ASCAD_F dataset, triplet attacks reach comparable performance with models specifically optimized for different levels of desynchronization in [ZBHV19].

In addition, we tested the noise resilience of the triplet attack with a reduced number of input features for ASCAD_F (700) and ASCAD_R (1400). For both ASCAD_F and ASCAD_R, except for the desynchronization level 100 and the ID leakage model, the medium performing model can retrieve the secret information within 10 000 traces. More precisely, for ASCAD_F and desynchronization 50, we require 751/6 097, while for desynchronization 100, we need 2 641/- attack traces. For ASCAD_R and desynchronization 50, we need 1 449/8 478 attack traces, and for desynchronization 100, 7 936/- attack traces. Therefore, we can confirm the superior perturbation resilience of the triplet-based attack method.

Table 6: Benchmark the attack performance ($T_{GE0}$) with the ASCAD_F dataset perturbed with desynchronization. Attack results for the HW and ID leakage models are separated by '/'.

<table>
<thead>
<tr>
<th>Noise</th>
<th>[ZBHV19]</th>
<th>[WPP20]</th>
<th>[RWPP21]</th>
<th>PCA</th>
<th>SOST</th>
<th>Triplet-[RWPP21]</th>
<th>This work</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/</td>
<td>-/2850</td>
<td>251/191</td>
</tr>
<tr>
<td>100</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/</td>
<td>-/</td>
<td>382/582</td>
</tr>
</tbody>
</table>

Table 7: Benchmark the attack performance ($T_{GE0}$) with the ASCAD_R dataset perturbed with desynchronization. Attack results for the HW and ID leakage models are separated by '/'.

<table>
<thead>
<tr>
<th>Noise</th>
<th>[WPP20]</th>
<th>[RWPP21]</th>
<th>PCA</th>
<th>Triplet-[RWPP21]</th>
<th>This work</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>7 805/3715</td>
<td>2 251/3 385</td>
</tr>
<tr>
<td>100</td>
<td>-/-</td>
<td>-/-</td>
<td>-/-</td>
<td>-/</td>
<td>6 386/9 932</td>
</tr>
</tbody>
</table>

Table 8: Benchmark the attack performance ($T_{GE0}$) with the AES_HD dataset perturbed with desynchronization.

<table>
<thead>
<tr>
<th>Noise</th>
<th>[ZBHV19]</th>
<th>LDA</th>
<th>SOST</th>
<th>Triplet-[ZBHV19]</th>
<th>This work</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>4 662</td>
</tr>
<tr>
<td>100</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Training with noisy-clean traces pairs (as done in denoising autoencoder approach [WP20]) may reach better attack performance. However, this method is not considered here because clean traces are difficult to obtain in realistic settings.
5.2 Hyperparameter Evaluation

This section concentrates on evaluating several critical hyperparameters for the triplet network model. Besides better understanding their influence on the attack performance, we hope the detailed evaluations could serve as guidelines for potential users to design their triplet models. This section considers the setting where each trace has 4000 features.

5.2.1 Loss Function

Recall that the proposed loss function introduces a new hyperparameter $\alpha$. To better understand the effect of this hyperparameter, we tune $\alpha$ from 0.1 to 1 in a step of 0.1 and attack all considered datasets. Note that the Hybrid Distance is equivalent to the Euclidean distance when $\alpha$ equals one. The rest of the training settings are aligned with the previous sections.

![Figure 6: The effect of $\alpha$.](image)

The attack results for three datasets are shown in Figure 6. First, we can confirm that introducing $\alpha$ and Hybrid Distance helps increase the attack performance. On the other hand, as expected, the optimal $\alpha$ varies for each dataset: the best $\alpha$ is 0.9 for AES_HD, while this value drops to 0.1 for the other two datasets. For AES_HD, the attack performance becomes worse than the default distance metric ($\alpha = 1$) when $\alpha$ is below 0.6. Indeed, although smaller $\alpha$ strengthens the influence of the label distance, too small $\alpha$ would dominate the distance metric and be harmful in learning useful features from different negative clusters, finally degrading the attack performance.

Next, we benchmark the attack performance of the proposed loss function with some other loss functions used for similarity learning. More specifically, we considered Contrastive loss [HCL06], Lifted Structure loss [OSXJS16], Pinball loss [SC11], and Hard triplet loss. Besides, the Semi-hard triplet loss with the default distance metric (Euclidean distance) is included in this benchmark. Loss functions that contain hyperparameters are tuned to be optimal $^7$. The model and training hyperparameters are kept the same.

The attack results are shown in Table 9. Although the model trained with almost all loss functions can generate features that lead to zero guessing entropy within the given number of attack traces, our proposed loss function outperforms all considered loss functions in all attack scenarios. Specifically, one can observe a significant improvement of the attack performance from the Hard triplet loss to Semi-hard triplet loss, indicating the importance of learning from the semi-hard triplets. On top of that, besides the embedding distance, we introduce label distance in the distance metric calculation. With the help of the Hybrid Distance metric proposed in this paper, our loss function reaches the best

$^7$We experimentally test multiple $\tau$ (for Pinball loss) and margin (for the rest except the Hard triplet loss) ranges from 0.2 to 1.0. The one with the best attack performance is considered to be optimal. The detailed settings for each loss function and leakage model are listed as follows, results for the HW and ID leakage models are separated by ‘/’. ASCAD_F: Contrastive=1.0/0.2; Lifted Structure: 0.4/0.2. Pinball: 0.2/0.2. ASCAD_R: Contrastive=1.0/0.6; Lifted Structure: 0.8/0.6. Pinball: 1.0/0.4. AES_HD: Contrastive=0.8; Lifted Structure: 0.8; Pinball: 1.0.
Table 9: Benchmark different loss functions with $T_{GE0}$. Attack results for the HW and ID leakage models are separated by ‘/’.  

<table>
<thead>
<tr>
<th></th>
<th>Contrastive Lifted Structure Pinball Hard Semi-hard This work</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASCAD_F</td>
<td>4174/230 744/324 432/332 -/8600 296/124 <strong>159/64</strong></td>
</tr>
<tr>
<td>ASCAD_R</td>
<td>5376/904 999/1457 651/983 -/- <strong>775/713</strong> <strong>197/188</strong></td>
</tr>
<tr>
<td>AES_HD</td>
<td>3849 3486 3279 - 2910 <strong>1768</strong></td>
</tr>
</tbody>
</table>

attack performance. The attack performance with other loss functions could increase with more training epoch or profiling traces, but the computation complexity is increased as a trade-off.

5.2.2 Embedding Size

The embedding size directly impacts the template attack performance as it determines the dimension of the extracted features. In this section, we tune this hyperparameter and analyze its effect on the attack performance. The tuning range is from 16 to 128 in a step of 16. We set the maximal embedding size to 128, as there are only around 140 measurements for the least represented class, so higher values would trigger a singular matrix problem, and the template attack would fail.

The embedding tuning results are shown in Figure 7. From the results, a larger embedding size could lead to worse attack performance. Indeed, the additional features introduced by a larger embedding size could harm the overall attack performance as they may contain noise learned from the irrelevant raw features. Moreover, more embedding features would dilute the features extracted by the triplet model, thus reducing the attack performance.

When evaluating smaller embedding sizes, size 32 performs comparable (Figure 7b) or even better than size 16. As expected, an overly small embedding size would not have enough dimensions to represent the characteristic of the raw features. Although the optimal embedding size would be different when testing other datasets, we believe the relationship between the embedding size and attack performance follows the observations in this section. In any case, since it is common to conduct feature engineering when running the template attack, we do not consider the effort required to tune the embedding size more substantial.

5.2.3 Triplet Margin

In this section, we vary the triplet margin and investigate its influence on the attack performance. The test setting is the same as the previous sections. The minimum margin is set to be 0.2, which is aligned with [SKP15].
The experimental results are shown in Figure 8. From the results, the increase of the margin value could slightly degrade the attack performance in some cases (Figure 8a). As mentioned before, when the margin becomes too large, since too many simple triplets are involved in training, the model can easily converge to the local optima and stop learning. Still, compared with the effect of the size of the embedding shown in Figure 7, the margin has a limited effect on the attack performance.

5.2.4 Training Epochs

Accuracy is one of the core metrics to evaluate a deep learning model in the deep learning domain. Most of the individual examples must be correctly classified to reach high accuracy. As a consequence, when using the triplet network to extract the features, a high training effort is required to extract meaningful embeddings (1000 to 2000 CPU hours according to [SKP15]). This section explores the influence of the number of training epochs on attack performance. Same as in the previous sections, the results are averaged over 20 independently trained models. As mentioned, each epoch training requires around 20 seconds with a GPU.

As shown in Figure 9, more training epochs lead to worse attack performance for ASCAD_F and ASCAD_R, indicating they suffer more from overfitting. The most straightforward approach to prevent/delay the overfitting effect is to increase the pooling size/stride of the triplet model. By doing this, the triplet model could focus on more general features from input. As a demonstration, we increase the pooling size/stride of the first pooling layer from 15 to 60 in Table 2. As shown in Figure 10, although overfitting still occurs, the performance remains stable with more training epochs without a performance loss.

Compared with other deep learning attacks that generally require more than 50 training epochs [BPS+20, KPH+19, ZBD+21], our triplet-based method dramatically speeds up the feature learning process. Indeed, the DL-based SCA attacks aim at training an efficient
classifier that should work well in both efficient feature extraction and precise classification. To reach both goals, careful hyperparameter tuning and an increased training effort are required. On the other hand, the triplet-based method split the feature extraction and classification into separate steps (same as the conventional profiled SCA attack method). Therefore, the task of the triplet model is much simpler and straightforward: transfer and combine raw features that can maximize the embedding distance between different clusters. With the SCA-optimized distance metric, the triplet model can extract meaningful features more efficiently. For the same reason, the hyperparameter’s flexibility in designing a triplet model is significantly increased.

5.2.5 Training Set Size

Similar to other deep learning-based methods, the triplet model can require large quantities of data to perform well. However, the training sets for the triplet network have more constraints: 1) a single training set for a triplet network consists of three individual samples (anchor, positive, and negative) and 2) the selection of the positive and negative samples is limited by the margin value. Following this, the triplet network training may require more traces than the conventional deep learning attacks. To investigate the relation between the number of training traces and the attack performance, we vary the number of the profiling traces from 10000 to 50000 with a step of 5000 traces. The results are shown in Figure 11. Note that for the ID leakage model, due to the lack of training data, training with 10000 traces always leads to an unsuccessful template attack (singular matrix), so the results are not presented.

In all test scenarios, more training traces lead to better attack performance. Besides, a significant performance leap can be observed when the number of training traces increases from 10000 to 20000 for the HW leakage model. Indeed, with a 10000 training set, the smallest cluster only has 35 samples for the HW leakage model (class imbalance) and 20 for the ID leakage model. Knowing that not all of them can form a triplet due to triplet...
margin restriction, the triplet network cannot generalize well for the minority clusters, thus leading to poor performance or even attack failure for both HW and ID leakage models. On the other hand, the performance increases slowly when the traces are above 20,000, indicating that the triplet model reaches its maximum feature extraction capability.

5.3 What Can We Learn?

Based on the conducted experiments, we provide several general observations:

- When attacking the original datasets (without noise addition), triplet-assisted template attack performs comparable or better than the state-of-the-art models from the literature that consider pre-selected windows of features.
- Triplet-assisted template attack can be more resilient to noise in horizontal and vertical dimensions than deep learning-based attack and commonly used feature engineering techniques.
- The optimal $\alpha$ values are different for different datasets, but starting with a larger value (i.e., 0.9) would be a good starting point.
- The newly proposed Hybrid Distance helps the semi-hard loss function to outperform other loss functions.
- The embedding size has a dominant influence on the attack performance. Either too large or too small embedding size would lead to the degradation of the attack performance.
- Increasing margin will increase the triplet loss and provide additional capability to the triplet network to learn from the data. However, since the semi-hard triplet selection is also based on the margin value (the negatives lie inside the margin), greater margin would also include more easy triplet being formed. In general, the triplet network still has a high tolerance towards the variation of the margin value.
- The number of training traces has a significant impact on the attack performance.
- The triplet network is highly efficient in extracting the leakage-related features. One-epoch training is sufficient to train a triplet network for the evaluated datasets.

6 Conclusions and Future Work

This work investigates how to extract useful features from side-channel leakages for efficient template attacks. To accomplish this, we use the concept of triplet networks that have a task to find a well-performing embedding based on the input traces. We conduct experiments on three publicly available datasets and three leakage models, showing that our deep learning-assisted template attack can effectively break targets (even with the addition of noise) with significantly reduced training effort. This result is especially significant as we compared with a number of deep learning architectures that were specifically tuned for different experimental settings. Additionally, we show that our approach is rather resilient to desynchronization. Finally, we systematically investigate the influence of multiple hyperparameters in the proposed attack scheme, which could be helpful in future research.

We plan to extend our approach to raw traces (and not pre-selected windows as used now). Since the raw traces are significantly larger (e.g., 100,000 features vs. 4,000 features), it would be interesting to explore the limitations of triplet networks. Additionally, this work showed how template attack works well when combined with triplet networks. In the future, we aim to explore the combinations of triplet networks with simpler machine learning techniques like the random forest or support vector machines.
A Autoencoder Implementation

An autoencoder consists of two parts: encoder (φ) and decoder (ψ). As shown in Eq. (4), the encoder transfers the input with more features to its latent space (φ : X → F), while the goal of the decoder is to reverse this process (ψ : F → X). The goal of an autoencoder is to transform inputs into outputs with the least possible amount of distortion [Bal12]. Naturally, the most representative features of the input data are learned and kept in the latent space (embedding) of the network:

\[
\phi, \psi = \arg \min_{\phi, \psi} \|X - (\psi \circ \phi)X\|^2.
\] (4)

The design of the autoencoder used in this work follows [WP20]. We simplify the original denoising autoencoder as our goal is not to remove noise from the traces but to extract the embeddings from the latent space. Intuitively, the latent space can be considered the representation of compressed data. For an autoencoder, the dimension of the latent space is usually defined by the layer in the middle. The implementation details are listed in Table 10 (BN stands for the batch normalization layer). We use SeLU as the activation function, the loss function is Adam with a learning rate of 1e-4, and the number of training epochs is set to 50.

<table>
<thead>
<tr>
<th>Layer</th>
<th>kernel number/size</th>
<th>neurons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv*2+BN+AvgPooling</td>
<td>256/2</td>
<td>-</td>
</tr>
<tr>
<td>Conv*2+BN+AvgPooling</td>
<td>256/2</td>
<td>-</td>
</tr>
<tr>
<td>Conv+BN+AvgPooling</td>
<td>128/2</td>
<td>-</td>
</tr>
<tr>
<td>Conv+BN+AvgPooling</td>
<td>128/2</td>
<td>-</td>
</tr>
<tr>
<td>Conv+BN+AvgPooling</td>
<td>64/2</td>
<td>-</td>
</tr>
<tr>
<td>Dense</td>
<td>-</td>
<td>8 to 128</td>
</tr>
<tr>
<td>Deconv+BN+UpSampling</td>
<td>64/2</td>
<td>-</td>
</tr>
<tr>
<td>Deconv+BN+UpSampling</td>
<td>128/2</td>
<td>-</td>
</tr>
<tr>
<td>Deconv+BN+UpSampling</td>
<td>128/2</td>
<td>-</td>
</tr>
<tr>
<td>Deconv*2+BN+UpSampling</td>
<td>256/2</td>
<td>-</td>
</tr>
<tr>
<td>Deconv*2+BN+UpSampling</td>
<td>256/2</td>
<td>-</td>
</tr>
<tr>
<td>Deconv</td>
<td>1/2</td>
<td>-</td>
</tr>
<tr>
<td>Crop</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
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