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Abstract—Most existing Secure Multi-Party Computation (MPC) protocols for privacy-preserving training of decision trees over distributed data assume that the features are categorical. In real-life applications, features are often numerical. The standard “in the clear” algorithm to grow decision trees on data with continuous values requires sorting of training examples for each feature in the quest for an optimal cut-point in the range of feature values in each node. Sorting is an expensive operation in MPC, hence finding secure protocols that avoid such an expensive step is a relevant problem in privacy-preserving machine learning. In this paper we propose three more efficient alternatives for secure training of decision tree based models on data with continuous features, namely: (1) secure discretization of the data, followed by secure training of a decision tree over the discretized data; (2) secure discretization of the data, followed by secure training of a random forest over the discretized data; and (3) secure training of extremely randomized trees (“extra-trees”) on the original data. Approaches (2) and (3) both involve randomizing feature choices. In addition, in approach (3) cut-points are chosen randomly as well, thereby alleviating the need to sort or to discretize the data up front. We implemented all proposed solutions in the semi-honest setting with additive secret sharing based MPC. In addition to mathematically proving that all proposed approaches are correct and secure, we experimentally evaluated and compared them in terms of classification accuracy and runtime. We privately train tree ensembles over data sets with 1000s of instances or features in a few minutes, with accuracies that are at par with those obtained in the clear. This makes our solution orders of magnitude more efficient than the existing approaches, which are based on oblivious sorting.
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I. INTRODUCTION

Secure Multi-Party Computation (MPC) is a powerful tool for achieving Privacy-Preserving Machine Learning (PPML). For example, instantiating PPML based on Secure Multi-Party Computation [1] enables multiple parties to work together to train an ML model over their combined data, without any of the parties learning anything about each other’s data.

Recent advances in MPC-based protocols for training of ML models over distributed data are primarily focused on secure training of neural network architectures [2], [3], [4], [5]. While deep learning is state-of-the-art for tasks that relate to perception, such as computer vision and natural language processing, in domains with structured information, the best results are often obtained with tree ensemble methods, such as random forests and boosted decision trees [6]. The latter also have the advantages of being faster to train and being easier to interpret. Advances on MPC-based training of tree based classifiers are fairly limited. While there is work on secure inference with pre-trained tree ensembles [7], work on secure training itself is limited to the training of individual decision trees (DTs). Several authors have proposed a secure version of Quinlan’s ID3 algorithm [8] for training DTs with categorical features (features) [9], [10], [11], [12]. Existing proposals for training DTs with continuous features [13], [14], [15], [16] are based on Quinlan’s C4.5 algorithm [17], an algorithm that involves sorting, a time-consuming operation in the MPC setting.

Secure DT learning with MPC is challenging for a variety of reasons. For algorithms in general to be secure in MPC, measures must be taken to ensure that the number of executions of instructions is not dependent on specific values of the input, because that in itself could leak information. In the context of ML algorithms, where models are trained privately and not revealed to the parties, this means for instance that one should not rely on early stopping conditions, or on control flow logic. Furthermore, for efficiency considerations, dependency on previous multiplication results should be minimized, and operations like division, analytic function evaluation, and integer logic should be avoided where possible. All of these Achilles’ heels of MPC are inherent requirements of traditional DT training algorithms. Indeed, trees are grown recursively, which implies several layers of dependency on previous results. Furthermore, the “decision” component of a tree indicates a stopping condition has been met (thereby potentially revealing information, if one is not careful), and the information gain metric for greedy selection of splitting features requires computing division and analytic functions.

In this paper, we introduce novel methods to contend with these requirements.

We propose three alternative strategies for secure training of tree based models over data with continuous feature values, none of which requires sorting of feature values. Two of our approaches rely on privacy-preserving discretization of the range of feature values. After this step, any of the existing algorithms for secure training of a DT over categorical data can be used. In our case, we use the SID3T training algorithm
proposed by de Hoogh et al. [12]. This constitutes our first approach.

Next, we present a novel protocol for secure training of a random forest (RF) over data with categorical values, by extending de Hoogh et al.’s secure DT training algorithm with a protocol for privacy-preserving random feature selection. Combined with the secure discretization protocol from approach 1, this allows us to securely train RFs over data with continuous values, constituting our second approach.

When growing a tree for data with continuous features (e.g. price), the standard “in the clear” C4.5 algorithm sorts the feature values to look for a cut-off point (e.g. $\leq 1000$) that will reduce class label impurity the most at the next level of the tree. To circumvent expensive secure sorting operations, as our third approach, we propose secure training of tree ensembles based on randomized choices for the cut-off points. In the clear, this idea, combined with randomized feature selection, is known as *extremely randomized trees*. Such “extra-trees classifiers” achieve state-of-the-art accuracy and are fast to train over data sets with numerical features [18]. Summarizing, in this paper:

- We propose an MPC-based protocol $\pi_{\text{DISC}}$ for privacy-preserving discretization of a range of continuous feature values, in scenarios where the feature values are distributed across different parties.
- We present the first MPC-based protocol $\pi_{\text{RF}}$ for training of a random forest (RF).
- We propose the first MPC-based protocol $\pi_{\text{XT}}$ for training of an extra-trees classifier (XT).
- As a side result, we propose several improvements and optimizations to important building blocks of privacy-preserving machine learning protocols such as secure comparisons. Combined, these protocols allow to train tree based models over distributed data with continuous values in a variety of ways: (1) secure discretization of the data with $\pi_{\text{DISC}}$, followed by secure training of a DT over the discretized data with the $\pi_{\text{SIDT}}$ protocol from de Hoogh et al. [12]; (2) secure discretization of the data with $\pi_{\text{DISC}}$, followed by secure training of a random forest over the discretized data with $\pi_{\text{RF}}$; and (3) secure training of extremely randomized trees on the original data with $\pi_{\text{XT}}$. All our approaches accommodate scenarios in which the trained ML models have to remain private, i.e. secret shared across the parties, as well as scenarios in which the trained ML models are disclosed at the end. Furthermore, all our approaches work in scenarios where the data is horizontally partitioned (each party has some of the rows or instances), scenarios where the data is vertically partitioned (each party has some of the columns or features), and even in scenarios where each computing party only has secret shares of the data to begin with.

We compare the accuracy and the runtime of the proposed approaches on publicly available benchmark data sets with 1000s of instances or features. Our solutions are simple, and, for the most part, use building blocks that already exist in the literature. Importantly, our solutions work. We obtain accuracies that are at par with those that can be obtained with existing sorting based MPC protocols for training of tree based models, while being much faster. Our results show that a full sort is not necessary for MPC-based training of tree based models.

**Related Work.** The majority of the existing work on the training of DTs is for categorical data only [9], [10], [11], [12]. In a preliminary attempt to extend MPC-based privacy-preserving DT training algorithms to continuous variables, Xiao et al. [13] proposed a straightforward adaptation of the C4.5 algorithm with a privacy-preserving bubble sort algorithm, which is not practical. Moreover, the authors did not give security proofs for their proposed protocols. Shen et al. [14] extended the result presented in [13] to vertically partitioned data.

More recently, Abspoel et al. [16] proposed a new MPC-based adaptation of the C4.5 algorithm, using sorting networks to obliviously presort the feature values. Subsequently they consider each feature value as a candidate cut-off point, and compute the Gini index for each. They estimate that training one DT of depth 4 on a data set with 8192 instances and 11 features would take slightly over 8 min when run on three m5d.2xlarge EC2 instances connected via a LAN. They extrapolate from this that training an ensemble of 200 such trees, each over a sample of 8192 instances and 11 features drawn from a much larger data set of training instances and features, could be done in less than 28 hours. Their solution does not include a mechanism for performing bagging (selection of the instances used in each tree) and subspace sampling (selection of the features used in each tree) in a privacy-preserving manner. In this paper, we propose MPC protocols to this end in what is, to the best of our knowledge, the first end-to-end protocol for MPC-based training of random forests. We also present a working implementation that allows to train accurate tree ensembles over data sets with 1000s of instances or features in a matter of minutes, i.e. our solution is much faster than the existing ones. These improvements in efficiency stem from the fact that we do not sort feature values, and from the fact that we need to perform far less Gini index computations, because we perform a much more straightforward discretization of the data, while maintaining high accuracy.

Our work on MPC protocols for privacy-preserving training of random forests (RFs) and extra-trees classifiers (XTs) was carried out independently from simultaneous work on MPC-based training of gradient boosted decision tree models (XGBoost) [19]. RFs and XTs are inherently different from XGBoost. Whereas for XGBoost an ensemble of trees is trained in sequence by adding, at each step, the tree with the greatest accuracy improvement, for RFs and XTs, many trees are trained independently on different random subsamples of the data. RFs, XTs, and XGBoost are all popular tree ensemble methods in data science that may outperform one another in predictive accuracy depending on the data set and the task at hand.

II. Preliminaries

**Security setting.** We consider honest-but-curious, static adversaries, as is common in MPC-based PPML (see
Our assumption is that, instead of residing in one place, the functions that we consider in this paper are DT based models. The protocols proposed in this paper can be extended to work for $m > 2$ computing parties with adequate substitutions for the 2PC-exclusive subprotocols $\pi_{\text{trunc}}$ (see below), $\pi_{\text{EQ}}$ and $\pi_{\text{GEQ}}$ (see Section III).

Given secret shared values $[x]_{\pi}$ and $[y]_{\pi}$, and a constant $c$, Alice and Bob can trivially perform the following operations locally:

- **Addition** ($z = x + y$): Alice and Bob just add their local shares of $x$ and $y$. This operation will be denoted by $[z]_{\pi} \leftarrow [x]_{\pi} + [y]_{\pi}$.
- **Subtraction** ($z = x - y$): Alice and Bob subtract their local shares of $y$ from that of $x$. This operation will be denoted by $[z]_{\pi} \leftarrow [x]_{\pi} - [y]_{\pi}$.
- **Multiplication by a constant** ($z = cx$): Alice and Bob multiply their local shares of $x$ by $c$. This operation will be denoted by $[z]_{\pi} \leftarrow c[x]_{\pi}$.
- **Addition of a constant** ($z = x + c$): Alice adds $c$ to her share $x$, while Bob keeps the same share of $x$. This operation will be denoted by $[z]_{\pi} \leftarrow [x]_{\pi} + c$.

It is a well-known fact that secure computations are impossible in a two-party setting unless additional (computational and/or setup) assumptions are in place. We work on the commodity-based cryptographic model, where a trusted initializer (TI) pre-distributes correlated randomness to the parties participating in the protocol. In particular, we make extensive use of pre-distributed multiplication triples. This multiplication triples technique was originally proposed by Beaver [21] and is regularly used to enable very efficient solutions in the context of PPML (see e.g. [22], [23], [2], [5]). The TI additionally generates random values in $\mathbb{Z}_q$ and delivers them to Alice so that she can use them to secret share her inputs. If Alice wants to secret share an input $x$, she picks an unused random value $r$ (note that Bob does not know $r$), and sends $c = x - r$ to Bob. Her share $x_A$ of $x$ is then set to $x_A = r$, while Bob’s share $x_B$ is set to $x_B = c$. The secret sharing of Bob’s inputs is done similarly using random values that the TI only delivers to him. After the setup phase, the TI is not involved in any other part of the execution and does not learn any data from the parties. In case a TI is not available or desirable, Alice and Bob can simulate the role of the TI, at the cost of additional pre-processing time and computational assumptions.

We use the same protocol $\pi_{\text{DMM}}$ for secure (matrix) multiplication of secret shared values as in [20] and denote by $\pi_{\text{DM}}$ the protocol for the special case of multiplication of scalars. The notation $[[Z]_{\pi}]_{q} \leftarrow [[X]_{\pi}]_{q} \cdot [[Y]_{\pi}]_{q}$ is used to denote the multiplication of two secret shared matrices $X$ and $Y$, and the notation $[[v]_{\pi}]_{q} \star [[w]_{\pi}]_{q}$ is used to denote the element-wise product of two secret shared vectors $v$ and $w$.

When working with fixed-point representations over $\mathbb{Z}_q$ with a fractional bits, every multiplication generates an extra $a$ bits of unwanted fractional representation. Having a secure way to “chop off” the extra fractional bits generated by multiplication is a requirement to efficiently work with fixed-point secret shares. In the two-party scenario with shares in
Fig. 1. Overview of MPC based secure decision tree (DT) based model training. Each of $n$ data owners secret shares their own training data between two computing parties. The computing parties engage in computations and communications to train a DT based model, which is at the end revealed to the data owners. As an alternative to Step (3), our protocols also allow for the learned model to remain hidden, i.e. secret shared between the computing parties. In this case, when a new instance has to be classified, the new instance is secret shared across the computing parties also, who then work together to each obtain secret shares of the class label.

$\mathbb{Z}_{2^\lambda}$, it is possible to perform this truncation with a local probabilistic protocol – hereafter, $\pi_{\text{trunc}}$ – that with overwhelming probability in the security parameter $\lambda - (a + b)$ introduces an error of at most 1 in the least significant bit [2]. Since all operations to compute $\pi_{\text{trunc}}$ are local, the performance overhead of truncating all multiplication results with this method is essentially zero.

Often in MPC, there are problems that are best solved with integer arithmetic performed over $\mathbb{Z}_q$ (for a large $q$), while others (such as secure comparisons) are best solved over $\mathbb{Z}_2$. We work using a combination of these two techniques. Thus, it is necessary to be able to convert secret shares from one modulus to the other. For example, to determine if $[a]_q$ is equal to $[b]_q$, one would first convert $[a]_q$ and $[b]_q$ into bitwise sharings over $\mathbb{Z}_2$ and then confirm that each bit is identical using binary operations. The result, itself a bit shared over $\mathbb{Z}_2$, needs to be converted back to a sharing over $\mathbb{Z}_q$ for use in subsequent computations with integers. A quite efficient protocol for converting from $\mathbb{Z}_2$ sharings to bitwise sharings over $\mathbb{Z}_{2^\lambda}$, denoted $\pi_{\text{decomp}}$, can be found in [4]. $\pi_{\text{decomp}}$ is not fully described in this paper because novel methods for computing control flow logic are developed in the following section that do not require a full decomposition into $\mathbb{Z}_2$ shares.

Regarding the opposite direction, the conversion from a bit shared over $\mathbb{Z}_2$ to a sharing of 0 or 1 over $\mathbb{Z}_q$, hereafter $\pi_{\text{2toQ}}$ [24], is still necessary for our purposes. The intuition for $\pi_{\text{2toQ}}$ is that for a bit $[b]_2$ shared over $\mathbb{Z}_2$ between two parties, there are four possible secret shares of which three are valid $\mathbb{Z}_q$ sharings and one is not. If $[b]_2 = b_0 + b_1 \mod 2 = 1$, then $(1, 0)$ and $(0, 1)$ are the only possible sharings. Similarly, if $[b]_2 = b_0 + b_1 \mod 2 = 0$, then $(0, 0)$ and $(1, 1)$ are the only possible sharings. In the case of secret shares $(0, 0)$, $(0, 1)$, and $(1, 0)$, it holds automatically that $b_0 + b_1 \mod 2 = b_0 + b_1 \mod q$ for all $q > 2$. However, the problematic sharing $(1, 1)$ – which encodes 0 – sums to 2 when regarded as a $\mathbb{Z}_q$ sharing. Hence, the problem of converting from $\mathbb{Z}_2$ to $\mathbb{Z}_q$ is reduced to mapping a secret sharing of 2 to a secret sharing of 0 as described in Protocol 1.

### Protocol 1: Secure Protocol $\pi_{\text{2toQ}}$ converts a secret bit from a $\mathbb{Z}_2$ sharing to a $\mathbb{Z}_q$ sharing.

| Input : | $[b]_2 = (b_0, b_1)$ |
| Output: | $[b]_q$ |
| 1 Alice creates the sharing $[b_0]_q = (b_0, 0)$ |
| 2 Bob creates the sharing $[b_1]_q = (0, b_1)$ |
| 3 $[b]_q \leftarrow [b_0]_q + [b_1]_q - 2 \cdot [b_0]_q \cdot [b_1]_q$ |
| 4 return $[b]_q$ |

### Protocol for secure DT training.

Each internal node in a DT tests the value of a particular feature and branches out accordingly, while each leaf node contains a class label. In the clear, training of a DT is done by growing the tree from the root to the leaf nodes in a recursive manner. For each internal node, the feature is selected that splits the set of training instances that have reached that node in subsets that are as homogeneous as possible regarding the class label value. MPC protocols for secure training of DTs commonly use the Gini impurity to this end (the lower the impurity, the higher the homogeneity). As a sub-protocol for performing the secure training of a DT with categorical data we use protocol $\pi_{\text{SID3T}}$ that is a slightly modified version of the protocol SID3T of De Hoogh et al. [12]. The differences are the following:

- De Hoogh et al. [12] used secret shares in a prime field because their multiplication protocol required the existence of modular inverses. We instead perform multiplications using multiplication triples and can work with shares in $\mathbb{Z}_{2^\lambda}$.
- For stopping criteria, De Hoogh et al. [12] used: (1) no features remain in the training set in the node at hand, (2) all remaining instances in the node have the same class label, and (3) the number of remaining instances in the node is less than a cutoff threshold. We use only (2) and (3), and additionally work with a pre-specified maximum allowed tree depth.
- Their solution grows the DT recursively and leaks the shape of the tree. Our version grows DT’s iteratively (by depth, up to a max depth) and adds dummy nodes where needed to hide true path lengths. We call the last non-dummy node on
logic can be used to derive an equality check bit of a value. Hence \( \text{MSB} \) for two’s complement representations in \( \mathbb{Z} \) framework [26], though this framework is designed for 3PC.

Our work is proposed by Bogdanov et al. for the Sharemind linear secret sharing modulo of comparison protocol design. For the computational environment, the efficiency of a given protocol depends on the constraints of the two bit strings is greater than or equal to the other. The frequency of bitwise operations are carried out to determine which of the two bit strings is greater than or equal to the other. The efficiency of a given protocol depends on the constraints of the secure computational environment for which it is designed.

We direct the reader to [25] for a comprehensive discussion of comparison protocol design. For the computational environment used in this work, i.e., 2PC, technical security setting, linear secret sharing modulo 2\(^\lambda\), the most similar protocol to our work is proposed by Bogdanov et al. for the Sharemind framework [26], though this framework is designed for 3PC. Our work and that of [26] rely on observations that hold for two’s complement representations in \( \mathbb{Z}_{2^\lambda} \), and work for numbers \( x \) and \( y \) such that \( |x - y| < 2^\lambda - 1 \) holds, which can be easily enforced by only using a sub-range which is less than half of the available range \( 2^\lambda - 1 \). This is a relatively weak limitation because any desired range can be injected into a larger integer ring. However, it fails for applications that rely on other MPC protocols for which the existence of modular inverses must be guaranteed.

The key insight we use to compute \( x \geq y \) securely is the following: for \( x, y \) in two’s complement form and such that \( |x - y| < 2^\lambda - 1 \), we have that \( y > x \iff 0 > x - y \iff \text{MSB}(x - y) = 1 \), where \( \text{MSB}(\cdot) \) denotes the most significant bit of a value. Hence \( x \geq y \iff \text{MSB}(x - y) = 0 \). Similar logic can be used to derive an equality check \( x = y \): \( x = y \iff (x \geq y) \land (y \geq x) \iff \text{MSB}(x - y) = \text{MSB}(y - x) = 0 \).

The above shows that the efficiency of computing \( x \geq y \) and \( x = y \) is limited only by our ability to extract the most significant bit of a secret-shared value. Bogdanov et al. use a recursive carry look-ahead construction to decompose the difference \( x - y \) into its bitwise sharing. Other solutions designed for sharing over prime fields use a similar approach but take advantage of the fact that \( \text{MSB}(x) = \text{LSB}(2x \mod q) \) for odd \( q \) [27], where \( \text{LSB}(\cdot) \) denotes the least significant bit.

In this section, we propose protocols for comparison and equality tests over \( \mathbb{Z}_{2^\lambda} - \pi_{\text{GEQ}} \) and \( \pi_{\text{EQ}} \), respectively -- that circumvent a full-blown bit decomposition by extracting only the most significant bit -- causing a significant reduction to the total data transfer. Our approach is based on a modification of the optimized bit decomposition protocol \( \pi_{\text{decompOPT}} \) presented in [4].

Note that when working with a two’s complement fixed-point representation over \( \mathbb{Z}_{2^\lambda} \), all bits outside of an injected ring \( \mathbb{Z}_{2^\lambda+k} \), where \( k \) is the number of fractional bits and \( b \) is the number of integer bits, are equivalent to the most significant bit. It follows in this case that extracting the \( (a + b + 1) \)-th bit is equivalent to extracting the most significant bit which further reduces the depth of the arithmetic circuit.

### Protocol 2: Secure Protocol \( \pi_{\text{GEQ}} \) computes the integer comparison.

**Input:** \([x], [y] \) such that \(|x - y| < 2^\lambda - 1\), \( \alpha := \) the lowest bit position guaranteed to be equal to the MSB.

**Output:** \( [x'] \geq_{\pi} [y] \) : \([1]_2 \) else \([0]_2 \)

1. Let \([\text{diff}] := [x] - [y] \)
2. Let \([\text{MSB}]_2 \leftarrow \pi_{\text{BTX}}([\text{diff}], \alpha) \)
3. return \( 1 \oplus [\text{MSB}]_2 \)

### Protocol 3: Secure Protocol \( \pi_{\text{EQ}} \) computes the integer equality test.

**Input:** \([x], [y] \) such that \(|x - y| < 2^\lambda - 1\), \( \alpha := \) the lowest bit position guaranteed to be equal to the MSB.

**Output:** \( [x] =_{\pi} [y] \) : \([1]_2 \) else \([0]_2 \)

2. Let \([\text{MSB}]_2 \leftarrow \pi_{\text{BTX}}([d_1], \alpha) \) and \([\text{MSB}]_2 \leftarrow \pi_{\text{BTX}}([d_2], \alpha) \) // run in parallel
3. return \( 1 \oplus [\text{MSB}]_2 \oplus [\text{MSB}]_2 \)

The two-party protocol \( \pi_{\text{decompOPT}} \) for performing a full decomposition of a \( \mathbb{Z}_{2^\lambda} \)-shared secret into bitwise sharings over \( \mathbb{Z}_2 \) is, to our knowledge, the most efficient in the literature. It is based on a matrix composition network that computes the difference between each bitwise sum of two secret shares and the corresponding “actual” bit of the secret value in \( \mathbb{Z}_{2^\lambda} \). See [4] for a complete description. An important aspect of this approach is that computing the difference for the \( \alpha \)-th bit depends only on \( \lceil \log(\alpha - 1) \rceil \) rounds of matrix
composition, where each matrix composition requires 4 bits of data transfer. In addition, the difference for the $\alpha$-th bit is independent of all results for lower order bits.

In Protocols 2 and 3, we make use of a straightforward modification of $\pi_{\text{decompOPT}}$ for extracting the $\alpha$-th bit from a $\mathbb{Z}_{2^Q}$-shared secret between two parties, hereafter $\pi_{\text{BTX}}$ (see Appendix A for details). The total number of communication rounds to extract the $\alpha$-th bit is $\lceil \log(\alpha - 1) \rceil + 1$ with total data transfer of $2(\alpha - 1) + 4\lceil \log(\alpha - 1) \rceil$ bits.

### IV. Secure Discretization

Discretization or “binning” is a common form of data preprocessing, aimed at grouping continuous or numerical values into a smaller number of bins (buckets). In a data set with information about social media users, the feature age could for instance be discretized into the bins 0-24, 25-34, 35-49, 50+. The threshold values for the bins are typically derived from the data in an unsupervised manner. We use equal-width binning, which means that the range of feature values is divided into a predefined number of bins of the same width.

Let $D$ be a vector containing the original feature values (e.g. the ages of all the users in the data set). The range of $D$ is bounded by the smallest and the largest value occurring in $D$, i.e. $\min(D)$ and $\max(D)$. To divide this range into $p$ bins of the same width, thresholds need to be placed at

$$h_i = \min(D) + i \cdot \frac{\max(D) - \min(D)}{p}$$

for $i = 1, \ldots, p - 1$. The challenge is that neither Alice nor Bob may have direct access to $\min(D)$ and $\max(D)$ because they each may only have shares of the values of $D$ (see Figure 1). This means that they need to jointly execute a secure protocol, hereafter $\pi_{\text{minmax}}$, for computing the minimum and the maximum values of $D$.

To compute secret sharings of $\min(D)$ and $\max(D)$ without revealing any information about $D$, a secure protocol can be formulated similarly to a naive sequential search solution in the clear. That is, start by comparing the first and second elements of $D$ to determine an initial estimate of the max and min. Next, iterate through all remaining elements and adjust the max and min estimates when a new largest or smallest element is found.

After the $n$-th element of $D$ is checked, the estimates are guaranteed to be the global min and max. The only necessary adaptation for this algorithm to act as an oblivious protocol is to require that the comparisons between the current estimates and each new element of $D$ are performed with $\pi_{\text{GEQ}}$ and that the reassignments are handled with multiplication rather than control flow logic. For example, the comparison based branch operation “if $a \geq b$ then $b = a$” can be rephrased as

$$[c] \leftarrow 2_{\text{toQ}}([\pi_{\text{GEQ}}([a], [b])])$$
$$[b] \leftarrow [c] \cdot [a] + (1 - [c]) \cdot [b]$$

where $c$ is 1 or 0, depending on the outcome of the comparison $a \geq b$. This form of conditional assignment doesn’t allow Alice nor Bob to learn anything about which branch of the control flow sequence was followed to arrive at the outcome. An additional detail is that because $\pi_{\text{GEQ}}$ returns secret shares over $\mathbb{Z}_2$, the result must first be converted to a ring representation with $2_{\text{toQ}}$ before the multiplication can be carried out.

Protocol $\pi_{\text{minmax}}$ has a linear number of communication rounds when carried out in the naive formulation that is described in Protocol 4. However, it can be improved straightforwardly with the same optimisation technique used for securely computing the repeated product over a vector of values in which pairwise products are taken until only one value remains [20]. The protocol $\pi_{\text{minmax}}$ is analogous to repeated multiplication because both multiplication and the max/min functions are associative. So, the sequence of many repeated applications can be altered to reduce the total number of consecutive, mutually dependent applications. The basic observation is that the global minimum of $D$ is contained in the set of all pairwise minima of $D$. Moreover, if the minimum is computed between each pair of entries, and this process is repeated until only one pair remains, the result of the final pairwise comparison is $\min(D)$. The same principle extends to finding the global maximum. See Figure 2 for an illustration.

As a result, $\pi_{\text{minmax}}$ can be computed in a circuit of depth $\lceil \log(n) \rceil$, where at each layer there are $\lceil \log(a+b) \rceil + 1$ rounds of communication, where $a$, $b$ are the number of fractional and integer bits, respectively, used in the representation.

At the end of this protocol, Alice and Bob have secret sharings of $\min(D)$ and $\max(D)$, which they can then securely combine to compute secret sharings of each of the $h_i$ thresholds in Equation (2). For example, if $\min(D) = 0$, $\max(D) = 10$, $\pi$ is a protocol, hereafter Figure 1). This means that they need to jointly execute a secure protocol, hereafter $\pi_{\text{minmax}}$.
Protocol 5: Secure Equal-Width Discretization Protocol 

\[ \pi_{\text{DISC}} \]

\textbf{Input}: \([D]\), number \(n\) of elements in \([D]\), public number of buckets \(p\)

\textbf{Output}: \([D]'_2 \) := one-hot-encoding of the bucket membership of each \(d \in D\)

1. The parties call \(\pi_{\text{minmax}}\) on \([D]\) and receive \([d_{\text{min}}]\), \([d_{\text{max}}]\)

2. \([d_{\text{range}}]\) := \([d_{\text{max}}]\) − \([d_{\text{min}}]\)

3. for \(i \leftarrow 1\) to \(p - 1\) do

   4. \([h_i]\) := \([d_{\text{min}}]\) + \(\pi_{\text{trunc}}(\frac{i}{p} \cdot [d_{\text{range}}])\)

5. end

6. for \(i \leftarrow 1\) to \(n\) do

   7. \([e_j][2] \leftarrow \pi_{\text{GEQ}}([d_j], [h_j])\) for \(j = 1, \ldots, p - 1\)

   8. \([d_{i,(0)}][2] \leftarrow 1 - [e_1][2]\)

   9. \([d_{i,(j)}][2] \leftarrow [e_j][2] \cdot (1 - [e_{j+1}][2])\) for \(j = 1, \ldots, p - 2\)

10. \([d_{i,(p-1)}][2] \leftarrow [e_{p-1}][2]\)

11. end

12. return \([D]'_2\)

\(\text{max}(D) = 150\), and \(p = 6\), then Alice and Bob would compute secret shares of the thresholds 25, 50, 75, 100, and 125. We assume that \(p\) is publicly known, i.e. Alice and Bob know how many bins need to be created. As explained above, they may however not know the value of \(\min(D)\) or of \(\max(D)\) in the clear, and our discretization protocol does not leak this value.

After they have computed shares of the \(h_i\) thresholds, Alice and Bob can map each value \(d_j\) from \(D\) into its correct bin number \(\text{bin}(d_j)\) by executing protocol \(\pi_{\text{DISC}}\) (described in Protocol 5). Note that Alice and Bob each only have a share of \(d_j\) and a share of each threshold \(h_i\). They could run the secure comparison protocol \(\pi_{\text{GEQ}}(d_j, h_i)\) for each of the threshold values \(h_i\) and count in how many cases the comparison yielded a “true” response. For example, for value \(d_j = 80\) and thresholds 25, 50, 75, 100, 125, the first 3 comparison tests with \(\pi_{\text{GEQ}}\) would result in secret shares of 1, while the remaining 2 tests would result in secret shares of 0. Adding those up securely, Alice and Bob would derive shares of 3, which is the correct bin number of \(d_j = 80\), assuming that we start counting bins at 0.

However, in order to expedite the process of converting this discretized data into the required format used by the decision tree learning protocols that follow, we choose to output a one-hot-encoding of \(\text{bin}(d_j)\) where the \(\text{bin}(d_j)\)-th bit position (with lowest order on the left) is a secret sharing of 1 and all other bits are secret sharings of 0. Building from the previous example where \(p = 6\) and \(\text{bin}(d_j) = 3\), \(\pi_{\text{DISC}}\) outputs secret shares of the vector \((0, 0, 0, 1, 0, 0)\).

This conversion to one-hot-encoding is carried out by noting that any value compared against a set of \(p - 1\) increasing thresholds will return \(0 \leq k \leq p - 1\) true results followed by \(p - k - 1\) false results. The position of the 1 in the one-hot-encoding vector is determined by the position of the first false result. In the protocol that follows, the notation \(d'_{i,(j)}\) means the j-th bit of the one-hot-encoding vector for \(d_i\).

Algorithm 6: Algorithm for Training a Random Forest Classifier.

\textbf{Input}: A set \(S\) with \(n\) training samples (each sample has \(f\) features and one class label), the number \(m\) of trees in an ensemble, the number of features \(k\) used in each tree, the number of samples \(s\) used in each tree, the depth \(d\) of each tree.

\textbf{Output}: An ensemble of trees \(T = t_1, t_2, \ldots, t_m\)

1. for \(j \leftarrow 1\) to \(m\) do

   2. Randomly select \(k\) of the \(f\) features of \(S\).

   3. Randomly select with replacement \(s\) samples \(S' = i_1, i_2, \ldots, i_s\) among all samples of \(S\) after features are selected.

   4. Train a decision tree \(t_i\) of depth \(d\) on \(S'\) using ID3.

5. end

6. return \(T = t_1, t_2, \ldots, t_m\)

\(\pi_{\text{DISC}}\) (detailed in Protocol 5) adds only additional \([\log(a + b)] + 2\) communication rounds after \(\pi_{\text{minmax}}\) where \(a, b\) are the fractional and integer precision of the injected fixed point subring, respectively. All calls to \(\pi_{\text{GEQ}}\) are mutually independent (Line 7), so they are computed in a single batch in \([\log(a + b)] + 1\) rounds.

V. SECURE RANDOM FOREST TRAINING

DT ensembles gained much popularity during the 2000s and have remained state-of-the-art methods for many classification tasks to date. A DT ensemble consists of a set of DTs that each infer a class label for a new instance; the final label is determined through (weighted) majority voting. DT ensembles differ from each other in the way they are trained. A successful approach, known as random forest (RF), combines \textit{bagging} and \textit{subspace sampling} to make the DTs in the ensemble sufficiently different from each other [28].

Bagging refers to the fact that, given a training data set \(S\) with \(n\) examples, for each DT a bootstrap replica of \(S\) is created by sampling \(n\) times with replacement from the data set \(S\). In this paper, we present a slight adaptation of the traditional RF training algorithm in which we sample only \(s \leq n\) times. Working with a smaller data set allows to train a RF more efficiently in case \(n\) is very large. Subspace sampling refers to the fact that for each DT, only \(k < f\) randomly selected features of the original feature set are retained. The resulting RF training algorithm – in the clear – is presented in Algorithm 6. Note that the use of ID3 [8] on Line 4 indicates that the feature values are assumed to be categorical; otherwise one would typically use C4.5 [17] instead.

Our approach for training a RF in a privacy-preserving manner over data with continuous feature values is to first discretize the feature values using \(\pi_{\text{DISC}}\). Next we need techniques for randomly selecting features and samples in...
a secure manner, similar to Line 2 and 3 in Algorithm 6. Finally, we train DTs as in Line 4, using the secure protocol \( \pi_{\text{SID3T}} \) adapted from de Hoogh et al. [12]. \( \pi_{\text{SID3T}} \) assumes that the input data is presented in a one-hot-encoded (OHE) format, because that allows for efficient calculation of the Gini index which is needed to select split features while training a DT. That is the reason why we designed \( \pi_{\text{SID3T}} \) to already output one-hot-encodings. Note that a discretization of all feature values of the data set \( S \) using \( p \) bins per feature, the secret shared data set \([S_{\text{disc}}]_2\) consists of a matrix \( S_{\text{disc}} \) of size \( n \times f \cdot p \) containing the one-hot-encodings. For oblivious selection of \( k \) features we use a \( f \cdot p \times k \cdot p \) selection matrix \( FS \) that is generated by the TI and secret shared with the parties. In \( FS \), identity submatrices of size \( p \times p \) are used to indicate that a feature is selected, and the remaining positions are filled with \( p \times p \) submatrices of zeroes. Since each feature is selected at most once, no identity submatrices are aligned horizontally or vertically. Note that \( m \) such matrices are randomly populated in this manner by the TI, with \( m \) the total number of DTs in the RF. In order to extract the desired features, the secure protocol for random feature selection calls the secure matrix multiplication protocol \( \pi_{\text{DMM}} \) to multiply the OHE-style data set \([S_{\text{disc}}]_2\) with a feature selection matrix \( FS \) that is secret shared by the TI. For example, if \( f = 3 \), \( p = 3 \) and \( k = 2 \), the matrix

\[
FS = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
\end{pmatrix}
\]

will retain the first 3 and the last 3 columns of \( S_{\text{disc}} \), thereby effectively selecting the one-hot-encodings corresponding to the first and third features of \( S \).

The procedure used to sample the \( s \) instances with replacement is similarly done by a multiplication with a \( s \times n \) matrix \( SS \) that is secret shared by the TI. The only difference is that the identity matrices used for selecting can be aligned, as the choice is with replacement.

Protocol \( \pi_{\text{RF}} \) for secure training RFs is described in Protocol 7. The loop in \( \pi_{\text{RF}} \) can be executed in parallel. The original ID3 protocol will not grow a tree to pre-specified depth \( d \) if an early termination condition is satisfied (e.g. all training examples in a branch have the same class label). We have modified it in \( \pi_{\text{SID3T}} \) such that the secure trees will always grow to depth \( d \) by adding dummy nodes where necessary. If a node satisfies an early termination condition, then the node will override the classifications of all of its child nodes (dummy nodes) in an oblivious manner. This has the security advantage of not revealing the true depth of each sub-tree, while concealing which nodes actually classify.

**VI. SECURE EXTRA TREES TRAINING**

Besides the RF training algorithm from the previous section, several other successful algorithms exist for training ensembles of decision trees. One of these algorithms, used to train so-called “Extremely Randomized Trees”, or “extra-trees” (XT) for short, was developed specifically for data with numerical features [18]. In addition to randomly selecting subsets of features during the tree construction process, the XT training algorithm also randomly selects a threshold \( \alpha_j \) for each feature \( a_j \) to effectively turn the numerical feature \( a_j \) into a binary feature, based on whether the feature value is greater than or equal to \( \alpha_j \), or not.

An algorithm for training an XT classifier in the clear, adapted from [18], is presented in Algorithm 8. It constructs an ensemble of \( m \) decision trees. As before, \( S \) can be thought of as an \( n \times f \) matrix in which the rows correspond to instances and the columns to features. As in Section V, each decision tree is trained over a randomly chosen subset of \( k \) of the \( f \) available features. Moreover, each continuous feature \( a_j \) is binarized by choosing a random threshold \( \alpha_j \) in the range of possible values of \( a_j \), and replacing the feature value by 1 if it meets the threshold, and 0 otherwise. Each such binarization is specific for a particular feature in a particular tree of the ensemble; for another tree in the ensemble the same feature \( a_j \) might be reused with a different random binarization. Note that all loops in the algorithm can be executed in parallel. Algorithm 8 differs from the original extremely randomized trees algorithm [18] in the sense that in the latter the random choices for the features and the random choices for the cutoff points are made for each node in each decision tree, whereas in Algorithm 8 they are made once for each decision tree. We have observed that the difference between the two approaches can have some detrimental effect on the accuracy. To remedy this, we can sample the subspace of \( S \) with replacement, potentially choosing multiple splits per feature.

**Protocol 7: Secure Protocol \( \pi_{\text{RF}} \) for Training a Random Forest with Continuous Data.**

**Input**: A secret shared set \([S]_2\) with \( n \) training samples (each sample has \( f \) features), the number \( m \) of trees in an ensemble, the number of buckets \( p \) for each feature, the number of features \( k \) used in each tree, the number of samples \( s \) used in each tree, the depth \( d \) of each tree.

**Output**: A random forest model \([RF] = [t_1], \ldots, [t_m]\).

1. **(Offline Phase)** The TI generates and secret shares \( m \) 0/1 valued feature selection matrices \([FS^{(1)}]_2, \ldots, [FS^{(m)}]_2\) of size \( f \times p \times k \cdot p \), and \( m \) 0/1 valued sample selection matrices \([SS^{(1)}]_2, \ldots, [SS^{(m)}]_2\) of size \( s \times n \).
2. Discretize each feature of \([S]_2\) into \( p \) bins using protocol \( \pi_{\text{DISC}} \) to get \([S_{\text{disc}}]_2\).
3. for \( i \leftarrow 1 \) to \( m \) do
   4. \([S_{FS}]_2 \leftarrow [S_{\text{disc}}]_2 \cdot [FS^{(i)}]_2\).
   5. \([S_{SR}]_2 \leftarrow [SS^{(i)}]_2 \cdot [S_{FS}]_2\).
6. Use \( \pi_{\text{SID3T}} \) to securely train a decision tree \([t_i]\) of depth \( d \) with the data set \([S_{SR}]_2\).
7. end
8. return \([RF] = [t_1], \ldots, [t_m]\).
Algorithm 8: Algorithm for Training an Extra-Trees Classifier.

\textbf{Input}: A training set $S$ with continuous data and $n$ samples (each sample has $f$ features), the number $k$ of features to consider in each tree, the number $m$ of trees in the ensemble, the depth $d$ of each tree.

\textbf{Output}: An ensemble of trees $XT = t_1, \ldots, t_m$.

1. For each feature $j$, find its minimum and maximum values, $\min_j$ and $\max_j$.
2. for $i \leftarrow 1$ to $m$ do
3. Select $k$ random indices $j_1, \ldots, j_k \in \{1, \ldots, f\}$.
4. for $\ell \leftarrow 1$ to $k$ do
5. For a uniformly random $r \in (0, 1)$,
6. $\alpha_\ell \leftarrow r \cdot (\max_j - \min_j) + \min_j$.
7. if $S[s, j_\ell] \geq \alpha_\ell$ then
8. $S'[s, \ell] \leftarrow 1$
9. else
10. $S'[s, \ell] \leftarrow 0$
11. end
12. end
13. end
14. Train a decision tree $t_i$ of depth $d$ on $S'$ using ID3.
15. return $XT = t_1, \ldots, t_m$.

So for example, if we have a data set where $f = 30$, we can let $k = 60$, thus increasing the diversity of the data set. In our tests, this approach seems to close the gap in accuracy caused by discretizing per tree instead of per node.

Our Protocol $\pi_{XT}$ for securely training an XT classifier is given in Protocol 9. As with the RF approach from Section V, at the start of the secure XT training protocol, Alice and Bob have secret shares of the training data set $S$. At the end of the protocol, they have secret shares of an XT classifier $XT = t_1, \ldots, t_m$. Protocol 9 uses several building blocks that have already been introduced and explained before.

In the offline phase, the TI generates the secret shares feature selection matrices $FS^{(1)}$, $FS^{(2)}$, $\ldots$, $FS^{(m)}$. The feature selection in Line 4 of Protocol 9 is based upon the secure matrix multiplication protocol $\pi_{DMM}$, in the same way as in Section V. Note that here the feature selection matrices are of size $f \times k$ (with 1's representing the selections), as the features are not represented using one-hot-encodings at this point. The TI also generates the equivalent of the $r$ values from Line 5 in Algorithm 8 that are used for random selection of cut-off points. Note that, while in Algorithm 8, each $r$ is a real number between 0 and 1, in Line 1 of Protocol 9, the randomly chosen values are integers between 1 and $2^a$, where $a$ is the number of fractional bits in the fixed-point representation that we use throughout this paper (see Section II).

In Line 2 in Protocol 9, the parties use Protocol 4 ($\pi_{\minmax}$) to compute the minimum and maximum value of each feature. In Line 5, we select a subset of the random ratios of size $k$ which will be used to calculate the vector $[\alpha]$. This vector is calculated on Line 6, and will retain secret shared values whose sum is a random value between the minimum and maximum associated to all features that are dictated by the feature selection matrix $[FS^{(i)}]$. Note that on Line 6, $\alpha$, $r$ are $1 \times k$ vectors, $\max$ and $\min$ are $1 \times f$ vectors, while $FS^{(i)}$ is a $f \times k$ matrix.

The loop on Line 7-12 creates an one-hot-encoding of the binarized version of the data set. Each continuous feature value $S_{FS}[p, \ell]$ is compared with the threshold $\alpha[\ell]$ using the secure comparison protocol $\pi_{GEQ}$. The result, which is the binarized version of the data set encoded as OHE, is stored in the matrix $[D]_2$, which is secret shared among the parties. Finally, the parties execute the secure ID3 decision tree training protocol $\pi_{SID3T}$ to jointly train a decision tree over $[D]_2$. Similarly to Section V, our version of $\pi_{SID3T}$ grows each tree to the same specified depth $d$, to hide the true structure of the tree.

The two main differences between $\pi_{XT}$ and $\pi_{RF}$ are: (1) that the $\pi_{XT}$ uses (a modified version of) all training examples for each tree, rather than using bootstrap replicas generated with bagging, and (2) that $\pi_{XT}$ splits the range of feature values by randomly selecting a single threshold. This reduces the...
computational complexity with respect to $\pi_{RF}$, as $\pi_{RF}$ trains $p$-nary trees while $\pi_{XT}$ only trains binary trees.

VII. RESULTS

We implemented the proposed protocols in Rust\(^1\) and performed accuracy and runtime experiments on 4 different data sets, shown in Table I, namely the Breast Cancer\(^2\) data set (BC), the ECG Heartbeat\(^3\) data set (ECG), the Lower Back Pain Symptoms\(^4\) data set (BACK) and the Track IV-GSE 2034 data set (IV-GSE) from the iDASH 2019 competition on secure genome analysis.\(^5\) All data sets are for binary classification problems. As shown in Table I, the data sets vary in the number of continuous valued input features, as well as in the number of instances. The original ECG data set had several columns that mostly contained a value of 0, and were unhelpful to train on. We removed every feature that contained 80% or more values of zero, reducing the ECG data set from 188 features to 140. All results in Table I are obtained with 5-fold cross-validation, i.e. the accuracies and runtimes are all averages obtained over 5 folds.

A. Accuracy Results

The “Sklearn Acc” column in Table I contains accuracy results obtained by training tree based models over each data set in the clear, with the well known Scikit-learn library [29]. This library has state-of-the-art implementations of non privacy-preserving versions of the ML algorithms considered in Table I. We used grid search to find hyperparameter values that yield good accuracy results, in line with those reported in the literature for each of the data sets; see Table II and below for more details. As can be observed in the Sklearn Acc column, for some data sets (e.g. IV-GSE) it is substantially harder to obtain very high accuracy than for others (e.g. ECG).

The “Secure Acc” column in Table I contains accuracy results obtained with our MPC protocols for training tree based models when the data sets are secret shared among two computing parties. The DT and RF results were obtained by running $\pi_{DISC}$ followed by respectively $\pi_{SID3T}$ and $\pi_{RF}$. The XT results were obtained by running $\pi_{XT}$. For the ring $\mathbb{Z}_2$, we used $\lambda = 64$, using $a = 10$ bits for the fractional part and $b = 22$ bits for the integer part in the fixed point representation (see Section II). Computations on fixed point numbers can cause accuracy loss, particularly when products of small numbers are computed in succession. The effect is equivalent to rounding all intermediate results of a long product to some number of decimal places instead of rounding the final result. We contend with this issue by scaling the data set by a factor of 1000 before converting it to fixed point which avoids small values without requiring prior knowledge of the data. We note that scaling values in this manner does not have any effect on trees learned by ID3 in the clear.

\(^1\)A link to the bitbucket repository is omitted to respect the double-blind review process. It will be added in the final version of the paper.
\(^2\)https://www.kaggle.com/uciml/breast-cancer-wisconsin-data
\(^3\)https://www.kaggle.com/shayanfazel/heartbeat
\(^4\)https://www.kaggle.com/sammy123/lower-back-pain-symptoms-data-set
\(^5\)http://www.humangenomeprivacy.org/

During classification, to tally votes amongst the trees in the RF and XT classifiers trained with our secure protocols, we apply the same soft voting mechanism as what is used in Sklearn (alternative methods could be used as well, if desired). To this end, as explained in Section II, for each classifying node, our decision tree learning protocol returns shared frequencies of each of the class labels in the subset of training instances that have reached that node. In soft voting each tree returns a probability distribution of the class labels as its vote. So for example, if the active classifying node in a tree has 70 positive examples, and 30 negative examples, then it would return a vote for 70% positive, and 30% negative. These proportions are then added up amongst all trees, and the class label with the most votes wins.

As we explained in prior sections, we made a variety of adaptations to the original tree model training algorithms (implemented in Sklearn) to create MPC-friendly versions. The main high level distinction is that our protocols for DT, RF, and XT all rely on a round of discretization that creates a data set for each tree, while in Sklearn’s implementations such discretization is performed for each node. In our protocols for DT and RF, our static discretization step is very explicit, as the computing parties first run $\pi_{DISC}$ to discretize the data with equal-width binning, and subsequently train a DT or a RF on the discretized data with $\pi_{SID3T}$ or $\pi_{RF}$. In our protocol $\pi_{XT}$ for XT, discretization is performed once for each tree, by randomly choosing feature thresholds that remain fixed for the entire tree, while in Sklearn such thresholds are randomly chosen per node. This explains most of the differences between the “Sklearn Acc” and “Secure Acc” column results in Table I, along with the fact that the implementations in Sklearn are refined with some bells and whistles that we did not include in our secure version. For example, the implementation of tree learning in Sklearn has an additional stopping criterion that stops growing a tree branch if the feature values are constant across the training instances in that branch. Not including this stopping criterion in our protocol was a deliberate choice to reduce communication and memory usage, but it also impacts accuracy. Despite these differences, Table I convincingly shows that our protocols are competitive with the in the clear algorithms in Sklearn in terms of accuracy.

A notable exception is the BACK data set, on which $\pi_{SID3T}$ and $\pi_{RF}$ clearly under-perform in terms of accuracy. The cause for this degradation in accuracy is that in $\pi_{SID3T}$ and $\pi_{RF}$ the data is first discretized with equal-width binning, and then a DT and RF are trained on the discretized data, respectively. In Sklearn on the other hand, the models are trained directly on the original, undiscritized data, with binning performed dynamically by looking for an optimal split point in each node. To verify this hypothesis we manually discretized the BACK data set with equal-width binning, and re-ran the tests with Sklearn, which gave us the same level of accuracy as obtained with $\pi_{RF}$, and even lower accuracy than $\pi_{SID3T}$. It’s clear that the BACK data set benefits greatly from dynamic discretization. As explained in Section VI, $\pi_{XT}$ offers a way to compensate for this lack of dynamic discretization by sampling the feature space more extensively and with replacement. The accuracy of $\pi_{XT}$ on BACK is nevertheless still somewhat lower.
than the algorithms in the clear, but this is likely, as mentioned above, because the implementation of tree learning in Sklearn stops growing a branch when all feature values are constant. This stopping condition is likely to be satisfied for small data sets, and deep tree depths, and our tests on BACK satisfies both of these conditions (see Table II). On BC and IV-GSE, πXT and πRF were able to classify within ±1.3% of Sklearn, while πSIDST under-performed. Lastly, on ECG, all protocols were able to learn the decision boundaries to perfectly separate the positive from the negative instances.

B. Runtime Results

The experiments to obtain the accuracy (Secure Acc) and runtime (Secure Time) results were run on Microsoft Azure Lv48s_vs machines with 48 vCPUs, 384.0 GiB Memory. Each of the parties ran on a separate machine (connected via Gigabit Ethernet network) which means that the results in Table I cover communication time in addition to computation time. All reported runtimes are for the online phases of the protocols. As can be seen, our protocols are very fast, even on data sets with 1000s of instances or features.

We repeat the accuracy and runtime results from Table I in Table II, along with our choices for the hyperparameter values. We obtained these hyperparameter values by performing grid search while aiming for state-of-the-art accuracies on the respective data sets. The attentive reader will notice that the hyperparameter values differ between the algorithms as implemented in Sklearn, and our MPC-based protocols. As we explain in more detail below, the incentive to choose hyperparameter values differently for the MPC-based protocols goes hand in hand with the adaptations made to make the original ML algorithms more MPC-friendly.

For the Sklearn results in Table II, the hyperparameter sel. feat. denotes how many random features were selected for each tree in the RF and XT classifiers (the original number of features for each data set is recalled in the first column of Table II). Trees and depth denote how many trees were trained in each ensemble, and to what depth each tree was to be trained. Finally, ϵ denotes what fraction of training instances needed to remain in a node for that node to branch out further. For example, if we have a data set of 1000 instances, and ϵ = 5%, then if the number of training instances that have reached a node during tree construction is 50 instances or less, the growing stops in that branch and the node becomes a classifying node. We used the same ϵ values for the secure protocols as for Sklearn (not repeated in the table for conciseness).

There are two additional columns of hyperparameters in Table II for the secure protocols, namely bins, which is the number of buckets of equal width that πDISC generates for DT and RF, and sel. inst., which denotes how many random instances where selected, per tree and with replacement, from each discretized set by πRF. For the Sklearn implementation, we followed the convention of choosing sel. inst. equal to the total number of instances (which is recalled for each data set in the first column of Table II) while for πRF we systematically chose a smaller value for sel. inst. for efficiency reasons, as explained in Section V.

Our runtimes for DT are far shorter than those of XT and RF on the data sets with a small number of features, namely BC, ECG, and BACK, and much longer on data set IV-GSE, which has +12K features. This is entirely with expectations, as πRF and πXT have a built-in mechanism for random feature selection, which can greatly reduce the number of features that need to be considered per tree without harming the accuracy, while πSIDST has to consider all features.

On the flip-side, this random feature selection in πRF and πXT does not come for free, and neither does the random instance selection in πRF. As explained in Section V and VI, such oblivious extraction of subsets of the data is realized through secure matrix multiplication. This matrix multiplication only requires a single round of communication, but the local complexity is quite high. Further optimization could be done by offloading the work onto a GPU.

Recall from Section VI that to compensate for the static discretization per tree, in πXT the parties jointly select features with replacement, and choose a different split for each. This explains why sel. feat. for XT in the secure protocol results columns in Table II can exceed the total amount of features in the data set. This design choice benefits πXT greatly, making it fast and the most competitive with Sklearn’s implementation in terms of accuracy. Given our choice to select a pool of random features per tree as opposed to per node, we also save valuable computation time. Take our BC results for XT as an example. In Sklearn’s implementation, each node must generate 19 unique features. If each of their trees are fully grown, as ours must be to protect from side channel attacks, they would have to generate \((2^5 - 1) \cdot 19 = 589\) total features and cut-off points.

<table>
<thead>
<tr>
<th>Data set</th>
<th>#instances</th>
<th>#features</th>
<th>Model</th>
<th>Sklearn Acc</th>
<th>Secure Acc</th>
<th>Secure Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>569</td>
<td>30</td>
<td>DT</td>
<td>93.1%</td>
<td>90.2%</td>
<td>5.3 sec</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>RF</td>
<td>93.7%</td>
<td>93.2%</td>
<td>18.5 sec</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>XT</td>
<td>96.3%</td>
<td>96.5%</td>
<td>35.2 sec</td>
</tr>
<tr>
<td>ECG</td>
<td>14,552</td>
<td>140</td>
<td>DT</td>
<td>100.0%</td>
<td>100.0%</td>
<td>5.7 sec</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>RF</td>
<td>100.0%</td>
<td>100.0%</td>
<td>79.6 sec</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>XT</td>
<td>100.0%</td>
<td>100.0%</td>
<td>43.6 sec</td>
</tr>
<tr>
<td>BACK</td>
<td>310</td>
<td>12</td>
<td>DT</td>
<td>79.0%</td>
<td>70.0%</td>
<td>3.1 sec</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>RF</td>
<td>82.3%</td>
<td>68.0%</td>
<td>9.8 sec</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>XT</td>
<td>83.4%</td>
<td>81.5%</td>
<td>39.2 sec</td>
</tr>
<tr>
<td>IV-GSE</td>
<td>225</td>
<td>12,634</td>
<td>DT</td>
<td>64.9%</td>
<td>59.0%</td>
<td>91.1 sec</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>RF</td>
<td>63.6%</td>
<td>62.3%</td>
<td>12.6 sec</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>XT</td>
<td>63.4%</td>
<td>63.5%</td>
<td>12.6 sec</td>
</tr>
</tbody>
</table>

*Table I: Accuracy and runtime results for tree based models. All results are obtained with 5-fold cross-validation.*
### Results

<table>
<thead>
<tr>
<th>Data</th>
<th>sel.feature</th>
<th>trees</th>
<th>depth</th>
<th>ϵ</th>
<th>Acc</th>
<th>bins</th>
<th>sel.feature</th>
<th>sel.instance</th>
<th>trees</th>
<th>depth</th>
<th>Time</th>
<th>Acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>DT</td>
<td>1</td>
<td>4</td>
<td>5%</td>
<td>93.1%</td>
<td>5</td>
<td>–</td>
<td>–</td>
<td>1</td>
<td>4</td>
<td>5.3 s</td>
<td>90.2%</td>
</tr>
<tr>
<td>inst:</td>
<td>569</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>feat:</td>
<td>30</td>
<td>XT</td>
<td>90</td>
<td>5%</td>
<td>96.3%</td>
<td>–</td>
<td>128</td>
<td>–</td>
<td>–</td>
<td>5</td>
<td>35.2 s</td>
<td>96.5%</td>
</tr>
<tr>
<td>ECG</td>
<td>DT</td>
<td>–</td>
<td>1</td>
<td>5%</td>
<td>100.0%</td>
<td>2</td>
<td>–</td>
<td>–</td>
<td>1</td>
<td>1</td>
<td>5.7 s</td>
<td>100.0%</td>
</tr>
<tr>
<td>inst:</td>
<td>14,552</td>
<td>RF</td>
<td>20</td>
<td>5%</td>
<td>100.0%</td>
<td>2</td>
<td>120</td>
<td>20</td>
<td>20</td>
<td>1</td>
<td>79.6 s</td>
<td>100.0%</td>
</tr>
<tr>
<td>feat:</td>
<td>140</td>
<td>XT</td>
<td>120</td>
<td>5%</td>
<td>100.0%</td>
<td>–</td>
<td>256</td>
<td>20</td>
<td>20</td>
<td>1</td>
<td>43.6 s</td>
<td>100.0%</td>
</tr>
<tr>
<td>BACK</td>
<td>DT</td>
<td>–</td>
<td>4</td>
<td>1%</td>
<td>79.0%</td>
<td>5</td>
<td>–</td>
<td>–</td>
<td>1</td>
<td>4</td>
<td>3.1 s</td>
<td>70.0%</td>
</tr>
<tr>
<td>inst:</td>
<td>310</td>
<td>RF</td>
<td>90</td>
<td>5%</td>
<td>82.3%</td>
<td>5</td>
<td>10</td>
<td>30</td>
<td>10</td>
<td>5</td>
<td>9.8 s</td>
<td>68.0%</td>
</tr>
<tr>
<td>feat:</td>
<td>12</td>
<td>XT</td>
<td>120</td>
<td>6%</td>
<td>83.4%</td>
<td>–</td>
<td>64</td>
<td>50</td>
<td>5</td>
<td>6</td>
<td>39.2 s</td>
<td>81.3%</td>
</tr>
<tr>
<td>IV-GSE</td>
<td>DT</td>
<td>–</td>
<td>1</td>
<td>5%</td>
<td>64.9%</td>
<td>5</td>
<td>–</td>
<td>–</td>
<td>1</td>
<td>1</td>
<td>9.1 s</td>
<td>59.6%</td>
</tr>
<tr>
<td>inst:</td>
<td>225</td>
<td>RF</td>
<td>20</td>
<td>1%</td>
<td>63.6%</td>
<td>2</td>
<td>128</td>
<td>20</td>
<td>20</td>
<td>1</td>
<td>12.6 s</td>
<td>62.3%</td>
</tr>
<tr>
<td>feat:</td>
<td>12,634</td>
<td>XT</td>
<td>110</td>
<td>3%</td>
<td>63.4%</td>
<td>–</td>
<td>128</td>
<td>90</td>
<td>5</td>
<td>1</td>
<td>12.6 s</td>
<td>63.5%</td>
</tr>
</tbody>
</table>

### Table II

**ACCURACY AND RUNTIME RESULTS (IN SECONDS) FOR TREE BASED MODELS, ALONG WITH THE HYPERPARAMETER VALUES THAT YIELDED THESE RESULTS. WE USED THE EXACT SAME ϵ VALUES FOR THE SECURE PROTOCOLS AS FOR THE SKLEARN RESULTS. ALL RESULTS ARE OBTAINED WITH 5-FOLD CROSS-VALIDATION.**

<table>
<thead>
<tr>
<th># of elements</th>
<th>10^5</th>
<th>10^6</th>
<th>10^9</th>
</tr>
</thead>
<tbody>
<tr>
<td>π_{2toQ}</td>
<td>0.1 sec</td>
<td>0.4 sec</td>
<td>3.7 sec</td>
</tr>
<tr>
<td>π_{GEQ}</td>
<td>0.4 sec</td>
<td>2.0 sec</td>
<td>17.0 sec</td>
</tr>
<tr>
<td>π_{minmax}</td>
<td>1.9 sec</td>
<td>7.1 sec</td>
<td>50.1 sec</td>
</tr>
</tbody>
</table>

### Table III

**RUNTIMES OF PROTOCOL EXECUTIONS ON VARYING INPUT SIZES. π_{GEQ} COMPARES TWO VECTORS OF SIZE # ELEMENTS WHILE π_{2toQ} AND π_{minmax} PERFORM OPERATIONS ON ONE VECTOR OF SIZE # ELEMENTS.**

<table>
<thead>
<tr>
<th>Instances</th>
<th>Bins</th>
<th>10^5</th>
<th>10^6</th>
<th>10^9</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2</td>
<td>2.3 sec</td>
<td>13.6 sec</td>
<td>106.5 sec</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2.8 sec</td>
<td>19.9 sec</td>
<td>139.6 sec</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>3.3 sec</td>
<td>24.1 sec</td>
<td>199.0 sec</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>9.2 sec</td>
<td>28.8 sec</td>
<td>374.1 sec</td>
</tr>
</tbody>
</table>

### Table IV

**RUNTIME OF π_{DISC} FOR A VARYING NUMBER OF INSTANCES AND BINS, AND A FIXED AMOUNT OF 1,000 FEATURES.**

In contrast, we generate a pool of 128 features up-front, saving us an immense amount of time, without harming accuracy.

Tables III and IV show the time it takes to perform the subprotocols for multiple input lengths. Table III shows the runtimes of π_{2toQ}, π_{GEQ}, and π_{minmax} up to 10^9 elements, where π_{2toQ} and π_{minmax} performed their operations on a single vector of that length, and π_{GEQ} performed operations between two vectors of that length. We stop at 10^9 because that is the point our virtual machines run out of RAM. Table IV shows the runtimes for π_{DISC} for a varying number of bins and instances, where the amount of features is fixed at 1,000. These runtimes are quite fast compared to previous iterations and are notably sublinear over certain ranges. This is the result of optimized multithreading and socket-level parallelization.

### VIII. Conclusion

In this paper we have presented several cryptographic protocols that enable two or more parties to train decision trees or decision tree ensemble classifiers over their joint continuous valued data, while keeping the data private, i.e., neither of the parties has to show their data to anyone in the clear. Our results demonstrate that it is possible to efficiently train tree-based models with good accuracy while completely avoiding a full private sorting, by performing various forms of discretization in a privacy-preserving manner instead.

The results of our protocols demonstrate competitive accuracy with their state-of-the-art, in the clear counterparts. Beyond accuracy, each one of our protocols demonstrated high efficiency in terms of runtime, and is fast enough to be used in practice. Our MPC protocol for extra-trees classifiers is the clear winner among our three secure approaches for training tree based models on continuous valued data, as it is both accurate and fast. When confronted with the need to securely train a tree-based model over data that is distributed across different parties, we therefore recommend protocol π_{XT} as the method of choice.

An important question during such deployment is which values to choose for the hyperparameters, such as the number of trees and the number of randomly selected features per tree. Given the high efficiency of our protocols, it would be feasible to train multiple models with multiple different hyperparameters jointly amongst the parties. Then, in conjunction with protocols for privacy-preserving inference [20], [7], we could perform a secure comparison of all of the results, obliviously select the most accurate model with the best hyperparameters, and use that to classify new, unseen instances.

The accuracy of machine learning algorithms can be highly dependent on specific properties of data sets. Thus, it is important to have a portfolio of privacy-preserving machine-learning algorithms readily available for use. The presented protocols fill an important gap in the literature, presenting the first protocols for trees and tree ensembles that can handle continuous data without relying on a full sorting of the data set.

### References


APPENDIX

The security model considered in this work is the Universal Composability (UC) framework [30], the gold standard for formally defining and analyzing the security of cryptographic protocols. Any protocol that is proven UC-secure, can be arbitrarily composed with other copies of itself and of other protocols (even with arbitrarily concurrent executions) while preserving security. That is an extremely useful property that allows the modular design of cryptographic protocols. UC-security is also a necessity for cryptographic protocols running in complex environments such as the Internet. This appendix only gives a short overview of the UC framework for the specific case of protocols with two participants (denoted Alice and Bob). See [1] for more details.

In the UC framework the security is analyzed by comparing a real world with an ideal world. In the real world Alice and Bob interact between themselves and with an adversary $A$ and an environment $Z$. The environment $Z$ captures all external activities to the protocol instance under consideration, and is responsible for giving the inputs and getting the outputs from Alice and Bob. The adversary $A$ can corrupt either Alice or Bob, in which case he gains the control over that participant. The network scheduling is assumed to be adversarial and thus $A$ is responsible for delivering the messages between Alice and Bob. In the ideal world, there is an ideal functionality $F$ that captures the perfect specification of the desired outcome of the computation. $F$ receives the inputs directly from Alice and Bob, performs the computations locally following the primitive specification and delivers the outputs directly to Alice and Bob. A protocol $\pi$ executed between Alice and Bob in the real world UC-realizes the ideal functionality $F$ if for every adversary $A$, there exists a simulator $S$ such that no environment $Z$ can distinguish between: (1) an execution of the protocol $\pi$ in the real world with participants Alice and Bob and adversary $A$; (2) and an ideal execution with dummy parties (that only forward inputs/output), $F$ and $S$.

We design our protocols in the trusted initializer (TI) model, which is formalized by the trusted initializer functionality $F_{\text{TI}}^D$. The TI pre-distributes correlated randomness to Alice and Bob, but neither takes part in any part of the protocol execution nor learns any inputs or outputs of Alice and Bob.  A TI was used before to enable highly practical solutions both in the context of PPML, e.g., [23], [22], [7], [20], [41], [24], [4] as well as in other important applications, e.g., [42], [43], [44], [45], [46], [47].

Simplifications: The messages of ideal functionalities are formally public delayed outputs, meaning that $S$ is first asked whether they should be delivered or not (this is due to the modeling that the adversary controls the network scheduling). This detail as well as the session identifications are omitted from the description of our functionalities for the sake of readability.

Our protocols are information-theoretically secure and the simulation strategy is quite simple: all the messages look uniformly random from the recipient’s point of view, except for the messages that open a secret shared value to a party, but these ones can be easily simulated using the output of the respective functionalities. A simulator $S$, having the leverage of being able to simulate the ideal functionalities that capture the trusted initializer functionality $F_{\text{TI}}^D$ and the ideal functionalities that are UC-realized by the sub-protocols, can easily extract the necessary values and perform a perfect simulation of a real protocol execution; therefore making the real and ideal worlds indistinguishable for any environment $Z$. The simulation strategy will be described briefly in our proofs.

The protocol for secure matrix multiplication $\pi_{DMM}$ UC-realizes the distributed matrix multiplication functionality $F_{DMM}$ [48], [20] in the trusted initializer model.

$F_{DMM}$ is parametrized by the size $q$ of the ring $\mathbb{Z}_q$ and the dimensions $(i, j)$ and $(j, k)$ of the matrices.

**Input:** Upon receiving a message from Alice/Bob with its shares of $[X]_q$ and $[Y]_q$, verify if the share of $X$ is in $\mathbb{Z}_q^{i \times j}$ and the share of $Y$ is in $\mathbb{Z}_q^{j \times k}$. If it is not, abort. Otherwise, record the shares, ignore any subsequent message from that party and inform the other party about the receipt.

**Output:** Upon receipt of the shares from both parties, reconstruct $X$ and $Y$ from the shares, compute $Z = XY$ and create a secret sharing $[Z]_q$ to distribute to Alice and Bob: a corrupt party fixes its share of the output to any chosen matrix and the shares of the uncorrupted parties are then created by picking uniformly random values subject to the correctness constraint.

The protocol $\pi_{2toQ}$ for converting a secret bit from a $\mathbb{Z}_2$ sharing to a $\mathbb{Z}_q$ sharing UC-realizes the share conversion functionality $F_{2toQ}$ [24].
The bit extraction protocol $\pi_{BTX}$ is a straightforward simplification of the bit decomposition protocol $\pi_{decompOPT}$ from [4] and UC-realizes the bit extraction functionality $F_{BTX}$.

**Functionality $F_{BTX}$**

$F_{BTX}$ is parametrized by the bit-length $\lambda$ of the secret shared input value $x$ and extracts the $\alpha$-th bit from the secret shared value.

**Input:** Upon receiving a message from Alice or Bob with its share of $[x]_q$, record the share, ignore any subsequent messages from that party and inform the other party about the receipt.

**Output:** Upon receipt of the inputs from both parties, reconstruct $x$, then create and distribute to Alice and Bob the secret sharing $[x]_q$. Before the deliver of the output shares, a corrupt party fix its share of the output to any constant value. In both cases the uncorrupted parties’ shares are then created by picking uniformly random values subject to the correctness constraint.

The secure comparison $\pi_{GEQ}$ protocol is trivially correct. The simulator $S$ internally simulates an execution of Protocol $\pi_{GEQ}$ for the adversary $A$ that controls the corrupted party. Using the fact that he is the one simulating the trusted initializer in this execution, $S$ can extract the shares of the inputs $x$ and $y$ that belong to the corrupted party and forward them to $F_{GEQ}$. $S$ can then fix in $F_{GEQ}$ the corrupted party’s share of the output to the value that matches what $A$ gets in the simulated execution of $\pi_{GEQ}$. The simulation is perfect, and therefore the environment $Z$ cannot distinguish the real and ideal worlds, and $\pi_{GEQ}$ UC-realizes $F_{GEQ}$.

**Functionality $F_{GEQ}$**

$F_{GEQ}$ runs with Alice and Bob and is parametrized by the bit-length $\lambda$ of the values $x$, $y$ to be compared. $x$ and $y$ are guaranteed to be such that $|x - y| < 2^{\lambda - 1}$.

**Input:** Upon receiving a message from Alice or Bob with its share of $[x]$ and $[y]$, record the shares, ignore any subsequent messages from that party and inform the other party about the receipt.

**Output:** Upon receipt of the inputs from both parties, reconstruct the values $x$ and $y$. If $x \geq y$, distribute a new secret sharing $[1]_2$; otherwise a new secret sharing $[0]_2$. Before the output deliver, the corrupt party fix its shares of the output to any desired value. The uncorrupted parties’ shares are created by picking uniformly random values subject to the correctness constraints.

The secure equality $\pi_{EQ}$ protocol is also trivially correct and the simulator for $F_{EQ}$ uses a similar strategy as the one for $F_{GEQ}$ to get a perfect simulation. Thus $\pi_{EQ}$ UC-realizes $F_{EQ}$.

**Functionality $F_{EQ}$**

$F_{EQ}$ runs with Alice and Bob and is parametrized by the bit-length $\lambda$ of the values $x$, $y$ to be compared. $x$ and $y$ are guaranteed to be such that $|x - y| < 2^{\lambda - 1}$.

**Input:** Upon receiving a message from Alice or Bob with its share of $[x]$ and $[y]$, record the shares, ignore any subsequent messages from that party and inform the other party about the receipt.

**Output:** Upon receipt of the inputs from both parties, reconstruct the values $x$ and $y$. If $x = y$, distribute a new secret sharing $[1]_2$; otherwise a new secret sharing $[0]_2$. Before the output deliver, the corrupt party fix its shares of the output to any desired value. The uncorrupted parties’ shares are created by picking uniformly random values subject to the correctness constraints.

It is trivial to verify that the protocol $\pi_{minmax}$ correctly outputs secret sharings corresponding to the minimum and maximum values of the input vector. The simulator $S$ uses the fact that he is responsible for simulating $F_{GEQ}$ in the internal simulated execution of $\pi_{minmax}$ with $A$ in order to extract the corrupted party’s shares of $d_1, \ldots, d_n$. $S$ can then forward those input shares to $F_{minmax}$ and adjust the shares of the outputs $d_{min}$ and $d_{max}$ in the functionality to match what $A$ sees in the simulated execution of $\pi_{minmax}$. The simulation is perfect and $\pi_{minmax}$ UC-realizes $F_{minmax}$.

**Functionality $F_{minmax}$**

$F_{minmax}$ is parametrized by the size $n$ of the vector.

**Input:** Upon receiving a message from Alice or Bob with its shares of $[d_1], \ldots, [d_n]$, record the shares, ignore any subsequent messages from that party and inform the other party about the receipt.

**Output:** Upon receipt of the inputs from both parties, reconstruct the values $d_1, \ldots, d_n$. Compute the minimum $d_{min}$ and maximum $d_{max}$ values contained in the vector. Distribute new secret sharings $[d_{min}]$ and $[d_{max}]$. Before the output deliver, the corrupt party fix its shares of the output to any desired value.
The uncorrupted parties’ shares are created by picking uniformly random values subject to the correctness constraints.

It is easy to verify that the secure discretization protocol $\pi_{\text{DISC}}$ correctly computes the bins thresholds and the one-hot encodings of the bin membership of each $d \in D$. The simulator $S$ for $F_{\text{DISC}}$ internally runs an execution of $\pi_{\text{DISC}}$ for $A$ and uses the fact that he simulates $F_{\text{minmax}}$ in order to extract the corrupted party’s shares of the values $d_1, \ldots, d_n$ that he needs to forward to $F_{\text{DISC}}$. It can then trivially adjust the corrupted party’s output shares in $F_{\text{DISC}}$ to matches the ones in the simulated execution of $\pi_{\text{DISC}}$. This is a perfect simulation strategy and $\pi_{\text{DISC}}$ UC-realizes $F_{\text{DISC}}$.

\[ F_{\text{DISC}} \]

$F_{\text{DISC}}$ is parametrized by the number of elements $n$ in the vector $D$ and the number of bins $p$.

**Input:** Upon receiving a message from Alice or Bob with its shares of $[D]$, record the shares, ignore any subsequent messages from that party and inform the other party about the receipt.

**Output:** Upon receipt of the inputs from both parties, reconstruct the values $d_1, \ldots, d_n$. Compute the minimum $d_{\text{min}}$ and maximum $d_{\text{max}}$ values contained in the vector, and the thresholds of the $p$ equal-width bins. Map the values $d \in D$ to the respective bins and create $D'$ that contains one-hot-encodings of the bin membership of each $d \in D$. Distribute $[D']_2$. Before the output deliver, the corrupt party fix its shares of the output to any desired value. The shares of the uncorrupted parties are then created by picking uniformly random values subject to the correctness constraints.

We also use as a building block a protocol $\pi_{\text{SID3T}}$ that UC-realizes a decision tree training functionality $F_{\text{SID3T}}$. In particular, we use a slightly modified version of the protocol by De Hoogh et al. [12].

\[ F_{\text{SID3T}} \]

$F_{\text{SID3T}}$ runs with Alice and Bob to train a decision tree model with categorical values. It is parametrized by the number of samples $n$ and of features $f$ in the data set $S$, the number $p$ of categories per feature, and the depth $d$ of each tree. The input data is presented in a one-hot-encoding (OHE) format and the Gini index is used to select the split features.

**Input:** Upon receiving a message from Alice or Bob with its shares of $[S]$, record the shares, ignore any subsequent messages from that party and inform the other party about the receipt.

**Output:** Upon receipt of the inputs from both parties, reconstruct the data set $S$ and locally train a decision tree $t$ using the same criteria and representation format as $\pi_{\text{SID3T}}$. Distribute $[t]$. Before the output deliver, the corrupt party fix its shares of the output to any desired value. The shares of the uncorrupted parties are then created by picking uniformly random values subject to the correctness constraints.

When we concatenate the protocols $\pi_{\text{DISC}}$ and $\pi_{\text{SID3T}}$, they do not leak any information due to the UC-security of their building blocks. This concatenated protocol UC-realizes $F_{\text{DISC}+\text{DT}}$. The simulator $S$ can easily extract the corrupted party’s shares of the data set by using the fact that it simulates $F_{\text{DISC}}$ in the internal simulated execution with the adversary $A$. $S$ can provide this information to $F_{\text{DISC}+\text{DT}}$ and adjust the outputs of $F_{\text{DISC}+\text{DT}}$ to match the internal execution with $A$.

\[ F_{\text{DISC}+\text{DT}} \]

$F_{\text{DISC}+\text{DT}}$ runs with Alice and Bob and first performs a discretization of the continuous-valued data set $S$ and then trains a decision tree on the categorical data. It is parametrized by the number of samples $n$ and of features $f$ in the data set $S$, the number of bins $p$ per feature and the depth $d$ of each tree.

**Input:** Upon receiving a message from Alice or Bob with its shares of $[S]$, record the shares, ignore any subsequent messages from that party and inform the other party about the receipt.

**Output:** Upon receipt of the inputs from both parties, compute locally the discretization of $S$ followed by the secret shared tree $[t]$ using the same procedures as $\pi_{\text{DISC}}$ followed by $\pi_{\text{SID3T}}$ (the necessary correlated randomness is generated locally). Distribute $[t]$. Before the output deliver, the corrupt party fix its shares of the output to any desired value. The shares of the uncorrupted parties are then created by picking uniformly random values subject to the correctness constraints.

The protocol $\pi_{\text{RF}}$ for training a random forest on data that is initially discretized clearly does not leak any information due to the UC-security of its building blocks. The simulator $S$ can easily extract the corrupted party’s shares of the data set by using the fact that it simulates $F_{\text{DISC}}$ in the internal simulated execution of $\pi_{\text{RF}}$ with the adversary $A$. $S$ can provide this information to $F_{\text{DISC}+\text{RF}}$ and adjust the outputs of $F_{\text{DISC}+\text{RF}}$ to match the internal execution of $\pi_{\text{RF}}$, thus $\pi_{\text{RF}}$ UC-realizes $F_{\text{DISC}+\text{RF}}$.

\[ F_{\text{DISC}+\text{RF}} \]

$F_{\text{DISC}+\text{RF}}$ runs with Alice and Bob and first performs a discretization of the continuous-valued data set $S$ and then trains a random forest on the categorical data. It is parametrized by the number of samples $n$ and of features $f$ in the data set $S$, the number of bins $p$ per feature, the number $k$ of features to use in each tree,
the number of samples $s$ used in each tree, the number $m$ of trees in the ensemble and the trees’ depth $d$.

**Input:** Upon receiving a message from Alice or Bob with its shares of $[S]$ record the shares, ignore any subsequent messages from that party and inform the other party about the receipt.

**Output:** Upon receipt of the inputs from both parties, compute locally the discretization of $S$ followed by the secret shared trees $[t_1]$, $[t_2]$, $[t_m]$ using the same procedures as $\pi_{decompOPT}$ (the necessary correlated randomness is generated locally). Distribute $[[RF] = [t_1], \ldots, [t_m]]$. Before the output deliver, the corrupted party fix its shares of the output to any desired value. The uncorrupted parties’ shares are created by picking uniformly random values subject to the correctness constraints.

The protocol $\pi_{XT}$ for training an extra-trees model clearly does not leak any information due to the UC-security of its building blocks. The simulator $S$ can easily extract the corrupted party’s shares of the data set by using the fact that it simulates $\mathcal{F}_{DMM}$ in the internal simulated execution of $\pi_{XT}$ with the adversary $A$. $S$ can provide this information to $\mathcal{F}_{XT}$ and adjust the outputs of $\mathcal{F}_{XT}$ to match the internal execution of $\pi_{XT}$, therefore $\pi_{XT}$ UC-realizes $\mathcal{F}_{XT}$.

**Functionality $\mathcal{F}_{XT}$**

$\mathcal{F}_{XT}$ runs with Alice and Bob to train an extra-trees model. It is parametrized by the number of samples $n$ and of features $f$ in the data set $S$, the number $k$ of features to use in each tree, the number $m$ of trees in the ensemble and the depth $d$ of each tree.

**Input:** Upon receiving a message from Alice or Bob with its shares of $[S]$, record the shares, ignore any subsequent messages from that party and inform the other party about the receipt.

**Output:** Upon receipt of the inputs from both parties, compute the secret shared trees $[t_1]$, $[t_2]$, $[t_m]$ locally using the same procedures as $\pi_{XT}$ (the necessary correlated randomness is generated locally). Distribute $[[XT] = [t_1], \ldots, [t_m]]$. Before the output deliver, the corrupted party fix its shares of the output to any desired value. The uncorrupted parties’ shares are chosen uniformly at random subject to the correctness constraints.

The protocol for secure bit extraction, $\pi_{BTX}$, is an off-the-shelf matrix composition network approach to bit decomposition presented in [4] as $\pi_{decompOPT}$. Here, we summarize the notions used to derive $\pi_{decompOPT}$ and then derive our modification $\pi_{BTX}$.

**A. Optimized Bit Decomposition Protocol Using Matrix Composition**

The decomposition of a secret-shared value $[x]_{2^\lambda} = a + b \mod 2^\lambda$ into bitwise shares in $\mathbb{Z}_2$ is modeled as an adder circuit where, beginning with the least significant bit of $a, b$, all subsequent bits are computed as a bitwise sum plus the carry-over from the previous bitwise sum. Formally, we consider two signals which depend on $a, b$: Generate $(g_i = a_i b_i)$ generates a carry bit at the $i$-th position, and Propagate $(p_i = a_i + b_i)$ propagates a carry bit, if it exists [4]. Then, the $i$-th bit of the sum is given by $s_i = p_i \oplus c_{i-1}$ where the $i$-th carry bit is given by $c_i = g_i + p_i c_{i-1}$.

It was noted in [4] that a matrix representing this formula for the carry bit can be computed efficiently in the MPC setting with minimal dependency on the results for previous carry bits. Moreover, all carry bits can be computed in advance by composing entries of the matrix representation. Let $M_i$ denote the matrix that holds the $i$-th Generate and Propagate bits.

$$[c_i] = \begin{bmatrix} p_i & g_i & c_{i-1} \end{bmatrix} M_i \begin{bmatrix} c_{i-1} \end{bmatrix}.$$  

Then, all carry bits $c_i$ can be derived by the product $M_i \cdot (c_{i-1}, 1)$, but they can be equally be computed by the composition of all matrices $M_1 M_{i-1} \ldots M_1 \cdot (0, 1)$. Further, by noting that the product $M_i M_{i-1} \ldots M_1 \begin{bmatrix} 0 & 1 \end{bmatrix} = \begin{bmatrix} p_i' & g_i' \end{bmatrix}$, the $i$-th carry bit $c_i$ is implicitly the upper-right-hand entry of the composed matrix, $g_i'$. Given that matrix composition is left-associative, the set of all matrices needed for the final result can be computed in a log depth circuit – hereafter $\text{ComposeNet}_\lambda$ – by, at the $i$-th layer, computing all compositions $M_{1,j}$ that require fewer than $2^{\lambda-1}$ composition operations. The constraint is added that each $M_{1,j}$ should be the composition of the “largest” matrix from the previous layer, $M_{2\ldots2\ldots+1,j}$, with the remainder $M_{2\ldots2\ldots+1,j}$ doesn’t exist in the network, it is added recursively [4]. For a ring element with bit length $\lambda$, the depth of $\text{ComposeNet}_\lambda$ is $\lceil \log(\lambda - 1) \rceil$. This is because the $\lambda$-th sum bit depends only on $c_{\lambda-1}$. An example of $\text{ComposeNet}_\lambda$ for $\lambda = 9$ is given in Figure 3. The optimized bit decomposition protocol $\pi_{decompOPT}$ of [4] is described in Protocol 10.

**Protocol 10:** Secure Optimized Bit Decomposition Protocol $\pi_{decompOPT}$.

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[x]_{2^\lambda}$</td>
<td>$[x_1]<em>{2^\lambda}, \ldots, [x</em>\lambda]_{2^\lambda}$</td>
</tr>
<tr>
<td>$p_{i,j} \text{ regards its share } x_i$ as $p_{i,1}, \ldots, p_{i,\lambda}$ s.t. $p_{i,j} = p_{i,j} + p_{j,2} \text{ for } j = 1, \ldots, \lambda$</td>
<td>${[M_{1,j}]_2</td>
</tr>
<tr>
<td>Party 1 creates the shared $[g_{1,j}]<em>2 = (p</em>{1,j}, 0)$</td>
<td>$[C_{j}]<em>2 \leftarrow$ the upper right entry of $[M</em>{1,j}]_2$</td>
</tr>
<tr>
<td>Party 2 creates the shared $[g_{2,j}]<em>2 = (0, p</em>{2,j})$</td>
<td>$[S_{1,j}]<em>2 \leftarrow [p</em>{1,j}]<em>2$, $[S</em>{2,j}]<em>2 \leftarrow [p</em>{2,j}]<em>2 \oplus [c</em>{j-1}]_2 \text{ for all } j &gt; 1$</td>
</tr>
<tr>
<td>$[g_{1,j}]<em>2 = (g</em>{1,j})<em>2 \oplus (g</em>{2,j})_2$</td>
<td>return $[S_{1}]<em>2, \ldots, [S</em>{\lambda}]_2$ for all $j$</td>
</tr>
<tr>
<td>$[M_j]<em>2 \leftarrow \begin{bmatrix} [p</em>{1,j}]<em>2 &amp; [g</em>{j}]_2 \end{bmatrix} \text{ for all } j \forall 1 \leq j &lt; \lambda$</td>
<td>${[M_{1,j}]_2</td>
</tr>
<tr>
<td>${[M_{2\ldots2\ldots+1,j}]_2</td>
<td>1 \leq j &lt; \lambda } \leftarrow \text{ComposeNet}<em>\lambda([M</em>{2\ldots2\ldots+1,j}])$</td>
</tr>
<tr>
<td>$[S_{1}]<em>2, \ldots, [S</em>{\lambda}]_2$ for all $j &gt; 1$</td>
<td>$[S_{1}]<em>2 \leftarrow [p</em>{1}]<em>2$, $[S</em>{2}]<em>2 \leftarrow [p</em>{2}]<em>2 \oplus [c</em>{1}]<em>2 \forall 1 \leq j &lt; \lambda \leftarrow \text{ComposeNet}</em>\lambda([M_{2\ldots2\ldots+1,j}])$</td>
</tr>
<tr>
<td>return $[S_{1}]<em>2, \ldots, [S</em>{\lambda}]_2$ for all $j$</td>
<td>${[M_{2\ldots2\ldots+1,j}]_2</td>
</tr>
</tbody>
</table>
B. Bit Extraction Protocol

A key aspect of ComposeNet_α is that the matrix composition \( M_{1,j} \), which is used to derive \( c_j \), depends only on \( \lceil \log(j) \rceil \) rounds of matrix composition. Moreover, given that \( M_{1,j} \) depends on a small subset of branches in ComposeNet_α, it is possible to reduce the circuit significantly to extract only one bit. Call the reduced circuit that extracts the \( \alpha \)-th bit ComposeNet_α^{BTX}. This circuit can be constructed by removing nodes from ComposeNet_α that are not parents of \( M_{1,(\alpha-1)} \). In an alternative view, it can be constructed iteratively by, at each layer, computing the pairwise matrix compositions of all nodes until the final layer contains only \( M_{1,(\alpha-1)} \).

The bit extraction protocol \( \pi_{BTX} \), described in Protocol 11, follows exactly the same structure as \( \pi_{decompOPT} \). The only difference is that the reduced matrix composition network ComposeNet_α^{BTX} is computed in lieu of ComposeNet_λ and the depth of the circuit depends only on \( \lceil \log(\alpha - 1) \rceil \). An example of ComposeNet_α^{BTX} for \( \alpha = 9 \) is given in Figure 3.

**Efficiency Discussion:** Prior to computing ComposeNet_α^{BTX}, there is one round of communication required to compute all \( g_j \). In total, this step requires \( \alpha - 1 \) \( \mathbb{Z}_2 \) multiplications and a total data transfer of \( 2(\alpha - 1) \) bits. Computing ComposeNet_α^{BTX} takes \( \lceil \log(\alpha - 1) \rceil \) rounds of communication and, for \( \alpha - 1 = 2^k \), requires

\[
\sum_{i=0}^{\log(\alpha-1) - 1} 2^i = \log(\alpha - 1) - 1
\]

matrix compositions, each with 4 bits of data transfer. The complexity differs by one matrix composition for \( \alpha - 1 \neq 2^k \). All other operations are local and thus add virtually nothing to the overall running time. In short, the round complexity of \( \pi_{BTX} \) is \( \lceil \log(\alpha - 1) \rceil \) and it requires \( 2(\alpha - 1) + 4 \log(\alpha - 1) - 4 \) bits of data transfer.

---

**Protocol II:** Secure Protocol \( \pi_{BTX} \) extracts the \( \alpha \)-th bit from a secret shared value.

<table>
<thead>
<tr>
<th>Input</th>
<th>( \left[ x_{\alpha} \right]_2 ), ( \alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>( \left[ x_{\alpha} \right]_2 )</td>
</tr>
<tr>
<td>1 Party ( i ) regards the lowest ( \alpha ) bits of its share, ( x_{i} ), as ( p_{i,1}, \ldots, p_{i,\alpha} ) s.t. ( \left[ p_{j} \right]<em>2 = p</em>{1,j} \oplus p_{2,j} ) for ( j = 1, \ldots, \alpha )</td>
<td></td>
</tr>
<tr>
<td>2 Party 1 creates the sharing ( \left[ g_{1,j} \right]<em>2 = (p</em>{1,j}, 0) )</td>
<td></td>
</tr>
<tr>
<td>3 Party 2 creates the sharing ( \left[ g_{2,j} \right]<em>2 = (0, p</em>{2,j}) )</td>
<td></td>
</tr>
<tr>
<td>4 ( \left[ g_{j} \right]<em>2 \leftarrow \left[ g</em>{1,j} \right]<em>2 \oplus \left[ g</em>{2,j} \right]_2 ) for ( j = 1, \ldots, \alpha - 1 )</td>
<td></td>
</tr>
<tr>
<td>5 ( \left[ M_{j} \right]<em>2 \leftarrow \begin{bmatrix} \left[ p</em>{j} \right]<em>2 &amp; \left[ g</em>{j} \right]_2 \ 0 &amp; 1 \end{bmatrix} ) for ( j = 1, \ldots, \alpha - 1 )</td>
<td></td>
</tr>
<tr>
<td>6 ( \left[ M_{1,(\alpha-1)} \right]<em>2 \leftarrow \text{ComposeNet}</em>{\alpha}^{\text{BTX}}(\left[ M \right]_2) )</td>
<td></td>
</tr>
<tr>
<td>7 ( \left[ c_{\alpha-1} \right]<em>2 \leftarrow \text{the upper right entry of} \left[ M</em>{1,(\alpha-1)} \right]_2 )</td>
<td></td>
</tr>
<tr>
<td>8 return ( \left[ p_{\alpha} \right]<em>2 \oplus \left[ c</em>{\alpha-1} \right]_2 )</td>
<td></td>
</tr>
</tbody>
</table>