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Abstract. We provide a new technique for secret sharing and reconstruction for Boolean circuits, applicable in ABE systems. We show that our construction holds for Key-policy ABE and can be adapted also to Ciphertext-policy ABE. This is the most efficient solution for Attribute Based Encryption for circuits access structures using bilinear maps. Our KP-ABE system has decryption key of linear size in the number of attributes, and public parameters linear in the circuit size (Two public values for each FO-gate). We prove that our scheme is secure under the decisional bilinear Diffie-Hellman Assumption in the Selective Set Model.

Keywords: Attribute Based Encryption · Boolean Circuits · Access Control · Bilinear Maps · Decisional Bilinear Diffie-Hellman · Ciphertext Policy · Key policy.

1 Introduction

In Cloud Computing and IoT systems, access control over the shared data is one of the most important issues studied. As shown in various works ([18, 17]), attribute-based access control (ABAC) proves to be more suitable than other access control models, such as role-based access control for such large-scale systems. ABAC offers more flexibility, allowing the creation of expressive access policies, based on existing attributes in the system, in opposition to a manual assignment of roles by some administrator. One of the solutions for ABAC relies on attribute-based encryption (ABE). Introduced in [24] as a special case of identity-based encryption, ABE has presented a high interest in the last decade, improving the expressiveness and efficiency of such cryptographic schemes. European Telecommunications Standards Institute (ETSI) has published in 2018 technical specifications for implementing ABE in the cloud, IoT, and other Internet services (ETSI TS 103 458 [9]), specifying high-level requirements and recommendations for different use-cases.
Motivation. Suppose we need a system for storing personal documents, medical records and other sensitive data, from which you can be able to download you data on demand, at any time. Using conventional techniques, this would require a third party to store and control the access to data, which will have full access to all information in the system.

ABE offers an alternative, more viable solution: All documents will be shared in the cloud in a common encrypted database and each user controls, via an access policy, who can decrypt its data and when. Beside a strong security, two other important features are requires:

- expressive policy: In order to assure fine-grained access over the encrypted data
- efficiency: The data should be accessible from different devices, like personal computers or mobile phones, thus the encryption/decryption algorithms should run in decent time even on low resourced equipment.

The problem of achieving expressive access structure, while maintaining the cryptosystem fast enough to be used in practice has been widely studied, researchers trying to find the best trade-off between efficiency and expressiveness: [13, 5, 28, 15, 22, 14]

1.1 Related Work

Attribute-based encryption was introduced in [24] as a type of Identity Based Encryption [25]. The first ABE system was later introduced in [13], having a Boolean tree access policy associated with its key (hence the name Key-Policy ABE). Their construction is proven to be secure in the Selective Set Model under the DBDH Assumption.

The first Ciphertext-Policy ABE system was proposed by Bethencourt et al in [7], which also used an access tree as access structure. However, their security was proven only in the generic group model, rather than reducing it to a known theoretical problem. Later there were proposed CP-ABE systems proven to be secure under cryptographic assumptions in the standard model. [12, ?],

**ABE and Boolean Circuits** The first approach which targeted Boolean circuits as access structure was presented in [10], where it was also shown why the usual sharing approach from Boolean formulas doesn’t work. They have proposed both KP-ABE and CP-ABE schemes. However, their system is unusable in practice since it relies on multi-linear maps, for which there is no known secure construction [2, 33]. Another similar work, which uses multi-linear maps, but increases the efficiency of the scheme is [8].

Another important work in this area is [28], where there is presented a scheme that relies solely on bilinear maps. The main drawback of this system is that the key size and decryption time can grow exponentially for some Boolean circuits. They also emit some public parameters for the FO-gates during the key generation procedure. As resulting from the comparisons in [29], it seems that
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[28] has the best results in terms of Boolean circuits access structure applied to KP-ABE up to that date.

Meanwhile, a slightly more efficient scheme has been proposed: [15] offer a CP-ABE scheme for Boolean circuits by refining the work from [28], more precisely removing the public parameters of the FO-gates. [16] offers a similar performance for KP-ABE, by expanding the circuit, resulting in an equivalent one. The drawback is that the new circuit could grow exponentially in size.

Another notable progress in the Boolean circuits is the system recently proposed in [19], which offers efficient solutions for $NC^1$ circuits for both CP and KP ABE systems.

Other approaches to solve the circuit problem in ABE systems are based on the Learning With Error assumption. The first such system was constructed by Gorbunov, Vaikuntanathan and Wee in [11] [1] offers an efficient CP-ABE system in the symmetric Key setting for Circuits from LWE.

Although ABE schemes based on LWE have strong security guarantees, they are impractical due to the high computational cost determined by the large matrices involved [27].

Since cryptosystems relying on multilinear maps are not yet safe, and current approaches for Boolean circuits using bilinear maps are not efficient enough to be used in practice, leading to an exponential increase in the key size, at the moment, there are no practical ABE schemes for Boolean circuits.

Considering the observations above, we think that the best current trade-off between expressivity and efficiency, such that the resulting scheme could be used in practice, is achieved using Linear Secret Sharing Scheme (LSSS) matrices as access structures. Various works uses them as starting point for their constructions. [30, 20, 4, 23, 32]

Our Contribution We propose a new construction for Attribute Based Encryption for monotone Boolean circuits, applicable to both key-policy and ciphertext-policy. Our scheme is the most efficient construction proposed so far: It has decryption keys of linear size in the size of the circuit (more precisely, $2(r + n)$, where $r$ is the number of the FO-gates and $n$ the number of attributes). We offer concrete construction and security proof for the KP version of our construction. We show that our system is secure under Selective Set Model, under the decisional bilinear Diffie-Hellman (DBDH) Assumption. Using this approach, we extend the possible access policies that can be used in practice with ABE to Boolean circuits.

2 Preliminaries

Access Structures [6] Let $p_1, \ldots, p_n$ be a set of parties. A collection $A \subseteq 2^{\{p_1, \ldots, p_n\}}$ is monotone if $B \in A$ and $B \subseteq C$ imply that $C \in A$. An access structure is a monotone collection $A \subseteq 2^{\{p_1, \ldots, p_n\}}$ of non-empty subsets
of \( \{p_1, \ldots, p_n\} \). Sets in \( A \) are called authorized, and sets not in \( A \) are called unauthorized.

**Boolean Circuits** As presented in [28], a Boolean circuit is an access structure which has a number of input wires (which are not gate output wires), a number of output wires (which are not gate input wires), and a number of OR-, AND-, and NOT-gates. The OR- and AND-gates have two input wires, while NOT-gates have one input wire. All of them may have more than one output wire. That is, the fan-in of the circuit is at most two, while the fan-out may be arbitrarily large but at least one. A Boolean circuit is *monotone* if it does not have NOT-gates, and it is of fan-out one if all gates have fan-out one. In this paper all Boolean circuits have exactly one output wire. Boolean circuits of fan-out one correspond to Boolean formulas.

**Bilinear maps** Given \( G_1 \) and \( G_2 \) two multiplicative cyclic groups of prime order \( p \), a map \( e : G_1 \times G_1 \rightarrow G_2 \) is called *bilinear* if it satisfies:

- \( e(x^a, y^b) = e(x, y)^{ab} \), for any \( x, y \in G_1 \) and \( a, b \in \mathbb{Z}_p \);
- \( e(g, g) \) is a generator of \( G_2 \), for any generator \( g \) of \( G_1 \).

\( G_1 \) is called a *bilinear group* if the operation in \( G_1 \) and \( e \) are both efficiently computable.

**KP-ABE General Model** A Key-Policy Attribute Based Encryption scheme, as first described in [13], consists of four algorithms:

**setup(\( \lambda \))** A randomized algorithm that takes as input the implicit security parameter \( \lambda \) and return the public and secret keys (\( MPK \) and \( MSK \)).

**encrypt(\( m, A, MPK \))** A probabilistic algorithm that encrypts a message \( m \) under a set of attributes \( A \) with the public key \( MPK \), and outputs the ciphertext \( E \).

**keygen(\( C, MPK, MSK \))** This algorithm generates receives an access structure, public and master keys, and outputs corresponding decryption keys \( DK \).

**decrypt(\( E, DK, MPK \))** Given the ciphertext \( E \) and the decryption keys \( DK \), the algorithm decrypts the ciphertext and outputs the original message.

**The Backtracking Attack** The backtracking attack, as described in [28, 16], can occur in a Boolean circuit during the reconstruction phase of the secret, where an unauthorized set could gain access to the secret.

The main idea of such an attack is illustrated in Figure 1, where the values which comes as input \( (X) \) in the left wire is forwarded to the OR’s gate right input wire. Then, using this value, we can compute the value from the AND’s gate, using the value from the OR gate. The exact details of the attack depend on the sharing procedure used in the scheme.
Selective-Set Model for ABE  Goyal et al. propose in [13] a Selective-Set Model for ABE:

Init The adversary declares the set of attributes, \( \gamma \), that he wishes to be challenged upon.

Setup The challenger runs the Setup algorithm of ABE and gives the public parameters to the adversary. Phase 1 The adversary is allowed to issue queries for private keys for many access structures \( A_j \), where \( \gamma/ \notin A_j \) for all \( j \).

Challenge The adversary submits two equal length messages \( M_0 \) and \( M_1 \). The challenger flips a random coin \( b \), and encrypts \( M_b \) with \( \gamma \). The ciphertext is passed to the adversary.

Phase 2 Phase 1 is repeated.

Guess The adversary outputs a guess \( b' \) of \( b \). The advantage of an adversary \( A \) in this game is defined as \( Pr[b' = b] - \frac{1}{2} \).

Definition 1 ([13]). An attribute-based encryption scheme is secure in the Selective-Set model of security if all polynomial time adversaries have at most a negligible advantage in the Selective-Set game.

2.1 Notations

For a better understanding, we list some notations we made use of in our construction.

- As in [28], we make use of special Fan-Out (FO) gates that multiply the output of a node to simplify the explanation of our scheme.
- We will denote with \( \Gamma \) gates inside a circuit, and with \( \Psi \), terminal nodes.
- \( In_i(\Gamma) \) will be the \( i \)-th input wires associated with it.
- \( Out_i(\Gamma) \) will be the \( i \)-th output wires associated with it.
- Some gates have a single input/output wire. We will refer it simply as \( In(\Gamma)/Out(\Gamma) \).
Since every wire could have more than one value associated to it in our system, we will denote $Out_i(\Gamma, j)$ as the $j$-th value from the $i$-th output wire of the gate $\Gamma$.

$L_1 | L_2$ means list concatenation.

For some wire connecting gates $\Gamma_1$ and $\Gamma_2$, we always consider that both values on this wires are equal: $In(\Gamma_1) = Out(\Gamma_2)$ (that is using two notations for the same value attached to the wire).

## 3 Our Construction

### Theorem 1.

An FO-gate with $k$ output wires can be simulated with $k-1$ FO-gates limited at 2 output wires.

**Proof.** By a simple construction of chained FO-gates.

Following Theorem 1, for simplicity, we will describe our construction only with FO-gates limited to 2 output wires.

Starting from [28]

We will first provide the share and recon procedures: For simplicity, we will consider that if on a wire there is a single value $X$, we actually have a pair consisting of $\langle X, X \rangle$. On actual implementations, we can discard this change, for efficiency reasons.

### share$(s, C)$:

1. Initially, all gates of $C$ are unmarked;
2. Assign $s$ to the output wire of the circuit: $Out(C) = \langle s, s \rangle$
3. Choose an unmarked gate $\Gamma$ with all input wires defined
4. If $\Gamma$ is an OR-gate, mark $\Gamma$ and assign:
   
   $In_1(\Gamma) = In_2(\Gamma) = Out(\Gamma)$

5. If $\Gamma$ is an AND-gate, mark $\Gamma$ and for each entry $i$ in $Out(\Gamma)$, randomly generate $x_1(i)$ and then set $x_2(i)$ such that:

   $Out(\Gamma, i) = x_1(i) + x_2(i)$

then assign:

   $In_1(\Gamma, i) = x_1(i)$
   $In_2(\Gamma, i) = x_2(i)$

for $i = 1, 2$

6. If $\Gamma$ is an FO-gate, mark $\Gamma$ and then, Compute values for the input wire of the gate $In(\Gamma)$, and for the public parameters of the gate $PP(\Gamma)$:
\begin{align*}
In(\Gamma, 1) &= 2Out_1(\Gamma, 1) + Out_2(\Gamma, 1) \\
In(\Gamma, 2) &= Out_1(\Gamma, 2) + Out_2(\Gamma, 2) \\
PP(\Gamma, 1) &= g^{Out_1(\Gamma, 1) + Out_2(\Gamma, 1)} \\
PP(\Gamma, 2) &= g^{Out_2(\Gamma, 1) + Out_2(\Gamma, 2)}
\end{align*}

Note that the gate has a single input wire \( In(\Gamma) \) with two values associated to it, and two public parameters, saved under \( PP(\Gamma) \).

7. Repeat steps [3, 4, 5, 6] until all gates are marked.
8. Return \( \langle S, PP \rangle \), where \( S(\Psi) = Out(\Psi) \) for all terminal nodes \( \Psi \).

\textit{Recon}(C, P, V)

1. Initially, all gates of \( C \) are unmarked;
2. \( Out(\Psi) = V(attr(\Psi)) \), for all leaf (starting) nodes \( \Psi \). Mark these nodes.
3. Choose an unmarked gate \( \Gamma \) with all input wires defined
4. If \( \Gamma \) is an AND-gate, mark \( \Gamma \) and assign:
   \( \text{Out}(\Gamma, i) = \text{In}_1(\Gamma, i) \cdot \text{In}_2(\Gamma, i) \)
5. If \( \Gamma \) is an OR-gate, mark \( \Gamma \) and assign:
   \( \text{Out}(\Gamma) = \sup(\text{In}_1(\Gamma), \text{In}_2(\Gamma)) \)

remark that \( |\text{In}_1(\Gamma)| = |\text{In}_2(\Gamma)| = 2 \) and, for any \( i \), if \( \text{In}_1(\Gamma) \neq \text{In}_2(\Gamma) \) then either \( \text{In}_1(\Gamma) = \perp \) or \( \text{In}_2(\Gamma) = \perp \);

\begin{figure}[h]
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\caption{sharing and reconstruction for FO gates.}
\end{figure}
6. If \( \Gamma \) is an FO-gate, mark \( \Gamma \) and if all values from input wires are different from \( \bot \), assign to the output wire of the circuits the values:

\[
\begin{align*}
Out_{1}(\Gamma, 1) &= \frac{In(\Gamma, 1) \cdot In(\Gamma, 2)}{PP(\Gamma, 1) \cdot PP(\Gamma, 2)} \\
Out_{1}(\Gamma, 2) &= \frac{PP(\Gamma, 1)}{Out_{1}(\Gamma, 1)} \\
Out_{2}(\Gamma, 1) &= \frac{In(\Gamma, 1)}{Out_{1}(\Gamma, 1)^2} \\
Out_{2}(\Gamma, 2) &= \frac{In(\Gamma, 2)}{Out_{1}(\Gamma, 2)}
\end{align*}
\]

otherwise, assign \( \bot \) to all output wires.

7. Repeat steps [3, 4, 5, 6] until all gates are marked.

8. return the value from the output wire of the circuit: \( \text{Out}(\mathcal{C}) \).

**KP-ABE for BC:**

\textit{setup}(\lambda) This algorithm receives a security parameter \( \lambda \), which is used to choose two multiplicative groups \( G_1 \) and \( G_2 \) of prime order \( p \), \( g \) a generator of \( G_1 \), and a bilinear map \( e : G_1 \times G_1 \rightarrow G_2 \). The set of attributes is defined by \( \mathcal{U} = \{ 1, 2 \ldots n \} \)

It chooses random \( y \in \mathbb{Z}_p \), and then generates random \( t_i \), and sets the public key:

\[
MPK = \langle p, G_1, G_2, e, g, n, Y = e(g,g)^y, T_i = g^{t_i} \rangle
\]

and the master key:

\[
MSK = \langle \alpha, (t_i, 1 \leq i \leq n) \rangle
\]

\textit{encrypt}(m, A, PK) The encryption algorithm receives a message \( m \), and encrypts it under the set of attributes \( A \subseteq \mathcal{U} \), with the public key \( mpk \). Generate a random element \( s \), and set the ciphertext as:

\[
E = \langle A, E' = mY^s, T_i^s = g^{t_i s}, g^s \rangle
\]

\textit{keygen}(MPK, \mathcal{C}) First, it generates a random \( s \), and shares it through the circuit using the sharing procedure:

\[
\langle S, PP \rangle = \text{share}(y, \mathcal{C})
\]

Then, for every \( i \in \mathcal{U} \) and \( j \in \{ 1, 2 \} \), output the decryption ket as:

\[
DK = \langle D(i,j) = g^{S(i,j)/t_i}, PP \rangle
\]

\textit{decrypt}(E, DK) This algorithm receives a valid ciphertext and a decryption key, and returns the original message.
Let \( V(i,j) = \begin{cases} e(T^s_i, D(i,j) = e(g, g)^{S(i,j)/t_i}) = e(g, g)^{S(i,j)s}, & \text{if } i \in A \\ \bot, & \text{otherwise} \end{cases} \)
for all \( i \in A, j \in \{1,2\} \).

\[ R = \text{recon}(C, PP, V) \]

Then compute the message as:
\[ m = E'/R = m \cdot e(g,g)^{ys} / \]

### 3.1 Extensions

**CP-ABE** We stress that our system is also appliable to CP-ABE. For example, we can simply replace the share and recon functions from [15], and with some other minimal adaptations (with regard to public parameters of the Boolean circuits) we will obtain a CP-ABE system with the same security properties as in [15], but more efficient.

![Fig. 3. sharing and reconstruction for FO gates.](image)

**FO-gate optimization.** The idea of our construction started with the aim of optimizing the sharing procedure from [15] through the FO-gates. We will also discuss our initial idea, since it still may be used as a standalone optimization to [15] for certain Boolean circuits. We recall that in [28, 15] FO gates receive at least two lists of elements. Consider the FO-gate \( \Gamma \) from Figure 3: let \( \text{Out}_1(\Gamma) = \langle a_1, \cdots, a_{k_1} \rangle \) and \( \text{Out}_2(\Gamma) = \langle b_1, \cdots, b_{k_2} \rangle \) be the two lists. By symmetry, suppose \( k_1 < k_2 \). We construct a polynomial \( P \) of degree \( k_2 \) by choosing the following \( k_2 + 1 \) points:
\[
P(0) = a_1 \quad \text{and} \quad P(i) = b_i, \; i \in 1, k_2
\]
Then, choose \( x_2, x_3 \ldots x_{k_1} \) such that:
\[
P(k_1 + i) + x_i = a_i, \ i \in \overline{2,k_1}
\]
Finally, set the values from the input wire of the gate as:
\[
In(\Gamma) = \langle P(0) = a_1, P(1) = b_1 \cdots P(k_2) = b_{k_2} \rangle
\]
Using this optimization on FO-gates, the number of shares that are which
are forwarded to child nodes is reduced to \( max(|L_1|,|L_2|) + 1 \). (Table 3.1)

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Input Size</th>
<th>Public Params</th>
</tr>
</thead>
<tbody>
<tr>
<td>HuGao,CP[15]</td>
<td>(</td>
<td>L_1</td>
</tr>
<tr>
<td>Ours</td>
<td>max((</td>
<td>L_1</td>
</tr>
</tbody>
</table>

Table 1. FO gate optimization

**Threshold gates.** As in [13, 7], our system could be extended to support threshold gates. The sharing procedure will be similar to the two proposed systems, with the mention that both shares that come as input to the threshold gate must be shared independently, as if there were two different gates.

4 Security

**Proposition 1.** *For any input/output wire of the circuit, the values associated can be either both defined (\( \neq \bot \)), either both undefined (\( \bot \)).*

At first sight, our scheme could leak information about pairs of type \( \langle X, \bot \rangle \), where one value is defined and the other one is undefined. If such value could enter an FO-gate, then, using the public parameters, we could compute the value which was initially undefined. However, due to Proposition 1 we see that such case will never happen.

**Backtracking attack.** We show that the backtracking attack does not occur in our construction. As it can be seen in Figure 4, we suppose that an attacker knows the values from the \( \Gamma_2 \)'s right wire, \( In_1(\Gamma_2) = \langle g^{a_1}, g^{b_1} \rangle \). Because this is an OR gate, he can also compute the values from the other wire: \( In_2(\Gamma_2) = In_1(\Gamma_2) = \langle g^{a_1}, g^{b_1} \rangle \). (This is also possible for any threshold gates which are satisfied).

In the case of a backtracking attack, the attacker should be able to recover information about \( \Gamma_3 \)'s right input wire using the information available on the FO-gate: \( In_1(\Gamma_3) = Out_2(\Gamma_1) \). However, the only information available at the FO-gate is: \( Out_1(\Gamma_1) = \langle g^{a_1}, g^{b_1} \rangle \) and \( PP(\Gamma_1) = \langle g^{a_1+b_1}, g^{a_1+b_2} \rangle \), which clearly is not sufficient for computing \( In_1(\Gamma_3) = \langle g^{a_2}, g^{b_2} \rangle \).
Theorem 2. Our scheme is secure in the selective model under the decisional bilinear Diffie-Hellman assumption.

Proof. Suppose that there exists a polynomial-time adversary $A$ that has an advantage $\epsilon$ for our scheme in the Selective-Set model. We build a simulator $B$ that can play the decisional BDH with advantage $\epsilon/2$, as follows:

Let $G_1$ and $G_2$ be two groups, $g$ a generator of $G_1$ and $e$ an efficient bilinear map, and the tuples $(A = g^a, B = g^b, C = g^c, Z_1 = g^{abc})$ and $(A = g^a, B = g^b, C = g^c, Z_0 = g^d)$. The challenger flips a coin $p \in \{0, 1\}$ and chooses $Z_p$. The adversary has to guess $Z_p$ between $Z_0$ and $Z_1$.

**Init** The simulator $B$ runs the algorithm $A$, which chooses the set of attributes $A$ for encryption.

**Setup** $B$ simulates Setup algorithm of ABE and sets $Y = e(A, B) = e(g, g)^{ab}$. Then, it generates random $r_i$ and sets

$$T_i = \begin{cases} 
g_i, & \text{if } i \in A 
g^{r_i}, & \text{otherwise}
\end{cases}$$

Then, it outputs the public parameters as:

$$\langle p, G_1, G_2, e, g, nY, T_i \rangle$$

**Phase 1** The adversary $A$ is allowed to issue queries for private keys for many access structures $C_j$ such that $C_j(A) = 0$ for all $j$. $B$ will use in this scope a procedure called $Fake\_share$, which will simulate theses queries for $A$.

The definition of $Fake\_share(g^a, C)$ is the following:

1. Initially, all gates of $C$ are unmarked;
2. Assign \( g^a \) to the output wire of the circuit: \( \text{Out}(C) = \langle g^a, g^a \rangle \)

3. Choose an unmarked gate \( \Gamma \) with all input wires defined

4. If \( \Gamma \) is an OR-gate, mark \( \Gamma \) and assign:
   (a) If \( C(In_1(\Gamma)) = C(In_2(\Gamma)) = C(\text{Out}(\Gamma)) \), then \( In_1(\Gamma) = In_2(\Gamma) = \text{Out}(\Gamma) \)
   (b) If \( C(In_1(\Gamma)) = 1 \) and \( C(In_2(\Gamma)) = 0 \), then \( In_1(\Gamma) = \text{Out}(\Gamma) \) and \( In_2(\Gamma) = \{ g^{Out(\Gamma,1)}, g^{Out(\Gamma,2)} \} \)
   (c) If \( C(In_2(\Gamma)) = 1 \) and \( C(In_1(\Gamma)) = 0 \), then do similar to case (b).

5. If \( \Gamma \) is an AND-gate, mark \( \Gamma \) and do the following:
   (a) If \( C(In_1(\Gamma)) = C(In_2(\Gamma)) = C(\text{Out}(\Gamma)) = 1 \), then randomly generate \( x_1(i) \) and then set \( x_2(i) = x_1(i) \) such that \( \text{Out}(\Gamma, i) = x_1(i) + x_2(i) \).
     Then set \( In_j(i) = x_j(i) \) for all \( i, j \in \{1, 2\} \)
   (b) If \( C(In_1) = 1 \) and \( C(In_2) = 0 \), then:
     i. choose randomly \( x_1(i) \) for \( i \in \{1, 2\} \).
     ii. compute \( g^{x_2(i)} = \text{Out}(\Gamma, i)/g^{x_1(i)} \) for \( i \in \{1, 2\} \).
     iii. Set \( In_1(\Gamma, i) = x_1(i) \) and \( In_2(\Gamma, i) = g^{x_2(i)} \).
   (c) If \( C(In_2) = 1 \) and \( C(In_1) = 0 \): similar to (b) but swapping the two output wires.
   (d) If \( C(In_1) = C(In_2) = 0 \), then:
     i. choose randomly \( x_1(i) \) for \( i \in \{1, 2\} \).
     ii. compute \( g^{x_2(i)} = \text{Out}(\Gamma, i)/g^{x_1(i)} \) for \( i \in \{1, 2\} \).
     iii. Set \( In_1(\Gamma, i) = g^{x_1(i)} \) and \( In_2(\Gamma, i) = g^{x_2(i)} \).

6. If \( \Gamma \) is an FO-gate, mark \( \Gamma \) and then, based on the input wire’s evaluation in the Boolean circuit we have two cases:
   (a) If \( C(In(\Gamma)) = 1 \) then:
     \[
     \begin{align*}
     In(\Gamma, 1) &= 2Out_1(\Gamma, 1) + Out_2(\Gamma, 1) \\
     In(\Gamma, 2) &= Out_1(\Gamma, 2) + Out_2(\Gamma, 2) \\
     PP(\Gamma, 1) &= g^{Out_1(\Gamma, 1) + Out_2(\Gamma, 2)} \\
     PP(\Gamma, 2) &= g^{Out_1(\Gamma, 1) + Out_2(\Gamma, 2)}
     \end{align*}
     \]
   (b) If \( C(In(\Gamma)) = 0 \) then:
     \[
     \begin{align*}
     In(\Gamma, 1) &= Out_1(\Gamma, 1)^2 \cdot Out_2(\Gamma, 1) \\
     In(\Gamma, 2) &= Out_1(\Gamma, 2) \cdot Out_2(\Gamma, 2) \\
     PP(\Gamma, 1) &= Out_1(\Gamma, 1) \cdot Out_1(\Gamma, 2) \\
     PP(\Gamma, 2) &= Out_2(\Gamma, 1) \cdot Out_2(\Gamma, 2)
     \end{align*}
     \]

7. Repeat steps [3, 4, 5, 6] until all gates are marked.

8. Return \( (S, PP) \), where \( S(\Psi) = \text{Out}(\Psi) \) for all terminal nodes \( \Psi \).

\( B \) will run \( S, PP \rightarrow \text{fake_share}(g^a, C) \) and compute:
\[
D(i) = \begin{cases} 
(g^b)^{S(i,j)/r_i} & \text{if } i \in A \\
S(i,j)^{1/r_i} & \text{otherwise}
\end{cases}
\]
Then forward to $A$:

$$DK = \langle D, PP \rangle$$

From $A$’s point of view, the shares look as if they were shared using the normal sharing procedure. By using the reconstruct procedure with an approved set of attributes, the $Recon$ procedure will return $e(g, g)^{abc}$ if applied to $V(i, j) = e(g, g)^{S(i, j)abc}$ for $i \in A$.

**Challenge** $A$ selects two equal length messages $m_0$ and $m_1$. The challenger $B$ flips a random coin $b$, and encrypts $m_b$ under the set of attributes $A$ and by using $Z_p$, $p \in \{0, 1\}$.

$$E = \langle A, Y = m_b \cdot Z_p, C = g^{r \cdot c} = T_1^n \rangle$$

If $p = 0$, then $Z_p = e(g, g)^{abc}$ and $E$ is a valid encryption for $m_b$. Otherwise, $Y$ is a random element from $G_2$.

**Phase 2** Phase 1 is repeated.

**Guess** The adversary $A$ outputs a guess $b'$ of $b$. If $b' = b$, then $B$ outputs $p = 0$. Otherwise, it outputs $p' = 1$.

The advantage of $B$ is:

$$Adv(B) = Pr[p' = p] - \frac{1}{2} = Pr[p' = p|p = 0] \cdot Pr[p = 0] + Pr[p' = p|p = 1] \cdot Pr[p = 1] - \frac{1}{2}$$

Both $Pr[p = 0] = \frac{1}{2}$ and $Pr[p = 1] = \frac{1}{2}$.

Next, we analyze the two cases:

- If $p = 0$, then $A$ sees a valid encryption of the ciphertext, thus it’s advantage is $Pr[p' = p|p = 0] = \frac{1}{2} + \epsilon$.
- If $p = 1$, then the ciphertext offers no information to $A$ about the original message, thus in this case $Pr[p' = p|p = 1] = \frac{1}{2}$.

Putting all together we obtain:

$$Adv(B) = Pr[p' = p|p = 0] \cdot Pr[p = 0] + Pr[p' = p|p = 1] \cdot Pr[p = 1] - \frac{1}{2} =$$

$$= \frac{1}{2} \left( \frac{1}{2} + \frac{1}{2} + \epsilon \right) - \frac{1}{2} =$$

$$= \frac{1}{2} \epsilon$$

5 Efficiency Analysis

Our KP-ABE scheme results in at most 2 shares for each attribute in the decryption key, regardless of the circuit’s structure. However, it has 2 public parameters for each FO-gate in the circuit (Recall that the FO-gates are limited to 2 output
The ciphertext has a single value associated to each attribute. For general FO-gates (j-output wires), we can consider having $j - 1$ 2-output wire FO-gates, which result in a total number of $2(j - 1)$ public parameters.

We have made a comparison between the most efficient schemes for Boolean circuits, for both KP and CP-ABE: [15, 16, 28]. We have omitted in this comparison schemes such as [19], since they target particular cases of Boolean circuits. In the table below, we consider $n$ the maximal number of attributes, $r$ the number of FO-gates, $j$ the number of inputs of the gates.

Another lower bound for our scheme key size could be the number of wires in the circuit: our construction cannot have more public parameters than the total number of wires in the circuit.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>ABE Type</th>
<th>Key Size</th>
<th>CT size</th>
</tr>
</thead>
<tbody>
<tr>
<td>HuGao_KP[16]</td>
<td>KP</td>
<td>$n + j^r$</td>
<td>$n$</td>
</tr>
<tr>
<td>Tiplea[28]</td>
<td>KP</td>
<td>$nj + n + j^r$</td>
<td>$n$</td>
</tr>
<tr>
<td>Ours</td>
<td>KP</td>
<td>$2n + 2(j - 1)r$</td>
<td>$n$</td>
</tr>
<tr>
<td>HuGao_CP[15]</td>
<td>CP</td>
<td>$n$</td>
<td>$n + j^r$</td>
</tr>
<tr>
<td>Ours $^3$</td>
<td>CP</td>
<td>$n$</td>
<td>$2n + 2(j - 1)r$</td>
</tr>
</tbody>
</table>

6 Conclusions

We stress that the scheme we have proposed is the best ABE scheme for Boolean circuits using bilinear maps proposed so far, and the first one with polynomial key size (Or linear in the number of wires). This is the first construction that is efficient enough to be used in practice.

Future Directions. Possible improvements could be further made to this system by providing more efficient construction. One possible way of achieving this could be offering a construction for general (unlimited output wires) FO-gates, with less public parameters. Other possible directions include testing compatibility with existing ABE functionalities, such as attribute revocation [3, 26, 31], outsourcing decryption [14, 21].
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