Abstract. Recent private information retrieval (PIR) schemes preprocess the database with a query-independent offline phase in order to achieve sublinear computation during a query-specific online phase. These offline/online protocols expand the set of applications that can profitably use PIR, but they make a critical assumption: that the database is immutable. In the presence of changes such as additions, deletions, or updates, existing schemes must preprocess the database from scratch, wasting prior effort. To address this, we introduce \textit{incremental preprocessing} for offline/online PIR schemes, allowing the original preprocessing to continue to be used after database changes, while incurring an update cost proportional to the number of changes rather than the size of the database. We adapt two offline/online PIR schemes to use incremental preprocessing and show how it significantly improves the throughput and reduces the latency of applications where the database changes over time.

1 Introduction

Private information retrieval (PIR) [22] is an incredibly useful cryptographic building block that allows a client to download an object from a database without revealing which object was fetched. PIR has many applications, including privacy-preserving video streaming [3, 35], password checking [4], blocklists [40], ad delivery [34], friend discovery [12], subscriptions [20], and anonymous messaging [6, 42, 48]. While powerful, PIR is expensive: PIR imposes a computational linear lower bound since the database must operate on all objects in order to answer a query. After all, if even a single object is omitted when answering a query this would leak that this object is of no interest to the client.

The existence of this computational lower bound is unfortunate, as it limits the scale of applications that can profitably use PIR. But there is still hope! There is an active line of work [5, 8, 15, 18, 23, 45, 51, 52] that pursues the idea of preprocessing the database to generate auxiliary information or \textit{hints} (which could be stored at the server or clients depending on the proposal) during an offline phase, and then use the hints during an online phase to answer one or more queries with sublinear computation and communication. This is an exciting proposition, as it enables applications that require quick answers for (online) queries to large databases, but that can afford an expensive query-independent preprocessing.

A major implicit assumption in all of the above works is that the PIR database is \textit{immutable}. That is, once it has been preprocessed, no new items will be added, deleted, or updated. Should the database change, under all existing schemes, it is necessary to redo the expensive offline phase—defeating in many cases the benefits of preprocessing. Meanwhile, many of the proposed applications that use PIR naturally experience at least some moderate content churn. For example, Popcorn [35], which implements a private video service where clients stream movies using PIR, must deal with movies being added, deleted, or modified (e.g., to change codec) occasionally. Similarly, anonymous messaging systems like Pung [6] and Talek [20] have databases where new elements (messages) are added every few minutes, while contact discovery services like DP5 [12] have users creating and deleting accounts.

This paper extends offline/online PIR schemes to support \textit{mutable} databases where the content can change at any time by introducing the notion of \textit{incremental preprocessing}. The result is an incremental offline/online PIR scheme where additions, deletions, and edits to the database do not require a complete preprocessing after every change. Instead, the hints are updated at a cost that is proportional to the number of changes. To demonstrate the feasibility and benefits of incremental preprocessing, we extend two recent two-server offline/online PIR protocols: (1) the Corrigan-Gibbs and Kogan scheme (CK) [23], and (2) the Shi, Aqeel, Chandrasekaran, and Maggs scheme (SACM) [52]. Our experimental evaluation confirms that the savings of our approach are considerable. In a database with 1 million items, the computational cost of updating the hints in our incremental CK scheme (iCK) for a batch of 10,000 updates (additions, deletions, edits) is 56\times cheaper than preprocessing from scratch; the savings are even more pronounced when there are fewer updates. Furthermore, an implementation of PIR-Tor [48] that uses our iCK construction improves the throughput achieved by Tor directory nodes by roughly 7\times over an implementation of PIR-Tor that uses a state-of-the-art 2-server PIR scheme [13].

Our extensions to make these schemes incremental, however, come at a modest cost. For iCK, the cost is a small increase in storage at the client to keep additional auxiliary material needed for the client to construct the right query during the online phase, and a larger (though still sublinear and concretely very efficient) queries during the online phase. For our incremental version of SACM, called iSACM, the cost is higher online communication (though still sublinear in the size of the updated database), since our construction is...
not compatible with a specific cryptographic primitive used in SACM (a private puncturable PRF [52]).

Limitations. Our incremental preprocessing schemes work best when the database changes slowly (e.g., a few percent of entries are added, deleted, or updated at a given time). When the database changes significantly (e.g., doubles or triples in size), maintaining multiple preprocessed databases and querying all of them might be a better choice [40]. We also note that there is an interesting complication that occurs when one wishes to use PIR by keywords [21] with offline/online PIR protocols that support mutations. In PIR by keywords, clients can fetch an object from the database by using a meaningful label or “keyword” rather than an index. Prior works [4, 6, 21] accomplish this by structuring the database in a search data structure (e.g., binary search tree) and performing the search obliviously over this data structure using a PIR scheme as a black box. However, when the database mutates, this triggers a series of changes to the underlying search data structure (e.g., BST tree rotations) that negate the validity and usefulness of the hints generated during the offline preprocessing phase of existing offline/online PIR schemes. Finding a satisfying solution remains an open question.

2 Background and related work

This section surveys existing offline/online PIR constructions, and the issues that arise when the database is updated due to objects being deleted, edited, or inserted.

Private Information Retrieval (PIR) Chor et al. [22] introduce private information retrieval to allow a client to retrieve an object from a database managed by an untrusted server (or set of servers) without the server(s) learning which object was retrieved by the client and with total communication costs that are sublinear in the size of the database. There are two general deployment models for PIR: multi-server and single-server. In multi-server PIR [7, 13, 22, 24, 25, 31, 49] the database is replicated across two or more non-colluding servers, and the client issues a query to each server and locally combines all responses. On the other hand, single-server PIR protocols [3–5, 16, 17, 19, 27, 29, 38, 41, 43, 44, 53] are significantly more (computationally) expensive and require making cryptographic hardness assumptions. In exchange, they avoid making non-collusion assumptions.

The allure of preprocessing. Beimel et al. [8, §4] prove that if the database has no redundancies (i.e., neither the servers nor the client store any redundant bits to serve as auxiliary values), PIR requires $\Omega(n)$ total server-side computation to answer a single client query, where $n$ is the number of elements in the database. To circumvent this unfortunate lower bound, they introduce the notion of preprocessing: by pushing the inevitable linear computation to a query-independent offline phase and generating auxiliary data or hints along the way, the computational cost of answering a query during an online phase with the help of the hints can be sublinear in $n$.

Given the above, a natural question is where the hints should be stored? Several works [8, 15, 18] propose that they be stored at the servers. For example, Beimel et al. [8] give a two-server PIR protocol that uses $O(n^{1+\epsilon})$ extra bits at the servers in exchange for online queries that require $O(n/\epsilon^2 \log^2 n)$ server computation. On the other hand, recent proposals [23, 51, 52] push the hints to the clients. For instance, Corrigan-Gibbs and Kogan [23] give a two-server PIR construction that stores $O(\sqrt{n})$ bits at the client and obtain $O(\sqrt{n})$ server computation for online queries.

The challenge of mutability. Regardless of who stores the hints, all of the above works have preprocessing schemes where the hints depend on all items in the database. As a result, if a single item changes, is deleted, or a new item is added, the hints are no longer useful to generate online PIR queries; it becomes necessary to update the hints. To our knowledge, none of the existing works propose a way to update these hints in an efficient fashion that avoids redoing the preprocessing from scratch.

In independent work, Checklist [40] explores the idea of an offline/online PIR database that supports additions. Despite the similar objectives, our approaches are fundamentally different. Checklist leverages ideas from ORAM [33], dividing the database into “buckets” whose capacity grows exponentially, where the initial data is held on the last (largest) bucket, and new objects are added to the earliest (smallest) bucket—overflowing to larger buckets if necessary. To fetch an object, the client queries all of the roughly $\log n$ buckets (as otherwise the client would leak which bucket contains the desired item). The key idea behind this scheme is that while updates to a bucket require redoing the preprocessing for that bucket from scratch to obtain the new hints, most updates impact smaller buckets and larger buckets change less frequently—hence the savings. In contrast, our work aims to make the preprocessing itself incremental; our techniques could help Checklist ensure that larger buckets need not be preprocessed from scratch. Furthermore, our technique does not require the online server to maintain $\log n$ buckets and does not increase the number of objects fetched by the client per query—which could be significant when objects are large.

3 Overview

In this work we consider a setting in which a PIR server (or servers) holds a large database consisting of $n$ fixed-sized objects. The server preprocesses the database during an offline phase to generate hints (auxiliary information that speeds up the online phase) and either stores these hints or gives them to clients (depending on the scheme). Clients can then query this preprocessed database during an online phase and retrieve an item privately with both computation and communication costs sublinear in $n$. Over time, the database mutates: new objects are added and existing objects are modified or deleted. We will assume that the number of mutations at a given time,
We build on the definitions of the offline/online PIR (OO-PIR) scheme. An OO-PIR scheme should satisfy the following properties: we give the definition for the single-query case; we discuss we seek to support mutable databases, and then give concrete incremental preprocessing schemes for two existing offline/online PIR constructions.

3.1 Offline/Online PIR (OO-PIR)

We build on the definitions of the offline/online PIR (OO-PIR) model given by Corrigan-Gibbs and Kogan [23]. In particular, we restrict our focus to two-server PIR (we discuss the single server case in Section 9). In this setting there are two servers: the offline and the online server. The servers are semi-honest: they do not collude but are interested in learning which objects the client is fetching from the database. Below we give the definition for the single-query case; we discuss multiple queries in Section 4.1.

Notation. We consider a database \( D \), which is replicated across both the offline and online servers and consists of \( n \) items of size \( b \) bits. We view \( D \) as an array; \( D[i] \) represents the \( i \)-th item in \( D \). We use \([x, y]\) to denote the set consisting of consecutive integers \( \{x, \ldots, y\} \) where \( x \leq y \). For simplicity, when \( x = 1 \), we use \([y]\) to denote the set \( \{1, \ldots, y\} \). For a set \( S \) and an integer \( c \), we use \( S+c \) to denote a set \( \{x+c \mid x \in S\} \). In addition, we assume + has the highest precedence among all set operations.

Definition 1 (Offline/Online PIR [23]). An OO-PIR protocol consists of four algorithms (Prep, Query, Resp, Recov) defined over a database \( D \) of \( n \) items as follows:

- \( \text{Prep}(D) \to h \), a randomized algorithm executed by the offline server for each client that takes a database \( D \) and outputs a hint \( h \).
- \( \text{Query}(h, i) \to q_i \), a randomized algorithm executed by the client that takes in \( h \) and the desired index \( i \), and outputs a query \( q_i \).
- \( \text{Resp}(D, q_i) \to r_i \), a deterministic algorithm executed by the online server that takes in a query \( q_i \) from the client, and outputs a response \( r_i \).
- \( \text{Recov}(h, r_i) \to d_i \), a deterministic algorithm executed by the client that takes in a hint \( h \) (previously received from the offline server) and a response \( r_i \) from the online server, and outputs the client’s desired data object \( d_i \).

An OO-PIR scheme should satisfy the following properties:

- Correctness. For every \( \lambda, n \in \mathbb{N}, i \in [n] \), we require that
  \[
  \Pr \left[ d_i = D[i]; \begin{array}{c}
  h \leftarrow \text{Prep}(D) \\
  q_i \leftarrow \text{Query}(h, i) \\
  r_i \leftarrow \text{Resp}(D, q_i) \\
  d_i \leftarrow \text{Recov}(h, r_i)
  \end{array} \right] \geq 1 - \text{negl}(\lambda)
  \]
  where the probability is over the randomness of all algorithms.

- Security. For \( \lambda, n \in \mathbb{N}, i \in [n] \), define the distribution \( \mathcal{P}(i) := \{ q_i : h \leftarrow \text{Prep}(D), q_i \leftarrow \text{Query}(h, i) \} \)
  An OO-PIR scheme is secure if for all PPT adversaries \( \mathcal{A} \),
  \[
  \max_{i,j \in [n]} \{ \Pr[\mathcal{A}(\mathcal{P}(i)) = 1] - \Pr[\mathcal{A}(\mathcal{P}(j)) = 1] \} \leq \text{negl}(\lambda)
  \]

- Non-triviality. The combined size of the hint \( h \), online query \( q_i \), and response \( r_i \) should be sublinear in the size of \( D \).

  Informally, correctness means that a client can get its desired item with high probability; security means that any two queries are computationally indistinguishable to the online server; and non-triviality means that the protocol is actually cheaper than downloading and storing the whole database.

3.2 Incremental offline/online PIR

In this work we propose OO-PIR schemes that are incremental, in the sense that if the database mutates (new items are added, or existing items are modified or deleted) it is not necessary for the client and the offline server to rerun Prep. To that end, the OO-PIR scheme supports four new algorithms that incrementally modify the existing hint \( h \) so that it is compatible with the new database. Crucially, the cost of these algorithms depends on the number of mutations and not on the size of the original database.

Definition 2 (Incremental offline/online PIR). An incremental OO-PIR protocol consists of eight algorithms, four of which are inherited from an OO-PIR scheme (Definition 1) and four new algorithms defined as follows:

- \( \text{DBUpd}(D, \delta) \to (D', \delta) \), a deterministic algorithm executed by offline server that takes in the original database \( D \), and a set of operations \( \delta \) (additions, deletions, and in-place edits at certain positions), outputs a new database \( D' \) with size \( n' \) and a summary of the changes, \( \delta \). We discuss \( \delta \) in detail in Section 6, but it is small and does not include the objects themselves. Note that the online server also updates \( D \) with \( \delta \), but does not produce \( \delta \) or interact with clients during offline phase.
- \( \text{HintReq}(h, \delta) \to u_q \), a randomized algorithm executed by the client that takes as input the hint that the client had previously obtained from the offline server and the update summary \( \delta \), and outputs an update query \( u_q \).
- \( \text{HintRes}(D', u_q) \to u_r \), a deterministic algorithm executed by the offline server that takes in the new database
Additions. We aim to support databases where new items are appended to the end: if the initial database is of size $n$, then after $m$ additions the database has size $n + m$ and the last $m$ items are new. We make this restriction because supporting insertions at arbitrary locations is difficult without preprocessing the database from scratch as a single insertion changes the indexing of all subsequent objects.

In-place edits. After $m$ in-place edits, the updated database is still of size $n$, and up to $m$ of the $n$ items have changed.

Deletions. Unlike the prior two operations, defining what it means for a database object to be deleted in an OO-PIR scheme is actually more subtle. We start by stating a trivial fact: if a client fetches an object from the database before the object is deleted, it is impossible to prevent the client from accessing this object again since the client could have saved a copy. Given this framing, we ask whether OO-PIR schemes can guarantee two more nuanced definitions of deletion:

- **Strong deletion.** Assuming that a client has not explicitly fetched a particular object in the past, an OO-PIR scheme provides strong deletion if it can guarantee that once this object is deleted from the server(s), the client will be unable to retrieve it. This is a desirable property in practice. For example, if the database operator learns that some of its objects are illegal or contain classified information, the operator may wish to delete them and prevent all clients who have not yet accessed these objects from doing so.

- **Weak deletion.** We relax the above definition to require only that new clients do not learn any deleted items.

We show that in OO-PIR schemes where the hint is stored at the client, strong deletion is very difficult to achieve (§4.2.3). The intuition is that the hint itself implicitly encodes information about all objects. Even if the client has not queried the deleted object explicitly in the past, the client can still recover it by querying other objects and reconstructing it with the existing hint. On the other hand, weak deletion is possible; we discuss our approach in the following sections.

3.4 Are Simple Solutions Good Enough?

Before discussing our design, we first consider a few simple approaches and describe their shortcomings. Suppose the servers add a few items to the database. The simplest approach is to merely let the client download and store all of the added items. This actually works relatively well in some settings, but when items are large this is problematic and in some applications it could leak information. For example, the server could infer whether the client is interested in the new items or not by observing changes in the client’s query frequency. Another approach is to set up a new PIR database for the added items, preprocess that database, and give the client the new hints. When a client issues a query, it sends queries to the offline server should be in expectation $O(|op| \log n)$.

3.3 Types of updates considered

We consider three types of mutations: addition of new objects, deletion of existing objects, and in-place edits that change the database’s content but does not alter its size.

$D'$ and an update query $u_q$ from the client, and outputs an update response $u_r$. The cost of this algorithm should be proportional to the number of changes between $D$ and $D'$.

- HintUpd($h, u_r$) → $h'$, a deterministic algorithm executed by the client that takes in a hint $h$ and a update response $u_r$ from the offline server, and outputs a new hint $h'$ that is valid with respect to the new database $D'$.

An incremental OO-PIR scheme should satisfy the following correctness, security, and non-triviality properties.

**Correctness.** For every $\lambda \in \mathbb{N}$, $i \in [n']$, we require that

\[
\Pr \left[ d_i = D'[i] : \begin{array}{l}
    h \leftarrow \text{Prep}(D) \\
    (D', \delta) \leftarrow \text{DBUpd}(D, op) \\
    u_q \leftarrow \text{HintReq}(h, \delta) \\
    u_r \leftarrow \text{HintRes}(D', u_q) \\
    h' \leftarrow \text{HintUpd}(h, u_r) \\
    q_i \leftarrow \text{Query}(h', i) \\
    r_i \leftarrow \text{Resp}(D', q_i) \\
    d_i \leftarrow \text{Recov}(h', r_i)
\end{array} \right] \geq 1 - \text{negl}(\lambda)
\]

where the probability is over the randomness of all algorithms. The gray boxes show the new incremental operations.

For simplicity, we will use the notation

$h' \leftarrow \text{IncPrep}(D, op, h)$

for the four hint update algorithms when there is no ambiguity.

**Security.** For $\lambda \in \mathbb{N}$, and $i \in [n']$, define the distribution

\[
\mathcal{P}'(i) := \left\{ \begin{array}{l}
    h \leftarrow \text{Prep}(D) \\
    q_i : h' \leftarrow \text{IncPrep}(D, op, h) \\
    q_i \leftarrow \text{Query}(h', i)
\end{array} \right\}
\]

An incremental OO-PIR scheme is secure if for all PPT adversaries $A$,

\[
\max_{i,j \in [n']} \{ \Pr[A(\mathcal{P}'(i)) = 1] - \Pr[A(\mathcal{P}'(j)) = 1] \} \leq \text{negl}(\lambda)
\]

**Non-triviality.** The size of the initial hint $h$ should be sublinear in $n$ (the size of $D$), and the size of the online query $q_i$, response $r_i$, update summary $\delta$, update query $u_q$, and update response $u_r$ should be sublinear in $n'$ (the size of $D'$). Finally, for a list of updates $op$, the computational cost of IncPrep to the offline server should be in expectation $O(|op| \log n)$.

3.3 Types of updates considered

We consider three types of mutations: addition of new objects, deletion of existing objects, and in-place edits that change the database’s content but does not alter its size.
However, this multi-database approach increases the online communication, since the client must send a query and receive a response from each of the databases.

In contrast, our solution does not require the client to store full items locally or to download multiple objects. However, our approach is not black-box. Instead, it requires exploiting the structure of the underlying OO-PIR protocol.

4 Incremental PIR: background and intuition

Our first solution builds on the two-server offline/online PIR scheme of Corrigan-Gibbs and Kogan (CK) [23]. We start by describing the CK protocol and then we describe our approach to make its preprocessing incremental.

4.1 Background: the CK protocol

We discuss the “toy protocol” given in CK [23] that conveys the key ideas of the scheme, but has high costs and violates PIR’s non-triviality requirement. We later discuss how CK addresses these issues. The CK protocol has two phases.

Offline phase. This phase is independent of the index that the client wishes to query and includes the Prep step (§3.1).

- Prep(D) → h. The offline server generates \( \sqrt{n} \) random subsets of indices in \([n], S_1, \ldots, S_{\sqrt{n}}\), each of size \( \sqrt{n} \), with the constraint that \( S_1 \cup \cdots \cup S_{\sqrt{n}} = [n] \). For each \( S_j \), the offline server uses the entries in \( S_j \) as database indices to compute \( \sqrt{n} \) parities, \( p_1, \ldots, p_{\sqrt{n}} \), where \( p_j = \bigoplus_{x \in S_j} D[e] \) for \( j = 1, \ldots, \sqrt{n} \). Each parity is \( b \) bits, which is the size of a database item. In short, a parity \( p_j \) for set \( S_j \) is the XOR of all objects in \( D \) referenced by the indices in \( S_j \). The server sends back the hint \( h = \{(S_1, p_1), \ldots, (S_{\sqrt{n}}, p_{\sqrt{n}})\} \) to the client.

Online phase. This phase depends on the specific index of the item that the client wishes to fetch and is performed with the online server who has no information about the subsets chosen by the offline server.

- Query(h, i) → q_i: The client generates a query for the item at index \( i \) in \( D \) (i.e., \( D[i] \)) by finding a set \( S \) (included in \( h \)) such that \( i \in S \) (we denote the corresponding parity as \( p_S \)). Then, the client probabilistically removes an element from \( S \): with probability \( 1 - \frac{1}{\sqrt{n}} \), it removes \( i \); else it removes an element in \( S \setminus \{i\} \) chosen uniformly at random. The query \( q_i \) is the resulting set \( S^* \), which has size \( \sqrt{n} - 1 \). This query is sent to the online server.
- Resp(D, q_i) → r_i: The online server computes the PIR response as \( r_i = \bigoplus_{e \in S^*} D[e] \), and sends \( r_i \) to the client.
- Recov(h, r_i) → d_i: Using the parity \( p_S \) (from the Query step), the client recovers \( D[i] \) by computing \( d_i = p_S \oplus r_i \). The correctness of this scheme is probabilistic and follows from the fact that \( p_S = \bigoplus_{e \in S} D[e] \) and \( r_i = \bigoplus_{e \in S^*} D[e] \). With probability \( 1 - O\left( \frac{1}{\sqrt{n}} \right) \), the set \( S^* \) is identical to \( S \) except that it is missing index \( i \). In such case, the scheme is correct and \( d_i \) (the XOR of \( p_S \) and \( r_i \)) is \( D[i] \). This scheme is secure against the offline server since the offline phase is independent of \( i \). It is secure against the online server because \( q_i \) is a uniformly random subset of \([n]\) of size \( \sqrt{n} - 1 \).

In summary, this offline/online model pushes the expensive linear computation to the offline phase, while the online server only needs to do \( O(\sqrt{n}) \) computation.

Supporting multiple queries. To guarantee security against the online server, a set cannot be used more than once—if the online server sees two queries containing sets \( S_1 \setminus \{i\} \) and \( S_2 \setminus \{j\} \), computing the set difference results in the queried indices. Therefore, the client and the server have to redo the offline phase after the client issues a query. CK avoids this expense with two ideas. First, the use of independent random sets. Instead of the client generating and storing a hint \( h \) that consists of \( \sqrt{n} \) sets and parities, where the sets have \( \sqrt{n} \) elements with the restriction that \( S_1 \cup \cdots \cup S_n = [n] \), the client represents \( h \) as \( \sqrt{n} \log n \) independent random sets and their parities, where each set contains \( \sqrt{n} \) indices sampled uniformly at random. As a result, with high probability, each index appears in at least one of the \( \sqrt{n} \log n \) sets. Second, CK introduces a refresh operation that is performed between the client and the offline server after the client issues a query to the online server. This refresh operation is cheap: the cost to the offline server is simply \( O(\sqrt{n}) \). It consists of the client generating a new set with \( \sqrt{n} - 1 \) random indices and getting the corresponding parity from the server\(^1\). The client can then add the index of the item it had previously queried \( (i) \) to this set and update the parity \( \text{XOR} \) with the queried item.

With the above two modifications, the client and the offline server can perform a single expensive offline phase, followed by refresh operations after every query. In this way, the expensive offline phase is amortized across multiple queries.

Reducing costs. In the above protocol, the client has to store and download from the offline server \( n \log^2 n + b_\sqrt{n} \log n \) bits: \( \sqrt{n} \log n \) sets, each containing \( \sqrt{n} \) indices, where each index is \( \log n \) bits, and the corresponding \( \sqrt{n} \log n \) parities, each of which is \( b \) bits. To ensure the scheme is non-trivial (i.e., has sublinear communication in \( n \)), CK uses a puncturable pseudorandom set (PPRS) [23] and assumes a computationally bounded adversary. With a PPRS, the client can use a cryptographic key \( k \) to represent (and generate) a pseudorandom subset \( S \) of \([n]\). The client can then puncture \( k \) to obtain \( k^* \), which is a key that generates all but one element of \( S \) and which the client can send to the online server to generate \( S^* \). This means that in the offline phase, the client needs only store (and upload to the offline server) \( \sqrt{n} \log n \) cryptographic keys (one for each set), in addition to downloading and storing the parities. Consequently, the total communication and storage costs are \( O(b_\sqrt{n} \log n) \).

\(^1\)With small probability, the client sends a set that contains \( i \), in which case the refresh operation fails. Checklist [40] proposes a way to avoid this.
4.2 Intuition: making CK’s preprocessing incremental

Consider a client that has already performed the offline phase and holds $\sqrt{n}\log n$ parities and secret keys. Suppose that $m$ items are then added to the database, so that it consists of $n + m$ objects with indices in $[n + m]$. To support the updated database the client must obtain new parities and sets.

Strawman solution (not secure). The client could keep the original parities and sets. Then for new items, sample a few new sets from $[n + m]$, and acquire parities for those via a process similar to refreshing—proceeding with the online phase as before. This appears reasonable at first glance, but it is not secure. Observe that all of the original sets of indices were sampled uniformly from $[n]$. However, in an incremental OO-PIR scheme, security requires that every set be sampled uniformly from all indices in the database (see Definition 2), which is the set $[n + m]$. Otherwise, the distribution of the client’s queries will be biased towards sets from $[n]$, and the online server will be able to make inferences about the likelihood of certain queries being for new or old items. We give details in Appendix B.

4.2.1 Introducing insertions to CK

In the previous section, we discuss how creating new sets that include the added indices is problematic since the original sets will not be uniformly sampled from $[n + m]$, and hence leaks information about the client’s queries. We therefore ask whether instead of creating new sets and acquiring parities for those new sets, the client can modify the existing sets and parities it already has. That is, can we ensure that after the update process is complete, all the sets that the client holds are uniformly random subsets of $[n + m]$.

Proposed protocol (simplified). Consider the simple version of CK where the client stores, as a result of the offline phase, the actual random sets of indices rather than their compressed representation (which relies on secret keys to generate each set) in addition to the hints. Suppose that at a later point in time, the database operator appends a single item to the existing $n$-item database $D$. The new item will have index $n + 1$ (the database is indexed from 1). Observe that a randomly sampled subset of $[n + 1]$ of size $\sqrt{n}$ should contain index $n + 1$ with probability $\frac{\sqrt{n}}{n + 1}$. A straightforward approach to accomplish this is for the client to add index $n + 1$ to a given set $S_j$ probabilistically: with probability $\frac{\sqrt{n}}{n + 1}$, the client replaces a random index in $S_j$ with $n + 1$; with the remaining probability, the client does nothing with set $S_j$. This guarantees that $S_j$ is a random subset of $[n + 1]$. Note that $\frac{\sqrt{n}}{n + 1}$ is small, so with high probability the index will not actually be added to $S_j$. However, recall that in CK the client has $\sqrt{n}\log n$ sets; the client performs the above probabilistic addition for each one of them. This ensures that with high probability the index $n + 1$ is added to at least one of the sets.

The above achieves our desired incremental property: when a new object is appended, the client and the offline server do not need to preprocess the database from scratch. Instead, the client—for each set for which there is a replacement (e.g., $n + 1$ replaces some existing index $e$ in the set)—asks the offline server for the parity difference $(D[e] \oplus D[n + 1])$. The client then XORs $D[e] \oplus D[n + 1]$ with the original parity of the set, which cancels out the contribution of $D[e]$ and adds $D[n + 1]$ to the set. Note that we keep the size of each set at $\sqrt{n}$ to preserve the structure and simplicity of the CK scheme and its security proof. In addition, we show that this has negligible effect on query correctness (§6). Nevertheless, one could allow sets to diverge and have different sizes, but the original preprocessing would need to randomize the sizes of each set to begin with. We show an example of this in Appendix E where we discuss the SACM OO-PIR scheme [52].

We can generalize this scheme to a batch of appends as follows. To add $m$ items in a batch, the client samples a number $w$ from the hypergeometric distribution$^2$ $\mathcal{H}(n + m, m, \sqrt{n})$ for each set $S_j$, and replaces $w$ random indices in $S_j$ with $w$ random indices in $\{n + 1, \ldots, n + m\}$. The client then tells the offline server about the changes to any set for which $w > 0$, so that the offline server can compute the parity difference and allow the client to update its hints. In Appendix A.1 we prove that this procedure ensures that the resulting $\sqrt{n}\log n$ sets, each of size $\sqrt{n}$, are uniform random subsets of $[n + m]$ and the client’s hints are valid.

The protocol described here is too costly and does not meet OO-PIR’s non-triviality since the client must explicitly store the indices of each of the sets. We address this in Section 5.

4.2.2 Supporting in-place edits

In-place edits occur when the operator of the database changes part of an object or replaces the object entirely. Such edits are easier to handle than insertions because the size of the database does not change, and therefore the existing sets that a client has remain valid. The client only needs to update the parities of all of the sets that contain the index of the object that has changed. Specifically, suppose that the database operator edits $D[e]$ to $D'[e]$ (this change must happen in both the offline and online servers). Then it is enough for the offline server to send $e$ and $\Delta = D[e] \oplus D'[e]$ to the client. Given this information, the client can determine all of the sets that contain $e$ and update their corresponding parity as $p \leftarrow p \oplus \Delta$.

4.2.3 Supporting deletions

There are many situations where a database operator may wish to delete items from the database so that clients can no longer fetch them. For instance, the database may contain an illegal object (e.g., a confidential government document). In such cases, we ask to what extent we can modify CK to support deletion. We consider two cases: deletion against honest clients who follow the protocol, and deletion against...

---

$^2$We use $\mathcal{H}(N, M, K)$ to denote the distribution where the numbers of total items, good items, and quantity drawn are $N, M, K$. 

---
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malicious clients who may deviate arbitrarily. In either case, we assume that the client has not previously fetched the object that the operator wishes to delete.

**Deletion against honest clients.** Suppose the operator wishes to delete the item at index \(e\). To ensure correctness in later retrievals, the client needs to update the parities of the sets that contain this index \(e\). A trivial way to achieve this is for the offline server to send the item to the client and let the client do an XOR to cancel out the parity of that item for all of the relevant sets. However, this defeats the purpose as the server is deleting an item that it does not want the client to query by sending the item to the client. Instead, we handle deletions by replacing the data with a uniform random object \(r\) and using the in-place edit protocol of Section 4.2.2: the server sends \(D[e] \oplus r\) to the client, who uses this information to update its hints without obtaining \(D[e]\).

**Deletion against malicious clients.** The above scheme does not work against a malicious client since the client could keep a copy of the original parity \(p\) for set \(S\) or keep a copy of the update \((r \oplus D[e])\) sent by the server during deletion. In either case, the client can query the online server for the item at index \(e\) and either use \(p\) to recover \(D[e]\) directly, or use the new parity to recover \(r\) and then compute \(D[e] = r \oplus (r \oplus D[e])\).

Indeed, secure deletion against malicious clients is impossible in CK: when the client obtains the parities for its sets it has in effect an encoding of all of the items in the database and there is no way for the servers to remove the contribution of the deleted item. To see why, consider the following attack. The client holds a set \(S\) that includes the index \(e\) and other indices. It uses the online server as an oracle to obtain each and every item at indices in \(S\) except for \(e\). Then, using the original parity of set \(S\) it computes the element at index \(e\). This attack requires fetching only \(\sqrt{n} - 1\) elements.

Our approach for honest clients does work with malicious clients that join the system after the element is deleted since they will not have a copy of the parity for the deleted object.

**Reusing deleted slots.** Since the server replaces the deleted item with a random mask, it is possible to utilize this empty slot when a new item is added by performing an in-place edit of the random mask with the new element. In some applications the server may even wish to batch a few deletions and insertions and replace them with in-place edits.

5 Incremental pseudorandom sets

In the previous section we discussed a protocol that extends CK to support insertions, deletions, and edits. However, it requires the client to explicitely store the indices for each set, which defeats non-triviality (§3.1) since the client storage would be \(O(n \log^2 n)\); \(\sqrt{n} \log n\) sets, each consisting of \(\sqrt{n}\) indices in \([n + m]\). We therefore ask whether one can support an updatable compressed representation of sets.

To answer this question, recall that CK gets storage and communication efficiency with a pseudorandom set (PRS), which we define next. We denote the set size as \(s(n)\), which is a function of \(n\), and write \(s(n)\) as \(s\) for simplicity.

**Definition 3** (Pseudorandom set (PRS) [23]). A pseudorandom set with size \(s\) consists of key space \(\mathcal{K}\), and algorithms:

- \(\text{Gen}(\lambda, n) \rightarrow k\): a randomized algorithm that takes as inputs a security parameter \(\lambda\) and the size of the set’s range \(n\), and outputs a secret key \(k \in \mathcal{K}\).
- \(\text{Eval}(k) \rightarrow S\): a deterministic algorithm that takes as input a set key \(k \in \mathcal{K}\) and outputs a set \(S\).

A formal correctness and security definition for PRS appears in CK [23], but briefly, correctness means: given \(k\), \(\text{Eval}(k)\) will output a set \(S \subseteq [n]\) with size \(s\); and security means: a PPT adversary cannot distinguish between \(S\) and a random size-\(s\) subset of \([n]\).

CK gives a simple PRS construction from a pseudorandom function (PRF) \(f : [n] \rightarrow [n]\). Gen generates a key \(k\) for the PRF, and Eval produces the elements in the set by evaluating the PRF at \(s\) points, i.e., \(S = \{f(k, 1), \ldots, f(k, s)\}\). CK shows that \(S\) satisfies correctness and security [23, Appendix B.1]. As a result, with a PRS the client stores \(\sqrt{n} \log n\) keys, which is a major reduction.

CK additionally requires the PRS to be puncturable, which they obtain with a puncturable pseudorandom function [11, 14, 36, 39]. This helps CK achieve logarithmic communication during the online phase (§4.1).

For clarity, what follows uses the notation \(\text{Set}^{[n]}(k, x, y)\) to mean the set that results from evaluating a PRF with range \([n]\) using key \(k\) at consecutive points \(x, \ldots, y\) for some \(x \leq y\). When \(x = 1\), we use the shorter notation \(\text{Set}^{[n]}(k, y)\).

5.1 Incremental PRS

The above approach produces indices on the original database range, but we need to produce indices on an expanded range. We thus propose a definition for an incremental PRS. The main change is the inclusion of auxiliary information \(\text{aux}\) that changes how indices are derived from the set’s secret key.

**Definition 4.** An incremental PRS with set size \(s\) consists of the following three algorithms:

- \(\text{Gen}(\lambda, n) \rightarrow (k, \text{aux})\): a randomized algorithm that takes a security parameter \(\lambda\) and a range size \(n\), and outputs a secret key \(k \in \mathcal{K}\), and auxiliary information \(\text{aux}\).
- \(\text{Add}(\text{aux}, m) \rightarrow \text{aux}'\): a randomized algorithm that takes auxiliary information \(\text{aux}\) and the size of the added range, \(m = o(n)\) (which is equal to the number of additions), and outputs new auxiliary information \(\text{aux}'\).
- \(\text{Eval}(k, \text{aux}) \rightarrow S\): a deterministic algorithm that takes as input a set key \(k \in \mathcal{K}\) and (potentially updated) auxiliary information \(\text{aux}\) and outputs a set \(S\).

\(^1\)Note that with small probability a client might generate a key \(k\) for which there are collisions within the evaluations (e.g., \(f(k, 1) = f(k, 2)\)); in such cases, the client samples a different key.
There are two notes. First, while the range of the set changes, the set size $s$ is kept the same (§4.2.1). Second, the range size from which Eval chooses the elements is encoded in $aux$.

The correctness, security, and non-triviality definitions are:

**Correctness.** Eval($k$, $aux$) outputs a set $S \subseteq [n]$ of size $s$, for a uniformly sampled $k$, and Add modifies $aux$ correctly: given $(k$, $aux$) $\leftarrow$ Gen($1^k$, n) and $aux'$ $\leftarrow$ Add($aux$, m), the output of Eval($k$, $aux'$) is a set $S' \subseteq [n + m]$ of size $s$.

**Security.** The set $S$ should be a pseudorandom subset of $[n]$, and the set $S'$ should be a pseudorandom subset of $[n + m]$.

**Non-triviality.** We denote the symmetric difference of two sets $S_1$ and $S_2$ as $S_1 \Delta S_2 = (S_1 \cup S_2) \setminus (S_1 \cap S_2)$. We define a function $g(n)$ to be the expected number of elements in $U \setminus U'$ where $U$ is a randomly sampled size-$s$ set from $[n]$ and $U'$ is a randomly sampled size-$s$ set from $[n + m]$, and $m = o(n)$. That is, $E[U \setminus U'] = g(n)$. Let $S$ and $S'$ be as defined above. We say that an incremental PRS scheme is non-trivial if $E[S \setminus S'] = o(g(n))$.

Note that the correctness and security property can be inductively defined for multiple additions. The non-triviality definition means that the intersection of the new set $S'$ with the old set $S$ should be in expectation large. Without this requirement, one could trivially satisfy correctness and security by sampling a new set $S' \subseteq [n + m]$ from scratch.

### 5.2 High-level idea of incremental PRS construction

Suppose for a moment that we do not care about compression (i.e., we do not require that the PRS be concisely captured by a secret key). Then, one could just represent the PRS explicitly as the subset $S \subseteq [n]$. Our goal is then to devise a procedure to extend the range of the PRS; in other words, to obtain $S' \subseteq [n + m]$ by modifying, in expectation, only a handful of elements in $S$. We can achieve this by recalling the probabilistic procedure from Section 4.2.1: (1) sample $w$ from a hypergeometric distribution $\mathcal{H}(n + m$, $m$, $s)$; and (2) remove $w$ random elements from $S$ and add $w$ random elements in $[n + 1, n + m]$ to $S$, thereby creating $S'$. This strawman constructions guarantees all PRS properties (Appendix A.1).

We now discuss how to achieve the compressed representation. Given a set key $k$ for a (non-incremental) PRS with range $[n]$, one solution to modify the range of the PRS while preserving the usefulness of the key $k$ is to perform the above probabilistic replacement procedure and explicitly store the added elements from $[n + 1, n + m]$ and the removed elements from $[n]$ as $aux$. In this way, Eval could generate the initial set $S$ using $k$, and then use the explicit elements from $aux$ to turn $S$ into $S'$. This may work fine when $m$ is tiny (since each element can be represented using $\log(n + m)$ bits), but for larger $m$, the storage for the elements being added/removed could be much larger than a PRF key.

Our construction improves on the above by keeping side information that is smaller than storing elements in the clear. Observe that since the $w$ elements in $[n + 1, n + m]$ are randomly chosen, we can actually use a PRF to generate them—similarly to how CK uses a PRF to generate the original subset $S$. Our first attempt is to use the same key that CK uses to generate $S$ with an additional PRF that has a different range, which will capture the added elements. That is, we build the updated set $S$ as $S^1 \cup S^2$ using a PRF key $k$, where:

$$S^1 := Set^\ell(k, s - w), \quad S^2 := Set^m(k, w + n).$$

In this way, the $s - w$ elements in the original set have not changed because the key is the same, and using the same key to evaluate $w$ points in the new range produces $w$ pseudorandom elements to be added. In other words, the first set $S^1$ removes $w$ random elements from the original set $S$, and the second set $S^2$ adds $w$ random elements from $[n + 1, n + m]$ to $S$—which is what we want. Intuitively, this construction satisfies PRS security: $S$ is a uniformly sampled subset of $[n + m]$ (each element in $[n + m]$ has probability $\frac{s}{n+m}$ of being included in $S$). Appendix A.3 gives the full analysis.

**Complications.** There are two complications with the above approach. The first complication is that using a PRF to instantiate the PRS can result in collisions. This means that there is no guarantee that exactly $w$ elements in the original set are removed. For this reason, we use a PRP instead.

The second complication is that if we use the same key to pick two pseudorandom permutations (or functions) from two pseudorandom permutation (or function) families with different ranges, the two could be related. This defeats the security property in Definition 4. To avoid this, we use a different key for each of the PRPs. Specifically, for each set $S$, the original set key $k$ becomes a master key used to derive keys $k_1$ and $k_2$ by a key derivation function $KDF$. The set $S$ is then $S = Set^\ell(k_1, s - w) \cup Set^m(k_2, w) + n$.

**Extending a set multiple times.** The above approach supports multiple range extensions. Suppose a client holds the following information after increasing the range from $[n]$ to $[n + m]$:

- a PRS key $k$, auxiliary information $t_1 = s - w$ and $t_2 = w$. Together, they represent $S = S^1 \cup S^2$, where $S^1 = Set^\ell(k_1, t_1)$ and $S^2 = Set^m(k_2, t_2) + n$, and $k_1, k_2$ are derived from $k$. Now, say we want to incrementally modify $S$ to be a random subset of $[n + 2m]$ (without loss of generality). As before, we sample $t_3$ from $\mathcal{H}(n + 2m, m, s)$ and succinctly represent the added elements from $[n + 1, n + 2m]$ as $Set^m(k_3, t_3) + n + m$, where $k_3$ can be derived from $k$.

Dealing with the removed elements requires a little more work. We randomly select $t_3$ elements in $[s]$, and denote the number of elements in $[1, t_1]$ as $t_1$, and that in $[t_1 + 1, s]$ as $t_2$ (remember that $t_1 + t_2 = s$). The client updates the auxiliary information: $t_k \leftarrow t_k - t_2$ for $k = 1, 2$. The resulting set $Set^\ell(k_1, t_1) \cup Set^m(k_2, t_2)$ is then a set with $t_3$ random indices removed.

---

4Imagine if one PRF is AES and the other PRF (which needs a smaller range) simply uses half of the output bits of AES. While individually each PRF is secure, when used together with the same key the PRFs are related.
We formalize that procedure in Figure 1.

Assuming a set of secure PRPs, PRS constructions \[\text{(10)}\]. For our incremental CK, this results in the previous section gives the definition of incremental PRS

Can we puncture our incremental PRS? Unfortunately

Theorem 1.

Membership testing. Let Member(i, (k, aux)) be an algorithm that uses a single PRP call to determine whether index i is in the set specified by \((k, aux)\). Recall that aux is a list \([((r_ℓ, t_ℓ)) \in \{1, \ldots, L\}]\). We first identify which subrange \(i \in\) is in, say \(r_i\). Then we check if the corresponding \(t_ℓ\) is 0. If so, then the set does not contain any elements in subrange \(r_i\), and Member outputs 0. Otherwise, we compute the inverse permutation keyed by \(k_ι\) (derived from \(k\) on \(i\). If the result is in \([t_ℓ]\), then Member outputs 1, otherwise it outputs 0.

Shifting PRS. During a set refresh (\$4.1\), the client needs to generate a set under the restriction that a certain index \(i\) is in the set. If the client simply generates a random PRP key \(k\), which defines a set \(S = \text{Set}^{[n]}(k, s)\) where \(n'\) is the updated database size, the probability that \(i \in S\) is very low. We instead randomly choose an element \(x \in S\), define a shift \(sh = x - i \mod n'\), and let \(S' = S + sh \mod n'\). In this way, \(k\) together with a shift \(sh\), succinctly represents a set \(S'\) that contains \(i\) with all other \(s - 1\) indices being random. For simplicity, in the next section we omit \(sh\) and just use \((k, aux) \leftarrow \text{GenWith}(i, n')\) to denote the above procedure; we assume Eval takes the shift into account when computing the set. We give the details in Appendix A.4.

6.1 Updating hints with incremental PRS

We now discuss how to make the CK protocol incremental with the use of incremental PRS \(Ψ\). We assume the client holds \(J\) sets; to ensure \(\text{OO-PIR}\)'s non-triviality, \(J\) must be sublinear in \(n\) so we let \(J = (n/s) \log n\) as in Section 4.1.

The offline preprocessing (Figure 2) is the same as in Section 4.1, except that the hints now include auxiliary information for each set. After preprocessing, if the database \(D\) changes due to a batch of operations \(op\), the client and the offline server run \(\text{IncPrep}(D, op, h)\) to get a new hint \(h'\). We describe each step in \(\text{IncPrep}\) below.

First, the offline server runs \(\text{DBUpd}\) to group the list of changes specified by \(op\) (e.g., add index 101, edit index 2, del index 7) and produces a short summary \(δ\), which we define in Figure 3. The server sends \(δ\) to the client.

Upon receiving \(δ\), the client runs \(\text{HintReq}\) to generate \(u_q\) (Figure 4). \(u_q\) consists of succinct representations for all the
1: procedure DBUpd(D, op) → (D′, δ)
2: Use op to operate on D, produce D′.
3: Group operations in op by additions, edits, and deletions:
4: if op contains madd additions then
5: Set δadd ← ("add", madd)
6: Set D* be the database after the madd additions.
7: if op contains edits at x1, . . . , xmad ed
8: Set δed ← ("edit", \{x1, . . . , xmad ed\})
9: Set (X1, . . . , Xmadd) ← (D*[x1], . . . , D*[xmadd])
10: Set (X′1, . . . , X′madd) ← (D'[x1], . . . , D'[xmadd])
11: if op contains deletions at y1, . . . , ymad ed then
12: Set δdel ← ("del", \{y1, . . . , ymad ed\})
13: Set (Y1, . . . , Ymad ed) ← (D*[y1], . . . , D*[ymadd])
14: Set (Y′1, . . . , Y′mad ed) ← (r1, . . . , rmadd),
15: where \( r_j \leftarrow 0 \) for all \( x \in [madd] \)
16: Set δ ← (δadd, δed, δdel), output (D′, δ)

FIGURE 3—Algorithm for producing summary δ. The offline server keeps the parity difference for edits (the X-array) and for deletions (the Y-array) generated in DBUpd, which are used for HintRes.

1: procedure HintReq(h, δ) → uq
2: Parse δ as (δadd, δed, δdel)
3: Initialize an empty set Q
4: Initialize each entry in (auxx′, . . . , auxx′) as ⊥
5: Initialize each entry in (auxx′, . . . , auxx′) as ⊥
6: for \( j \in [J] \) do
7: if \( δadd = \) ("add", madd) then
8: Set auxx′ ← ΨAdd(auxxj, madd) // Fig. 1, line 4
9: Parse auxxj as \( ([r1, r2]) \in [L]\)
10: if \( tL \neq 0 \) then add j into set Q, set auxx′ ← auxx′
11: if \( δed = \) ("edit", \{x1, . . . , xmad ed\}) then
12: if \( \exists z \in [madd] \) s.t. Member(xz, \( k_j, auxx_j \)) = 1 then
13: Add j into Q
14: if \( δdel = \) ("del", \{y1, . . . , ymad ed\}) then
15: if \( \exists z \in [madd] \) s.t. Member(yz, \( k_j, auxx_j \)) = 1 then
16: Add j into Q
17: Output uq ← \{\( k_j, auxx_j, auxx_j \)\}j∈Q

FIGURE 4—Client algorithm for generating update request. It keeps a set Q for all changed sets, auxx′ indicates the updated auxiliary information, and auxx′ encodes the information needed for the server to do incremental updates (⊥ or auxx′).

sets whose elements changed. In some cases, the number of changes will be large enough that with high probability all of the client’s sets will be impacted. In our tech report [46, Appendix C], we describe optimized algorithms for this case. The offline server, upon receiving uq, runs HintRes (Figure 5) to generate the parity of data blocks that the client needs to update its hints. For the three types of changes, the server’s computation is different. For additions, the server uses the helper function EvalAdd (Figure 5) to generate the indices that are added into or removed from a set. This function takes in a set key k, the original aux, and the updated aux′ for one batch of additions (aux and aux′ should have the same subranges). This helper function efficiently computes \( S \otimes S' \), where \( S \leftarrow \text{Eval}(k, aux) \) and \( S' \leftarrow \text{Eval}(k, aux) \), without materializing either set. The server then computes the parity of data blocks indexed by elements in \( S \otimes S' \).

1: procedure HintRes(D′, uq) → uq
2: Parse uq as \{\( k_j, auxx_j, auxx_j' \)\}j∈Q
3: Initialize a tuple (\( p_1, . . . , p_{O'} \)) and set them all to 0′.
4: Initialize each entry in \( \{auxx_1', . . . , auxx_{Q'} \} \) as ⊥.
5: for \( j \in Q \) do // process additions first
6: if \( auxx_j' \neq ⊥ \) then
7: Set auxx′ ← auxx′
8: Compute S ← EvalDiff(kj, auxxj, auxx′)
9: Compute \( p_j' \leftarrow \bigoplus_{L \in [L]} D'[L] \)
10: else Set auxx′ ← auxx′
11: for \( j \in Q \) do // process edits and deletions
12: Update \( p_j' \leftarrow p_j' \bigoplus X_j \bigoplus Y_j, \forall z \in [madd] \)
13: such that \( \text{Member}(x_z, (k_j, auxx_j')) = 1 \)
14: Update \( p_j' \leftarrow p_j' \bigoplus Y_j, \forall z \in [madd] \)
15: such that \( \text{Member}(y_z, (k_j, auxx_j')) = 1 \)
16: Output uq ← \{\( p_1', . . . , p_{O'} \)\}
17: // compute symmetric difference between two sets
18: procedure EvalDiff(k, aux, aux′) → S
19: Parse aux as \( ([r_1, r_2]) \in [L] \)
20: Parse aux′ as \( ([r_1, r_2']) \in [L'+1] \)
21: for \( \ell \in [L] \) do
22: Derive keys \( k_\ell ← \text{KDF}(k_j) \)
23: Compute \( S' \leftarrow \text{SetDiff}(k_\ell, t\_L + 1, \ell\_L), \forall t \_L < t_\ell \)
24: Compute \( S' \leftarrow U_{L \in [L]} S' \)
25: Output S ← \( S' \bigcup \text{SetDiff}(L + 1, L + 1) \)

FIGURE 5—Offline server responds to an update request by computing the parity difference for each set that has changed.

1: procedure HintUpd(h, u, h′)
2: Parse h as \{\( k_j, auxx_j, p_j \)\}j∈[J]
3: for \( j \in [J] \) do Update auxx′ ← auxx′ // Fig. 4, line 8
4: Parse u as \( (p_1', . . . , p_{O'}) \)
5: for \( j \in Q \) do
6: Update \( p_j \leftarrow p_j \bigoplus p_j' \)
7: Output h′ ← \{\( k_j, auxx_j, p_j \)\}j∈[J]

FIGURE 6—Client algorithm for updating local hints.

For deletions and edits, the offline server uses the client’s set keys to find in which of the client’s sets the changed indices fall, and then computes the parity difference. Finally, the server sends the hint response to the client, who then uses it in HintUpd (Figure 6) to update its hints.

6.2 Online query and refresh
The client’s online query for some index i works as follows. First, the client identifies which set contains i using \( \Psi \)'s Member function (§6). Then, the client uses Eval to derive the set’s indices, and then removes i from the set with probability \( (s - 1)/n' \) (or another index with the remaining probability), where s is the set size and \( n' \) is the newest database size. This is in effect a trivial way of doing puncturing. Finally, the client sends the remaining indices in the clear to the online server as the query. We give the details in Figures 7 and 8.

Although the above approach leads to online communication of \( O(\sqrt{n}) \) bits (we have \( n \leq n' \)), which is asymptotically worse than the polylog communication in CK, we show in our
1: Client keeps state \(= (n', j^*)\), where \(n'\) is the current database size, and \(j^*\) indicates which set is currently used for query.

2: procedure Query\((h, i) \rightarrow \text{online}\)
3: Parse state \(= (n', j^*)\)
4: for \(j \in [J]\) do // find a set containing \(i\)
5: Compute \(\alpha \leftarrow \text{Psi:Member}(i, (k_j, aux_j))\)
6: if \(\alpha = 1\) then set \(j^* = j\) and break
7: if for all \(j \in [J]\), \(\alpha = 0\) then output fail
8: // generate query
9: Compute \(S_{\text{online}} \leftarrow \text{Psi:Eval}((k_j, aux_j))\)
10: Sample \(\beta_{\text{online}} \leftarrow \text{Bernoulli}(\frac{\lambda}{\sqrt{m}})\)
11: if \(\alpha_{\text{online}} = 0\) then \(S'_{\text{online}} \leftarrow S_{\text{online}} \setminus \{i\}\)
12: if \(\beta_{\text{online}} = 1\) then
13: \(y_{\text{online}} \leftarrow S_{\text{online}} \setminus \{i\}, S'_{\text{online}} \leftarrow S_{\text{online}} \setminus \{y_{\text{online}}\}\)
14: Output \(q_{\text{online}} \leftarrow S'_{\text{online}}\)

15: procedure Refresh\((h, i) \rightarrow \text{offline}\)
16: Parse state \(= (n', j^*)\)
17: Set \((k_{\text{new}}, aux_{\text{new}}) \leftarrow \text{Psi:GenWith}(i, n')\)
18: Compute \(S'_{\text{offline}} \leftarrow \text{Psi:Eval}(k_{\text{new}}, aux_{\text{new}})\)
19: Sample \(\beta_{\text{offline}} \leftarrow \text{Bernoulli}(\frac{\lambda}{\sqrt{m}})\)
20: if \(\alpha_{\text{offline}} = 0\) then \(S'_{\text{offline}} \leftarrow S_{\text{offline}} \setminus \{i\}\)
21: if \(\beta_{\text{offline}} = 1\) then
22: \(y_{\text{offline}} \leftarrow S_{\text{offline}} \setminus \{i\}, S'_{\text{offline}} \leftarrow S_{\text{offline}} \setminus \{y_{\text{offline}}\}\)
23: Update \(k_j \leftarrow k_{\text{new}}, aux_j \leftarrow aux_{\text{new}}\).
24: Output \(q_{\text{offline}} \leftarrow S'_{\text{offline}}\)

25: procedure QueryRecov\((r_{\text{online}}, h) \rightarrow d_1\)
26: Parse state \(= (n', j^*)\)
27: Parse \(h\) as \((k_j, aux_j, p_j)\) \(\forall j \in [J]\)
28: Output \(d_1 \leftarrow p_j \oplus r_{\text{online}}\)

29: procedure RefreshRecov\((r_{\text{offline}}, h)\)
30: Parse state \(= (n', j^*)\)
31: Parse \(h\) as \((k_j, aux_j, p_j)\) \(\forall j \in [J]\)
32: Update \(p_j \leftarrow r_{\text{offline}} \oplus d_1\)

Figure 7—Client algorithms for online query. Client fetches an item using Query and QueryRecov. To refresh a used set, the client samples a new set (Refresh) and gets its parity (RefreshRecov).

evaluation that the communication cost is reasonable given that element sizes in real databases are larger than one bit (§8).

To refresh a set, the client generates a new key, and updates the hint. After the refresh is complete, the refreshed set’s auxiliary information will simply consist of one tuple, \((n', s)\). Notice that refreshing a set has the nice side effect of reducing the size of the auxiliary information since we no longer need to maintain all the subranges of the incremental PRS (since a refreshed set is basically a set generated from scratch). As a result, when the number of queries following a database update is such that the client has used every set at least once, the client’s auxiliary information will be in a state that is comparable to preprocessing the new database from scratch.

Failure probability. The proposed online phase does not meet our correctness definition (§3.2) because the client fails to puncture the set at index \(i\) with probability \(O(1/\sqrt{n})\) where \(n\) is the original database size, rather than \(\text{negl}(\lambda)\). However, we can employ the refinement to CK given in Checklist [40] to reduce this error to \(\text{negl}(\lambda)\). For simplicity, we give the former in Figure 7 and discuss the latter in Appendix A.4.2.

Besides the aforementioned puncturing failure, another source of failure is when an index is not in any of the sets for which the client has hints. As we mention in Section 4, we chose to allow the database to grow while keeping the size of the sets held by the client the same (Appendix E discusses an incremental OO-PIR protocol which supports sets of different sizes). As a result, the probability that an index is not in any of the sets will necessarily increase. We analyze this both in theory and concretely, and argue that this probability is quite small.

Suppose each set has size \(s\), is a random subset of \([n]\), and the client holds \(n/s\) such sets. The probability of failing to find a desired index \(i\) in any of the sets is \((1 - s/n)^n\), which is close to \(1/e\) when \(s = n^{1/2}\) and \(n\) is large. Considering that we (and CK) use a factor of \(log n\) more sets, the probability of failing to find \(i\) in any of the \(\sqrt{n}\) log \(n\) sets is roughly \(1/n\).

When the size of the database grows to \(n + m\) where \(m = o(n)\), the probability of failing to find \(i\) in any of \(n/s\) sets is \((1 - s/(n + m))^{n/s}\), which is asymptotically \((1/e)^{1-o(1)}\). With a factor of \(log n\) more sets, this probability is \(O(1/n^{1-o(1)})\). Concretely, suppose the database is of size \(2^{20}\), and the client holds \(2^{11}\) sets, where each set has size \(2^{10}\). The failure probability in this case is \(10^{-7}\). If the server adds \(2^{10}\) more items, the failure probability is still in the magnitude of \(10^{-7}\). When the number of additions reaches \(2^{18}\), the failure probability increases to the magnitude of \(10^{-6}\).

Theorem 2. Assuming an incremental PRS \(\Psi\) that satisfies correctness, security, and non-triviality (Definition 4), then the incremental OO-PIR defined in Figures 3–8 (with the online query improvement in Appendix A.4) satisfies correctness, security, and non-triviality (Definition 2).

We give the proof in Appendix A. In particular for non-triviality, we show in Appendix A.4.2 that the computational cost to the offline server for IncPrep with \(m\) operations (specified by \(op\)) on a size-\(n\) database is in expectation \(O(bm \log n)\), with data item size \(b\), set size \(s\), and \(J = (n/s) \log n\). In contrast, preprocessing from scratch for the entire updated database requires \(O(b(m + n) \log n)\) server computation.

Nevertheless, communication costs for hint updates are similar to preprocessing from scratch since that operation is already sublinear in the database size in order to achieve non-triviality (Definition 1).

6.3 Other PIR Schemes
Due to space limitations, we only discuss our incremental CK protocol in the main paper. However, Appendix E discusses how to make the SACM OO-PIR scheme [52] incremental with similar high-level ideas as those presented here, but with vastly different concrete mechanisms.
7 PIR-Tor with incremental OO-PIR

While there are many applications that could benefit from our incremental OO-PIR constructions, we pick PIR-Tor [48] as a representative example. PIR-Tor is a good fit since the underlying database mutates slightly over time, and users query this database periodically. We review PIR-Tor below.

Tor [26] provides a simplified view of the network by maintaining directory servers that track the Tor relays that are currently available. To build an onion routing circuit, users download a description of the entire network from the directory servers every 10–15 minutes. PIR-Tor [48] proposes the use of PIR in the context of these directory servers so that clients can retrieve the description of the desired relays without revealing to the directory servers which relays were being requested. This approach has the benefit of lowering communication cost and improving scalability since communication costs were often the bottleneck for the directory servers. An obvious drawback is that the server’s computation becomes linear in the number of Tor relays currently available, which ultimately places a hard limit on the number of concurrent queries that a directory server can process. Hence, using a PIR scheme that achieves sublinear computation, such as our incremental CK construction (§4), can improve scalability and gracefully handle updates to the directory server database.

Assigning roles to directory servers. Since Tor has multiple directory servers and a large number of clients, a natural question is how to assign the roles of offline and online servers to directory servers and how the clients should choose which servers to contact in a way that load balances the work (since offline servers perform the expensive preprocessing step). We make a simple observation: a server can act as an offline server for one client and an online server for another. Based on this, the Tor trusted authority propagates up-to-date relay descriptions to all the directory servers. When a client registers, the client can then decide on two random directory servers to use as an offline and online server, respectively.

Moreover, each online server has no idea of which offline server the client chooses. In order to figure out the exact index that the client queries, the online server needs to collude with the exact directory servers that is communicating with the client. Suppose there are \( p \) directory servers and an adversary controls \( q \) of them. Then, for each client, the security is compromised with probability roughly \( \left( \frac{q}{p} \right)^2 \).

8 Evaluation

Our evaluation aims to answer the following questions:

- What are the concrete computational and communication costs of our incremental OO-PIR constructions?
- What is the throughput and latency of incremental preprocessing compared to preprocessing from scratch?
- What is the cost to the client to maintain the hints?
- What are the benefits of incremental OO-PIR in PIR-Tor?

To answer these questions, we implement and evaluate our incremental CK. We also have a construction for incremental SACM (Appendix E) but find that both the original [52] and our incremental version are not yet useful in practice (for a database with \( 2^{20} \) items, the size of the hints in both schemes is as large as the database).

Baselines. We use two state-of-the-art baselines: (1) CK OO-PIR [23], which we implement; and (2) the two-server DPF-based PIR scheme of Gilboa and Ishai [30], implemented by Kales et al. [1, 37]. The latter has no offline phase.

Implementation. Our incremental CK implementation is ~2,000 lines of C++. Implementing our PRP requires care since the range (and domain) can be very small because the database operator could add just a handful of elements; typical PRP constructions are not secure when the range is small. We use AES to implement a PRF for small range, and then apply Patarin’s proposal [50] to the PRF to build a secure PRP that has a small power-of-two range. Finally, we use the technique by Black and Rogaway [9] for turning a PRP with a power-of-two range into a PRP with an arbitrary range.

We generate the hypergeometric sampling for hint updates using multiple Bernoulli samplings. For the CK baseline, we use the GGM construction [32] to instantiate the puncturable PRF out of a PRG. When evaluating the puncturable PRF at continuous points \( 1, 2, \ldots, s \), we apply breadth-first expansion in the PRG tree to reduce costs. In our experiments, we choose the number of sets \( J \) such that the failure probability of finding an index in one of the sets is around \( 10^{-6} \).

Evaluation testbed. We run all of our experiments on Cloud-Lab [28] m510 machines (8-core 2 GHz Intel Xeon D-1548 processor and 64 GB RAM) running Ubuntu 20.04. The network latency between machines is 20 ms and the throughput is around 1.1 Gbps. For results, we give the average over ten trials; we find that in all cases standard deviations are less than 10% of the mean.

8.1 Microbenchmarks for incremental PIR

We run a series of microbenchmarks to measure the time required for the initial preprocessing, online query processing, and updating hints. Figure 9 shows the results under three different database sizes, where each data object is 32-bytes.

Online costs. A client’s online query consists of two parts: a query for an item to the online server and, in parallel, a refresh of the used set to the offline server. Both servers’ logic is the same: they perform a number of XORs that is sublinear in the database size (in our case roughly square-root). As a result, the costs are low; for a database with a million records, each server spends less than 0.1 ms. In terms of communication, even though clients send indices in the clear, it is still practical: for one million elements, the combined cost to query an item and refresh the used set is under 16.4 KB.
### 8.2 Online performance and costs

The previous microbenchmark shows the savings that OO-PIR servers can expect when there are additions to the database (edits and deletes are cheaper). In real applications, we also consider end-to-end metrics: (1) the latency of issuing online queries (fetching the desired item and refreshing the used set) and updating hints; (2) the cost to the servers to update the database; and (3) the client’s storage cost over time.

We measure these metrics with parameters inspired by Tor: database items are 2KB (size of a Tor relay descriptor), and the initial database consists of 7,000 items (number of Tor relays [2]). For database updates, we compile and use historical traces of Tor relay updates from February to May 2021, and use 3 days worth of changes for each batch. We also give experiments for a larger deployment of a hypothetical Tor network with 70K relays in Appendix D.

#### Performance

We measure the latency experienced by a client and throughput achieved by the servers when issuing online queries as we increase the load on the system under our incremental CK (§4) and the baselines. Figure 10a depicts our results. Compared to DPF-PIR, incremental CK improves the throughput achieved by roughly 6×. Since incremental CK performs no cryptography (the indices are sent in the clear), it achieves a higher throughput and lower latency than both baselines which derive the indices from a key.

**Online communication.** Figure 11a shows the online communication for two baselines (DPF and CK) and incremental CK. We show the combined size of the queries sent to the two servers and the corresponding response. Queries in the DPF baseline are smaller than incremental CK since they send cryptographic keys rather than indices in the clear. 5 The size of each server’s reply is optimal for all three schemes and consists of the size of a data element (2KB). This optimal response size is a benefit of our approach over Checklist [40], which supports additions by storing them in different buckets but requires fetching an element from every bucket.

#### 8.3 Offline performance and costs

We then measure the latency experienced by the client and the throughput achieved by the server when updating hints as a result of a database change. The baseline lets the client and the offline server re-do the preprocessing from scratch.

Figure 10b depicts the results for preprocessing and hint updates for incremental CK. We find that it achieves 2–4× speedup (depending on batch size) compared to preprocessing from scratch. This results in both lower latency experienced by the client and higher throughput for the offline server. The benefit of our incremental preprocessing is more prominent when there are only a small number of data objects added, or if edits and deletions are performed.

**Communication costs.** Incremental CK incurs higher offline communication (initial preprocessing and hint updates) than CK because the client needs to also send auxiliary information to the server. This is depicted in Figure 11b.

**Computation and storage costs.** We measure the costs incurred by the offline server and the client during a database update by relying on the traces we collected for Tor relays. Specifically, the offline server sets up a database with 7K relays, and the client and the server preprocess it. Then, the server adds relays over time with both client and the offline server engaging exclusively in incremental preprocessing.

---

**Table 1:**

<table>
<thead>
<tr>
<th>Database size</th>
<th>IncPrep (MB)</th>
<th>Prep (MB)</th>
<th>Refresh (KB)</th>
<th>Resp (ms)</th>
<th>IncPrep (sec)</th>
<th>Prep (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>216</td>
<td>0.19</td>
<td>0.18</td>
<td>2.04</td>
<td>0.04</td>
<td>0.09</td>
<td>3.64</td>
</tr>
<tr>
<td>218</td>
<td>0.38</td>
<td>0.37</td>
<td>4.09</td>
<td>0.02</td>
<td>0.25</td>
<td>14.52</td>
</tr>
<tr>
<td>220</td>
<td>0.76</td>
<td>0.74</td>
<td>8.18</td>
<td>0.01</td>
<td>1.03</td>
<td>58.67</td>
</tr>
</tbody>
</table>

---

**Figure 9**—Microbenchmarks for the operations in incremental CK when adding a batch of new elements (1% of the original database).

**Figure 10**—Mean latency and server throughput as a function of increasing load (independent variable not depicted) during online phase and incremental preprocessing phase. Each data point represents the latency and the throughput achieved at a given load (low and to the right is better). A vertical spike indicates that the system has reached saturation: throughput is consistent but mean latency goes up since requests must spend time in queues waiting for service.
investigates only two-server PIR schemes; designing efficient preprocessing for single-server PIR remains an open question (existing schemes rely on obfuscation [15, 18, 23]), and ensuring that the preprocessing is incremental is an exciting direction. Finally, it is unclear how to support incremental preprocessing and PIR-by-keywords [21] given that mutations that changes the keywords of existing items or add new keywords would impact the underlying search data structure.

Nevertheless, we are excited by the prospect of continuing to extend the class of applications that can profitably use PIR to build services that safeguard users’ privacy.
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A Proofs and analysis for incremental CK
A.1 Proofs for strawman proposal

Theorem 3 (Batched addition). For a random subset $S \subseteq [n]$ of size $s$, construct $S'$ as follows:

- sample a number $w$ from $\mathbb{H}_G(n+m, m, s)$,
- randomly choose $w$ elements from $[n+1, n+m]$.
• replace \( w \) random elements in \( S \) with the above \( w \) elements. Then \( S' \) is a random subset of size \( s \) of \( [n + m] \).

**Proof.** We show that any index \( i \in [n + m] \) is contained in the resulting set \( S' \) with the same probability \( s/(n + m) \).

We examine the following two cases.

Case 1. For a fixed \( i \in [n + 1, n + m] \), \( S' \) contains \( i \) if and only if \( i \) is in the sampled \( w \) elements. That is,

\[
\Pr[i \in S'] = \sum_{z=1}^{m} \Pr[w = z] \cdot \frac{z}{m} \quad \text{if } s \geq m, \quad \text{and}
\]

\[
\Pr[i \in S'] = \sum_{z=1}^{s} \Pr[z = 1] \cdot \frac{z}{m} \quad \text{if } s < m.
\]

By the hypergeometric distribution formula, if \( s \geq m \) the RHS:

\[
\frac{1}{C_{n+m}^s} \cdot (C_n^0 C_{n+1}^s + C_{n+1}^1 C_{n-m}^s + \ldots + C_{n+m}^{m-1} C_{n-m}^{s-m})
\]

and if \( s < m \) the RHS is:

\[
\frac{1}{C_{n+m}^s} \cdot (C_{n+1}^s C_{n-1}^s + C_{n-m}^1 C_{n-m}^{s-2} + \ldots + C_{n+m}^{m-1} C_{n}^{s-m})
\]

Both terms equal \( C_{n+m}^s s/(n + m) \).

Case 2. For a fixed \( i \in [n] \), \( S' \) contains \( i \) if and only if \( i \) is sampled into \( S \) and \( i \) has not been kicked out by the replacement with the \( w \) sampled elements. Therefore we have

\[
\Pr[i \in S'] = \frac{s}{n} \cdot \left( \sum_{z=0}^{m} \Pr[w = z] \cdot (1 - \frac{z}{s}) \right) \quad \text{if } s \geq m, \quad \text{and}
\]

\[
\Pr[i \in S'] = \frac{s}{n} \cdot \left( \sum_{z=0}^{s} \Pr[z = 1] \cdot (1 - \frac{z}{s}) \right) \quad \text{if } s < m,
\]

where the leading factor \( s/n \) captures \( i \) being selected into the set initially, and the rest stands for the probability that \( i \) remains in the set. Using the result from the previous case, we have

\[
\Pr[i \in S'] = \frac{s}{n} \left(1 - \sum_{z=1}^{m} \Pr[w = z] \cdot \frac{z}{s}\right)
\]

\[
= \frac{s}{n} \left(1 - \frac{m}{s} \sum_{z=1}^{m} \Pr[w = z] \cdot \frac{z}{m}\right)
\]

\[
= \frac{s}{n} \left(1 - \frac{m}{s} \cdot \frac{s}{m + n}\right) = \frac{s}{n + m} \quad \text{for } s \geq m,
\]

\[
\Pr[i \in S'] = \frac{s}{n} \left(1 - \sum_{z=1}^{s} \Pr[w = z] \cdot \frac{z}{s}\right)
\]

\[
= \frac{s}{n} \left(1 - \frac{m}{s} \sum_{z=1}^{s} \Pr[w = z] \cdot \frac{z}{m}\right)
\]

\[
= \frac{s}{n} \left(1 - \frac{m}{s} \cdot \frac{s}{m + n}\right) = \frac{s}{n + m} \quad \text{for } s < m.
\]

\[\square\]

### A.2 Secure puncturable PRS from partially secure PRP

In this section, we show that in order to ensure security for puncturable PRS, having a partially secure PRP suffices. In order to use prior proofs from CK [23], we view our construction of incremental PRS as a puncturable PRS with trivial puncturing.

**Definition 5** (Puncturable PRS security [23]). For \( \lambda, n \in \mathbb{N} \), and a puncturable PRS \( \Phi = (\text{Gen}, \text{Punc}, \text{Eval}) \) with size \( s \), define the following game, played between a challenger and an adversary.

The challenger executes the following steps:

• \( k \leftarrow \Phi.\text{Gen}(1^\lambda, n) \)

• \( S \leftarrow \Phi.\text{Eval}(k) \)

• \( x^* \leftarrow R; k_p \leftarrow \Phi.\text{Punc}(k, x^*) \)

and sends \( 1^\lambda \) and \( k_p \) to the adversary. The adversary outputs an integer \( x' \in [n] \) and “wins” if \( x^* = x' \). The advantage is defined as

\[
\text{AdvPPRS}(\lambda) = \Pr[x^* = x] - \frac{1}{n - s + 1}.
\]

We call a PPRS \( \epsilon \)-secure if the above advantage is less than \( \epsilon \), where \( \epsilon \) is a negligible function on the security parameter \( \lambda \).

**Lemma 1.** Given a PRP \( \Phi = (\text{Gen}, \text{Eval}) : [n] \rightarrow [n] \) that is \( \epsilon \)-secure (where \( \epsilon \) is a negligible function on \( \lambda \)) over \( s(n) \) queries, the following puncturable PRS \( \Phi \) with linear-sized puncturable keys is \( \epsilon \)-secure.

**Proof.** We modify Construction 4 in CK [23] as follows:

• \( \Phi.\text{Gen}(1^\lambda, n) \rightarrow k; \)

Sample \( k \leftarrow \text{PRP.}\text{Gen}(1^\lambda, n) \).

• \( \Phi.\text{Eval}(k) \rightarrow S; \)

Compute \( S \leftarrow \{\text{PRP.}\text{Eval}(k, 1), \ldots, \text{PRP.}\text{Eval}(k, s(n))\} \).

• \( \Phi.\text{Punc}(k, i) \rightarrow k_p; \)

Define \( k_p \) as the elements in \( \Phi.\text{Eval}(k) \setminus \{i\} \).

Suppose we have an adversary \( A \) that breaks puncturable PRS security of \( \Phi \), then we can construct an adversary \( B \) that breaks the security of PRP. We denote the challenger in the PRP game as \( C \), where it responds to queries either using random permutation \( F \) or a pseudorandom permutation \( \text{PRP.}\text{Eval}(k, \cdot) \). The construction of \( B \) is as follows.

• \( B \) sends to \( C \) \( s \) inputs \( x_1, \ldots, x_s \), and gets \( s \) distinct response values. Denote the set formed by these values as \( S \).

• \( B \) removes a random element \( y \in S \) and sends the resulting \( s - 1 \) elements to \( A \).

• \( A \) outputs \( y' \).

• \( B \) outputs 1 if \( y' = y \), and 0 otherwise.

The advantage of \( B \) in PRP game is

\[
\text{AdvPRP}(\lambda) = |\Pr[B(\text{PRP.}\text{Eval}(k, \cdot)) = 1] - \Pr[B(F(\cdot)) = 1]|.
\]

Since \( F \) is a truly random permutation, \( \Pr[B(F(\cdot)) = 1] = 1/(n - s + 1) \), i.e., \( A \) randomly guesses an element that is not in the \( s - 1 \) received elements. And due to the construction of \( B \), we have that

\[
\Pr[B(\text{PRP.}\text{Eval}(k, \cdot)) = 1] = \Pr[y' = y].
\]

In other words,

\[
\text{AdvPRP}(\lambda) = \Pr[x^* = x] - \frac{1}{n - s + 1} = \text{AdvPPRS}(\lambda),
\]

i.e., \( B \) breaks the security of PRP. Contradiction. \[\square\]

The above theorem implies that we only need a PRP (with range \([n]\)) that is secure against \( s(n) \) queries. This is crucial for efficiency, since for small range size, fully secure PRPs are more inefficient than partially secure PRPs.
A.3 Properties of incremental PRS

A.3.1 Non-triviality definition

Recall from Section 5 the definition of \( g(n) \): the expected size of \( U \cup U' \), where \( U, U' \) are sets (both of size \( s(n) \)) uniformly sampled from \([n]\) and \([n + o(n)]\) respectively.

**Theorem 4.** For uniformly sampled size-\( s \) set \( U \) from \([n]\) and set \( U' \) from \([n + o(n)]\), \( g(n) = E[|U \cup U'|] = s^2/(n^2 + o(n^3)) \).

**Proof.** We call the sampling of \( U \) as trial 1 and the sampling of \( U' \) as trial 2. We define a random variable \( X_i \) to indicate whether \( i \) is sampled in both trials. That is, \( X_i = 1 \) if and only if \( i \) is sampled into both \( U \) and \( U' \). Note that \( |U \cup U'| = \sum_{i \in [n + o(n)]} X_i \).

Now we examine two cases for the random variable \( X_i \):

For \( 1 \leq i \leq n \), a uniform size-\( s \) subset of \([n]\) contains \( i \) with probability \( C_{n-1}/C_n = s/n \). Similarly, a uniform size-\( s \) subset of \([n + o(n)]\) contains \( i \) with probability \( s/(n + o(n)) \). Hence

\[
E[X_i] = \Pr[X_i = 1] = (s/n) \cdot (s/(n + o(n))) = s^2/(n^2 + o(n^3)).
\]

For \( n + 1 \leq i \leq n + o(n) \), \( E[X_i] = \Pr[X_i = 1] = 0 \) because it is impossible for \( i \) to appear in \( U \).

Therefore we have \( E[|U \cup U'|] = \sum_{i \in [n + o(n)]} E[X_i] = \sum_{i \in [n]} E[X_i] = s^2/(n + o(n)) \).

For the proofs in the following sections, we will use the above theorem for \( s(n) = \sqrt{n} \). Under this case, \( E[|U \cup U'|] \leq 1 \), which means \( E[|U \cup U'|] \geq 2(\sqrt{n} - 1) \). On the other hand, \( E[|U \cup U'|] \leq 2\sqrt{n} \), then we have \( E[|U \cup U'|] = \Theta(\sqrt{n}) \).

A.3.2 Proof of Theorem 1

We use \( \binom{n}{s} \) to denote the set of all subsets of \([n]\) with size \( s \). We use \( \text{dist} \) to denote a distribution ensemble, \( \approx_s \) for computationally indistinguishability between two distribution ensembles.

**Lemma 2** ([Puncturable security implies pseudorandomness of a set [23]]). Let \( \Phi = (\text{Gen, Punc, Eval}) \) be an \( \varepsilon \)-secure PPRS with set size \( s(n) \). For \( \lambda, n \in \mathbb{N} \), define the two distributions

\[
P_{\text{pseudo}} := \text{dist}(\Phi, \text{Gen}(1^\lambda, n_0)), \quad P_{\text{true}} := \left\{ S \overset{\$}{\leftarrow} \binom{n}{s} \right\}.
\]

Then for every PPT adversary \( A \), the two distributions are computationally indistinguishable.

The proof is in Appendix B.1 of CK [23].

We will now introduce a series of helper lemmas before proving properties for incremental PRS. For notation simplicity, we use a superscript to denote the number \( n \) in \( P_{\text{pseudo}} \) or \( P_{\text{true}} \).

**Lemma 3** (Proposed protocol in Section 4.2.1). Define

\[
P_{\text{single}} = \left\{ \begin{array}{c}
S \overset{\$}{\leftarrow} \binom{n}{s} \\
S' \leftarrow \text{Bernoulli}(s/(n + 1))
\end{array} \right.
\]

Then \( P_{\text{single}} = P_{\text{true}}^{[n+1]} \).

**Proof.** Rewrite \( P_{\text{true}}^{[n+1]} \) as

\[
S \overset{\$}{\leftarrow} \binom{n}{s} \\
S' \leftarrow \text{if } n + 1 \notin S, \text{ then } S' \leftarrow S \\
\text{otherwise, } S' \leftarrow S \setminus \{n + 1\}, S' \leftarrow S' \cup \{n + 1\}
\]

Define \( P_{\text{true}}^{[n+1]} \) as

\[
S \overset{\$}{\leftarrow} \binom{n}{s} \\
S' \leftarrow \text{if } n + 1 \notin S, \text{ then } S' \leftarrow S \\
\text{otherwise, } S' \leftarrow S \setminus \{n + 1\}, S' \leftarrow S' \cup \{n + 1\}
\]

and \( P_{\text{true}}^{[n]} \) as

\[
b \leftarrow \text{Bernoulli}(s/(n + 1)) \\
\text{if } b = 0, \text{ then } S \leftarrow \binom{n}{s} \\
\text{otherwise, } S \leftarrow S \setminus \{i\}, S \leftarrow S \cup \{n + 1\}
\]

On one hand, \( P_{\text{true}}^{[n+1]} = P_{\text{true}}^{[n]} \) because when \( n + 1 \notin S \), the \( s \) elements of \( S \) are uniformly at random distributed over \([n]\) (this is by definition of randomly sampling \( s \) elements). Similarly, the same argument applies when \( n + 1 \in S \).

On the other hand, \( P_{\text{true}}^{[n+1]} = P_{\text{true}}^{[n]} \) because in the former, the only role of \( S \) is to decide which case out of the two cases (since \( S' \) is freshly generated anyway), so it can be captured by a Bernoulli distribution. Hence \( P_{\text{true}}^{[n+1]} = P_{\text{true}}^{[n]} \).

Now we look at \( P_{\text{single}} \). Since Bernoulli sampling is independent of sampling \( S \), we can swap the first two steps in \( P_{\text{single}} \) and get

\[
P_{\text{single}}' = \left\{ \begin{array}{c}
b \leftarrow \text{Bernoulli}(s/(n + 1)) \\
\text{if } b = 0, \text{ then } S \leftarrow \binom{n}{s} \\
\text{otherwise, } S \leftarrow S \setminus \{i\}, S \leftarrow S \cup \{n + 1\}
\end{array} \right.
\]

Simplifying the \( b = 1 \) case in \( P_{\text{single}}' \), we have

\[
P_{\text{single}}' = \left\{ \begin{array}{c}
b \leftarrow \text{Bernoulli}(s/(n + 1)) \\
\text{if } b = 0, \text{ then } S \leftarrow \binom{n}{s} \\
\text{otherwise, } S \leftarrow S \setminus \{i\}, S \leftarrow S \cup \{n + 1\}
\end{array} \right.
\]

which is exactly \( P_{\text{true}}^{[n]} \).

**Lemma 4** (Batched version in Section 4.2.1). Define

\[
P_{\text{multi}} := \left\{ S^1 \cup S^2 \leftarrow \text{HG}(n + m, m, s) \right\}
\]

Then \( P_{\text{true}}^{[n+m]} = P_{\text{multi}} \).

**Proof.** Define \( P_{\text{true}}^{[n+m]} \) as

\[
S \overset{\$}{\leftarrow} \binom{n+m}{s} \\
\text{Let } w \text{ be the number of elements of } S \text{ in } [n + 1, n + m] \\
S^1 \overset{\$}{\leftarrow} \binom{n}{w} \\
S^2 \overset{\$}{\leftarrow} \binom{n+1,n+m}{w}
\]
On the one hand, we have \( P_{\text{true}} = P_{\text{true}}^{[r+|m|]} \) by applying a similar approach to Lemma 3. On the other hand, by the definition of the hypergeometric distribution, \( P_{\text{true}} = P_{\text{multi}} \).

**Theorem 5** (Correctness). Let \( \Psi = (\text{Gen}, \text{Eval}, \text{Add}) \) be the incremental PRS in Section 5.3. Then \( \Psi \) satisfies correctness.

**Proof.** First, given \( \alpha = [(n, \ell)] \), \( \Psi.\text{Eval} \) will output a set in \( \binom{[n]}{\ell} \) by construction. Second, after \( m \) indices are added, the new set will be \( \text{Set}^{[n]}(sk, t_1) \cup \text{Set}^{[n]}(sk, t_2) \) for some \( t_1, t_2 \) and \( t_1 + t_2 = s \). Therefore the output set is a subset of \([n + m]\) of size \( s \).

**Theorem 6** (Security). Let \( \Psi = (\text{Gen}, \text{Eval}, \text{Add}) \) be the incremental PRS in Section 5.3. Then \( \Psi \) satisfies security.

**Proof.** The distribution generated by \( \Psi \) can be written as

\[
\mathcal{P}_{\text{ps}} := \left\{ \begin{array}{ll}
(k, \alpha) & \psi.\text{Gen}(1^\lambda, n) \\
S & \psi.\text{Add}(k, m) \\
S & \psi.\text{Eval}(k, \alpha')
\end{array} \right.
\]

By construction of \( \Psi \), we rewrite \( \mathcal{P}_{\text{ps}} \) as

\[
\left\{ \begin{array}{ll}
w & \leftarrow \mathcal{H}_G(n + m, s) \\
S_1 & \leftarrow \text{Set}^{[n]}(k_1, s - w) \\
S_2 & \leftarrow \text{Set}^{[n]}(k_2, w + n)
\end{array} \right.
\]

Suppose we randomly sample \( k_1, k_2 \) from a PRP key space \( K \).

By Lemma 2 and 4, we have \( \{\mathcal{P}_{\text{ps}}\}_{x} \approx \{\mathcal{P}_{\text{ps}}^{[n+m]}\}_{\lambda}. \)

**Theorem 7** (Non-triviality). Let \( \Psi = (\text{Gen}, \text{Eval}, \text{Add}) \) be the incremental PRS in Section 5.3. Then \( \Psi \) satisfies non-triviality.

**Proof.** Let \( S \) and \( S' \) be the sets defined in Section 5.3. We know that \( |S \cap S'| = 2w \), where \( w \leftarrow \mathcal{H}_G(n + m, m, s) \), and \( E[w] = \frac{m+n}{m+n+s} s \). Since \( s = \sqrt{n} \) and \( m = o(n) \), \( E[|S \cap S'|] = 2E[w] = 2 \cdot \frac{o(1)}{\sqrt{n} + 1} = o(\sqrt{n}) \). Therefore, \( E[w] = o(g(n)) \).

**A.4 Properties of incremental CK construction**

**A.4.1 Eval with shifts**

We modified Eval to take shifts into account. Eval\((k, \alpha, sk, sh)\) takes in a secret key \( k \), \( \alpha \) and a shift \( sh \), parses \( \alpha \) as \( \{t_1, t_2\}_{t_1 \leq t_2} \), derives keys from \( k \) as \( k_1, \ldots, k_L \), and computes the first subset \( S_1 = \{\text{PRP}^{[r]}(k_1, 1), \ldots, \text{PRP}^{[r]}(k_L, 1)\} + sh \mod r_1 \), and the subsequent subsets as \( S_2, \ldots, S_L \) as in Section 5.3. Then it outputs \( \bigcup_{t \in [L]} S_t \).

**A.4.2 Proof of Theorem 2**

We first summarize a modification to CK in Checklist [40, §4.2] that doubles the size of the online query and refresh, but that reduces the correctness error of the online phase from \((s - 1)/n \) to \( \text{neg}(\lambda) \), where \( s \) is the set size and \( n \) is the size of the database. Then we prove that our construction with this improvement incorporated satisfies correctness in Definition 2.

Checklist’s proposal ensures that the client can always get the desired item at index \( i \) regardless of the result of the Bernoulli sampling (Figure 7, line 10 and 19). It works as follows.

The client samples \( \beta \leftarrow \text{Bernoulli}(2(s - 1)/n) \). If \( \beta = 0 \), the client generates \( S_{\text{offline}} \) and finds \( S_{\text{online}} \) (both containing \( i \)) as in Figure 7. Additionally, it picks two random indices, \( \gamma_{\text{offline}} \) from \( S_{\text{offline}} \setminus \{i\} \) and \( \gamma_{\text{online}} \) from \( S_{\text{online}} \setminus \{i\} \). It sends to each server a set, along with an index: to the offline server it sends \( (S_{\text{offline}} \setminus \{i\}, \gamma_{\text{offline}}) \); to the online server it sends \( (S_{\text{online}} \setminus \{i\}, \gamma_{\text{online}}) \). Each server sends back the parity for the set \((b \text{ bits})\) and the data item for the index \((b \text{ bits})\). The client will only use the parity for \( S_{\text{online}} \setminus \{i\} \) to recover the desired item at index \( i \) (Query), and use the parity for \( S_{\text{offline}} \setminus \{i\} \) and block \( i \) to replace the used set (Refresh). The two random indices \( \gamma_{\text{offline}} \) and \( \gamma_{\text{online}} \) are not used for query nor refresh; they are used for security reasons (see the \( \beta = 1 \) case below).

If \( \beta = 1 \), the client does not use any of its locally stored \( \sqrt{n} \log n \) sets (hints). Instead, it generates a new set \( S_{\text{new}} \) that contains \( i \). It randomly samples \( \gamma \) from \( S_{\text{new}} \setminus \{i\} \) and \( \gamma' \) from \( S_{\text{new}} \setminus \{\gamma\} \). Unlike in the original protocol where only the online server processed queries during the online phase, in this refined version the offline server is also asked to help with online queries. Now the client picks one of the two servers at random (it does so to hide which server helps to compute the parity for \( S_{\text{new}} \setminus \{i\} \), and sends the chosen server \((S_{\text{new}} \setminus \{i\}, \gamma) \), and sends \((S_{\text{new}} \setminus \{\gamma\}, \gamma')\) to the other server. Each server sends back the parity for the provided set and the data item for the provided index \((\gamma \text{ or } \gamma') \) to the client. The client then uses three things: the parity for \( S_{\text{new}} \setminus \{i\} \), the parity for \( S_{\text{new}} \setminus \{\gamma\} \), and the data item at index \( \gamma \) to recover the item at index \( i \). The random index \( \gamma' \) is not used for recovering the data item; it is used to hide which server plays the role of computing \( S_{\text{new}} \setminus \{i\} \). After the client recovers data block \( i \), it discards \( S_{\text{new}} \) and never uses it again for future queries. In this case, the \( \sqrt{n} \log n \) sets and their parities remain unchanged so there is no need to refresh any sets.

**Theorem 8** (Correctness). Let \( \Pi = (\text{Prep}, \text{IncPrep}, \text{Query}, \text{Refresh}, \text{Resp}, \text{QueryRecov}, \text{RefreshRecov}) \) be the scheme in Section 6, and suppose the underlying construction of incremental PRS \( \Psi \) satisfies correctness. Then \( \Pi \) with the above improvement satisfies correctness in Definition 2.

**Proof.** Correctness contains two parts: the hint should be updated correctly, and the client should fetch its desired item during the online phase. The former follows directly from Algorithms 4 and 5. For the latter, since Algorithm 7 is compatible with Checklist’s improvement (proved correct in Checklists’s Lemma B.1 [40]), we can reduce the correctness error to \( \text{neg}(\lambda) \).

**Theorem 9** (Security). Let \( \Pi = (\text{Prep}, \text{IncPrep}, \text{Query}, \text{Refresh}, \text{Resp}, \text{QueryRecov}, \text{RefreshRecov}) \) be the scheme in Section 6, and suppose the incremental PRS \( \Psi \) satisfies correctness and security. Then \( \Pi \) satisfies security in Definition 2.

**Proof.** Security contains two parts: the hint update should not reveal any information of queried index and the queries during online phase should look indistinguishable (since Refresh is symmetric with Query, hence we only consider the latter here). The former is independent of the query index, hence security holds. For the latter, we show that, for databases \( D \) and \( D' \) where \( |D| = n \) and \( |D'| = n + o(n) \), the following two distributions,

\[
\mathcal{P}_{\text{online}} = \left\{ \begin{array}{ll}
q\text{online} & \text{h} \leftarrow \text{Prep}(D) \\
q\text{online} & \text{h} \leftarrow \text{IncPrep}(D, h, h') \\
q\text{online} & \text{Query}(h', i)
\end{array} \right.
\]

and

\[
\mathcal{P}'_{\text{online}} = \left\{ \begin{array}{ll}
q\text{online} & \text{h} \leftarrow \text{Prep}(D') \\
q\text{online} & \text{h} \leftarrow \text{Query}(h', i)
\end{array} \right.
\]

are computationally indistinguishable \((\{\mathcal{P}_{\text{online}}\}_{\lambda} \approx_c \{\mathcal{P}'_{\text{online}}\}_{\lambda}) \).
We define $P_{\text{online}}$ to be the distribution of outputting the set before removing an element in Query. From Lemma 6, we know $(P_{\text{online}})_{\lambda} \approx_c (P_{\text{online}})_{\lambda'}$. And by Lemma 45 in CK [23], the conclusion holds. Furthermore, Lemma B.2 in Checklist [40] shows that the aforementioned improvement maintains security.

**Theorem 10 (Non-triviality).** Let $\Pi = \{\text{Prep}, \text{IncPrep}, \text{Query}, \text{Refresh}, \text{Resp}, \text{QueryRecov}, \text{RefreshRecov}\}$ be the scheme in Section 6, and suppose the underlying incremental PRS $\Psi$ satisfies non-triviality. Then $\Pi$ satisfies non-triviality in Definition 2.

**Proof.** For additions, the non-triviality for incremental CK directly follows from PRS non-triviality (Appendix A.3). We give concrete formula for IncPrep’s cost here.

Suppose the database is of size $n$, and there is $m = o(n)$ number of elements added. For each set $S_j$ where $j \in [J]$, the client samples $w_j$ from the distribution $H(m, m + n, s)$. The cost of evaluating the PRPs and computing parity for data objects is $O(b \sum_{j \in [J]} w_j)$. Since $J = \frac{n}{s} \log n$, we have $\sum_{j \in [J]} w_j = \frac{m}{s} + \frac{n}{s} \log n \leq m \log n$. Therefore, the total computation to the offline server is in expectation $O(bm \log n)$.

For edits and deletions, non-triviality holds when $mQ$ (Section 6.1) is sublinear in $n$. We additionally discuss an optimization for incremental updates when $mQ$ is linear or even super linear in $n$ in Appendix C.

B Insecure strawman

Recall the strawman from Section 4.2: the client keeps the original $\sqrt{n} \log n$ parities and sets, then for $m$ new items, samples a few new sets from $[n + m]$. For instance, $m = 2\sqrt{n}$ and the client samples $c$ new sets from $[n + m]$. We require $c$ to be meaningfully smaller than $\sqrt{n} \log n$ (say $c = o(\sqrt{n})$), otherwise, sampling new sets is as expensive as preprocessing from scratch. We informally show that the online server can distinguish between the two cases: the client repeatedly queries for indices in $[n]$ and repeatedly queries for indices in $[n + 1, \ldots, n + m]$. In either case, we assume the client issues $\sqrt{n}$ queries.

In the former case, most of the sets the client uses will be the old sets (even considering that the client does refresh and the fraction of random sets from $[n + m]$ gradually increases). The upper bound of the fraction of the old sets, $(\sqrt{n} \log n - 2\sqrt{n})/(\sqrt{n} \log n + c)$, is noticeably larger than $2/3$, given $n$ is large and $c$ is small. This implies that with probability larger than $2/3$, the server will not see any of the new indices in all these $\sqrt{n}$ online queries.

In the latter case, the client will always use the new sets for query. Note that for a sufficient number of size-$\sqrt{n}$ sets from $[n + 2\sqrt{n}]$, at least one of them contains two new indices with noticeable probability. Concretely, when the number of sets equals $\sqrt{n}$, the above probability is larger than $2/3$. Therefore, at least $2/3$ chance, the server will see a new index (or indices) in these $\sqrt{n}$ online queries.

C Optimization and corner cases

In Section 6.1 we mention that the database updates could trigger elements changed in every set of the client (this happens when $m_{\text{add}}$ is relatively large). In such cases, we let the client send the key and aux for each set to the server (Figure 14). The server computes parity difference for all the sets (Figure 13) and the client uses the responses to update the hints for every set.

D Additional evaluations

We additionally evaluate PIR-Tor for a hypothetical network with 70K relays.

Figure 15a shows the throughput results for online queries. Similar to the 7K setting, incremental CK (owing to its lack of cryptographic operations performed by the online server) achieves higher throughput. For online communication (Figure 16a), ours incurs the highest costs. This suggests that when databases are large, sending (punctured) keys as online queries is much more efficient than...
sending explicit indices.

For preprocessing and hint updates, the throughput (Figure 15b) and communication (Figure 16b) shows similar patterns as in 7K setting. This is because the benefit of incremental updates over preprocessing from scratch depends on the fraction of changes but not the absolute value of database size.

E Incremental OOP-PIR from SACM

One of the most unusual features of our incremental CK scheme is that a client needs to kick out existing indices from their sets in order to add new indices. Part of the reason for this is that the initial sets in CK all have the same size, and we wish to maintain this invariant to ensure that the online server cannot make any inferences from set sizes. A natural question is then whether one can relax this restriction and build an incremental PRS that does not require replacement.

Indeed, having initial sets of the same size is not necessary: one can instead have an offline phase where Prep (§4.1) adds each element in \([n]\) to each of set with probability \(p\). In expectation, each set will be of size \(np\) after the initial preprocessing is done.

This same observation is made by Shi et al. [52]. The key contribution in their work, which we call SACM, is a construction of a compressed representation of a PRS with the property that sets can be of different sizes. Given such a compressed representation (effectively a PPRS), one can use the same offline/online PIR framework as CK (§4.1). We therefore show how to adapt the PPRS in SACM to support our notion of incrementality, and obtain our second construction of an incremental offline/online PIR scheme.\(^6\)

E.1 Overview of SACM

Pseudorandom set in SACM. In SACM, each index \(i\) is viewed as a binary string. We abuse the notation and use \(i\) to denote both the index value and its binary representation string. A set is still succinctly represented by a key as in CK, but the elements in the set are determined differently from CK. Specifically, given a PRF: \(\{0, 1\}^* \rightarrow \{0, 1\}\), and a key \(k\) from the PRF key space, an element \(i \in [n]\) is defined to be in the set if and only if evaluating the PRF using key \(k\) on \([1/2\log n]\) suffixes of \(i\) results in 1 for all evaluations (Figure 17).

Intuitively, we can view this process as tossing a random coin \(1/2\log n\) times to determine if \(i\) is in the set. Therefore, the probability that \(i\) is sampled into the set is \(p(n) = (1/2)^{1/2\log n}\), which is roughly \(1/\sqrt{n}\), and since the initial database is of size \(n\),

---

\(^6\)Even though SACM is concretely inefficient, we still provide the incremental construction based on it as an extension in theory.
times on suffixes of \( i \), they call the PRF for \( B + \lceil 1/2 \log n \rceil \) times, starting from suffix(0\(^B\)||i, 1), until suffix(0\(^B\)||i, B + \lceil 1/2 \log n \rceil). Under this tweak, for each set, an index \( i \in [n] \) is sampled with probability \( 1/(\sqrt{n} \log^2 n) \). As a result, any two related strings are both sampled into a set with lower probability, and they proved that, under this tweak, the number of related elements in a set is in expectation \( 1/\log n \), and with probability \( 1 - o(1) \), a set contains no related elements. This means the online query fails with small probability \( o(1) \), though not \( \text{neg}(\lambda) \). In SACM, this is called occasional correctness [52, §4.3].

A final complication is that, since each set has size in expectation \( \sqrt{n}/\log^2 n \) due to the above tweak (recall that each element in \([n]\) is sampled with probability \( 1/(\sqrt{n} \log^2 n) \)), to ensure the client can find a set that contains the desired index with high probability, they use \( J = \sqrt{n} \log^3 n \) sets.

### E.2 Offline Phase with Mutable Preprocessing

As in Section 4, we consider how to update a set (specified by key \( k \)) at the client when one element is appended to the database with size \( n \). As before, we view the new index \( n + 1 \) as a binary string. If \( n + 1 \) can still be represented in \( \lceil \log n \rceil \) bits, we prepend \( B \) zeros to it. If the binary representation of \( n + 1 \) needs at least \( \lceil \log n \rceil + 1 \) bits, we prepend \( B - 1 \) zeros to it. In either case, we denote the resulting string with length \( B + \lceil \log n \rceil \) as \( \omega \).

For Member, we call the PRF using key \( k \) on suffixes of \( \omega \) for \( B + 1/2 \lceil \log n \rceil \) times. Note that it is the same number of PRF calls as in Section E.1, therefore the probability that \( n + 1 \) is sampled into the set (specified by \( k \)) is still \( p(n) \). That is, each index in the database is sampled to the set with probability \( p(n) \), regardless of old or new indices.

For Eval, it works the same as before: it first enumerates all the strings with length \( \lceil 1/2 \log n \rceil \) such that the results of calling PRF on these strings are all 1. Then it proceeds dynamic programming exactly as described in Appendix E.1. For simplicity, we denote the above procedure as Eval\((k, n)\), which takes in a secret key \( k \) and outputs all the set elements in \([n]\).

A subtle complication is that the above approach will affect correctness error (recall that the correctness error comes from removing all the elements related to the query index \( i \) from a set). With our above tweak, the number of related elements to \( i \) is no longer \( 1/\log n \) in expectation. Fortunately, this is still in expectation bounded by \( 2/\log n \)—see Lemma 5.

### Hint updates

The DBUpd algorithm runs the same as in Figure 3, it sends the positions (indices) where the data items are changed. For notation clarity, the server also sends indices for additions to the client (see \( \delta \) in line 3, Figure 18).

The client determines the changed elements for each set (Figure 18, line 4–10). Unlike incremental CK, no element is removed from the sets. For a number of \( m \) changes (additions, deletions, or in-place edits), the overall size of \( u_q \) is in expectation \( m \cdot p(n) \cdot \sqrt{n} \log^3 n \) (each set has in expectation \( m \cdot p(n) \) changes), which is \( m \log n \). Then the client sends those indices in the clear to the offline server. The offline server computes parity for each set (Figure 19), and the overall cost is \( O(m \log n) \). Finally, the client updates the local hints for each set.

Unfortunately, the client cost for generating the hint request \( u_q \) is sublinear in the database size only when \( m = O(\sqrt{n}) \). Otherwise, the client cost is linear (or superlinear when \( m \) is large), though the benefit is that the server will only do \( O(m \log n) \) computation.

### E.3 Online Phase

To generate an online query with a desired index \( i \), the client should first find a set containing \( i \). It does so by calling Member on each set key until it finds such a set. Then the client calls Eval and outputs the indices in the clear (this is different from the SACM protocol since our tweak is not compatible with their private puncturable PRF). The client probabilistically removes \( i \) with probability \( 1 - p(n) \); \( i \) will be removed; and with probability \( p(n) \), \( i \) is kept in the set. The client then sends the resulting indices to the server and gets the corresponding parity.

Refresh is done similarly. A used set (key) should be discarded, and the client generates a new key. It sends the indices (with \( i \) probabilistically removed) to the offline server to fetch the parity for the new set.

### E.4 Correctness and security analysis

**Lemma 5** (Correctness error estimation). Let Eval be the algorithm for incremental SACM construction described in Appendix E.2. For \( S \leftarrow \text{Eval}(k, n) \) (where \( k \) is a set key and \( n \) is the database size) and a fixed index \( i \in S \), the number of elements in \( S \) that are related to \( i \), which we denote as a random variable \( \zeta \), satisfies that \( E[\zeta] \leq 2/\log n \).

**Proof.** Consider the strings with longest suffixes of length \( z \) with the binary representation of \( i \). Then each of such strings is in \( S \) with probability \( 1/(2m + n + 1) \). Let \( T_z \) denote the set of strings that shares the longest common
suffix of length exactly $z$ with $i$. We have $E[|T_z|] \leq \frac{1}{2\log n + 1 - z} \cdot 2^{\log n - (z-1)} = \frac{1}{2\log n + 1 - z}$. This is because there are at most $2^{\log n + 1 - z}$ strings that could have the longest suffix of length $z$ with $x$.

Aggregate on $z$, we have $E[|\zeta|] = \sum_{z=1}^{\log n} \frac{1}{2^{z-1}} E[T_z] \leq \sum_{z=1}^{\log n} \frac{1}{2^{z-1}} = (1 + 1/2 \log n) \cdot \frac{2}{2^{\log n}} \leq \log n \cdot \frac{2}{\log n} = 1.2^B - 1$. (This is because there are at most $2^{\log n + 1 - z}$ strings that could have the longest suffix of length $z$ with $x$).

To prove properties for incremental SACM, we re-define the correctness, security and non-triviality for incremental PRS as follows:

**Correctness.** The correctness definition is the same as in Section 5.3 except that we do not impose requirement on the set size.

**Security.** There are two parts. First, a PPT adversary cannot distinguish between $S$ and $U$, where $S \leftarrow \text{Eval}(k, n)$ for a randomly sampled $k$, and $U$ is a set sampled from $[n]$ with each element sampled with probability $\frac{1}{n}$. Second, a PPT adversary cannot distinguish between $S'$ and $U'$, where $S' \leftarrow \text{Eval}(k, n + o(n))$ and $U'$ is a set sampled from $[n + o(n)]$ with each element sampled with probability $\frac{1}{n}$.

**Non-triviality** We define a function $g(n)$ to be $E[|S_1 \setminus S_2|]$. We say an incremental PRS satisfies non-triviality if $E[|S_1 \setminus S_2|] = o(g(n))$.

**Theorem 11.** Assuming the existence of a secure PRF $f : K \times \{0, 1\}^* \rightarrow \{0, 1\}$. The incremental set construction with $\text{Gen}$, $\text{Eval}$, $\text{Member}$ defined in Appendix E.2 satisfies correctness, security and non-triviality.

**Proof.** Correctness and security directly follows by construction and security follows from the security of PRF. Now we show non-triviality. Denote the set size as $s(n)$. Then by our construction, $E[|S_1 \setminus S_2|] = mp(n) = m/\sqrt{n} \log n$. Note that $g(n) = O(s(n)) = \sqrt{n}/\log^2 n$. Therefore, when $m = o(n)$, $E[S_1 \setminus S_2] = o(g(n))$. □

**Theorem 12.** Incremental SACM satisfies occasional correctness, and incremental OO-PIR’s security and non-triviality (Definition 2).

**Proof.** Correctness follows from Lemma 5 and Theorem 7.6 in SACM [52]. Security follows from incremental PRS security. Non-triviality follows from PRS non-triviality and the analysis in Section E.2.