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Abstract. A gadget decomposition algorithm is commonly used in many advanced lattice cryptography applications which support homomorphic operation over ciphertexts to control the noise growth. For a special structure of a gadget, the algorithm is digit decomposition. If such algorithm samples from a subgaussian distribution, that is, the output is randomized, it gives more benefits on output quality. One of important advantages is Pythagorean additivity which makes resulting noise contained in a ciphertext grow much less than naive digit decomposition. Therefore, the error analysis becomes cleaner and tighter than the use of other measures like \( \ell_2 \) and \( \ell_\infty \). Even though such advantage can also be achieved by the use of discrete Gaussian sampling, it is not preferable for practical performance due to large factor in resulting noise and the complex computation of exponential function, whereas more relaxed probability condition is required for subgaussian distribution. Nevertheless, subgaussian sampling has barely received an attention so far, thus no practical algorithms was implemented before an efficient algorithm is presented by Genis et al., recently.

In this paper, we present a practically efficient gadget decomposition algorithm where output follows a subgaussian distribution. We parallelize the existing practical subgaussian gadget decomposition algorithm, using bounded uniform distribution. Our algorithm is divided into two independent subalgorithms and only one algorithm depends on input. Therefore, the other algorithm can be considered as pre-computation. As an experimental result, our algorithm performs over 50% better than the existing algorithm.
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1 Introduction

A cryptosystem requires an efficiently computable function of which inverse function is hard to be computed without secret information called trapdoor. In lattice based cryptography, a function \( f_A(x) = Ax \) is used for Short Integer
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Solution (SIS) or Inhomogeneous Short Integer Solution (ISIS) and \(g_A(x, e) = x^tA + e^t\) is used for Learning With Error (LWE) with a proper random matrix \(A\). Computing its inverse function of each is known as computationally hard without trapdoor, in other words, one who holds a trapdoor can easily compute the inverse. The problem to compute an inverse of \(f_A\) and \(g_A\) in a lattice is called SIS problem or ISIS problem (depending on a function value) and LWE problem, respectively. If a trapdoor of [MP12] is known, the inverting problems of \(f_A\), \(g_A\) are transformed to much easier problems to compute inverse functions of \(f_G\) and \(g_G\) for a special matrix \(G\) called a gadget matrix of a given lattice. The inversion problem of \(f_G\) is particularly called gadget decomposition problem. A gadget matrix is a matrix that defines a lattice which is a discrete additive subgroup of \(\mathbb{R}^n\) for a positive integer \(n\).

Our main focus is a subgaussian (gadget) decomposition algorithm (or subgaussian sampling for short) out of several types of gadget decomposition algorithm. It is a simply randomized digit decomposition. It samples a short solution of the inversion problem following a subgaussian distribution. Informally, any distribution where its tails are bounded by a Gaussian distribution is a subgaussian distribution, hence it has more relaxed condition in terms of the probability function than a Gaussian distribution. The subgaussian sampling has a significant property, Pythagorean additivity, which mainly has an important role in lattice based cryptosystems that support homomorphic operations over ciphertexts. In particular, homomorphic encryption (HE) is a notable example. In lattice based HE schemes where all ciphertexts contain noisy terms, a ciphertext gets larger noise when an homomorphic evaluation is performed. In fact, it is important to keep the noise growth small as much as possible for further operations. For the purpose of that, a gadget decomposition algorithm (denoted by \(G^{-1}(\cdot)\)) is used in an evaluation algorithm or encryption algorithm, where an error vector \(e\) contained in an input ciphertext becomes \(G^{-1}(e)\) in an output ciphertext. Even though \(G^{-1}(\cdot)\) is a deterministic digit decomposition, it can control the noise growth by keeping each output component less than a certain digit. If every component of \(G^{-1}(e)\) independently follows a subgaussian distribution, Pythagorean additivity allows resulting noise smaller only as \(O(\sqrt{\ell})\) than digit decomposition which scales the noise linearly with \(k\), where \(k\) is a dimension of an output vector. Moreover, it also enables tighter analysis about error growth (average case) as discussed in [AP14].

Discrete Gaussian sampling also achieves Pythagorean additivity property since a Gaussian distribution is also a subgaussian distribution by definition. However, it is not attractive in practice due to the complex computation of probability and its output quality. The coefficient of output is larger than binary decomposition with an additional factor \(\Omega(\sqrt{\log k})\). Therefore, subgaussian sampling is regarded as a potential alternative [AP14, GMP19] since it can achieve not only significant properties of the Gaussian distribution such as Pythagorean additivity without the factor \(\Omega(\sqrt{\log \ell})\) but also somewhat faster implementation performance due to its relaxed probability condition. Even though subgaussian sampling has much more attractive advantages in many advanced cryptosys-
tems, the importance of the subgaussian distribution has mainly been studied in theoretical way [AP14]. In fact, the practical HE schemes [FV12, CGGI16, CGGI17] and their variants [CDKS19, CCS19, LP19] use a naive digit decomposition algorithm and heuristically assume that each output coefficient of such algorithm independently follows a subgaussian distribution for practical purpose. Then they analyze the output quality by using the benefits of subgaussian sampling such as Pythagorean additivity. However, thanks to the first practical implementation of subgaussian sampling with a triangular distribution recently proposed by Genise et al. [GMP19], the deterministic algorithms used in many HE schemes can be replaced by their algorithm with small computation time overhead and without heuristic independence assumption. Furthermore, such digit decomposition algorithm can be used for many of other lattice based cryptographic primitives which support homomorphic operations such as GSW-style HE [GSW13, MW16, BHP17, KLP18], homomorphic signature scheme [GVW15], Attribute-Based Encryption (ABE) schemes [DDP18, BGG14], homomorphic identity-based encryption [CM15] and more. Therefore, any efficient subgaussian sampling can replace the naive (deterministic) digit decomposition algorithm in applications providing better aforementioned advantages.

1.1 Subgaussian Gadget Decomposition Algorithm

The gadget decomposition algorithm finds a solution $x$ such that $Gx = u \mod q$, given a gadget matrix $G$ and a vector $u$. If the output follows a subgaussian distribution, we call it subgaussian gadget decomposition algorithm (or subgaussian decomposition for short). In fact, the set of solution $x$ is also a lattice denoted by $\Lambda^\perp_u(G)$. And there is a lattice which is the set of the solutions such that $Gx = 0 \mod q$ denoted by $\Lambda^\perp_q(G)$. Then the pre-image sampling is carried out over the lattice $\Lambda^\perp_u(G)$ which is a coset of $\Lambda^\perp_q(G)$. The existing such algorithm [GMP19] finds a solution in the following way:

1. Compute $z$ such that $Gz = u \mod q$. Each component of $z$ is in range from 0 to $b$.
2. Sample $e \leftarrow \mathcal{S}_G \Lambda^\perp_q(G), -z, s$, where $\mathcal{S}_G \Lambda^\perp_q(G), -z, s$ is a subgaussian distribution with parameter $s$ over the lattice $\Lambda^\perp_q(G)$ centered at $-z$.
3. Output $x = z + e \in \Lambda^\perp_u(G)$

More precisely, the first step (1) gives a deterministic solution and it is a $b$-ary decomposition. Then the second step (2) randomly samples a lattice vector over $\Lambda^\perp_u(G)$ among the points near to the vector $-z$ which is outside the lattice. The probability depends on $-z$ and it follows a triangular distribution. Since the distribution is triangular in some bounded area and the probability for others outside the bound is 0, where its tails are bounded by a Gaussian distribution with parameter $s$, hence it is a subgaussian distribution. The Euclidean norm of the output vector is bounded by $b\sqrt{kn}$, where $n$ is the dimension of the lattice, $k = \lceil \log_b q \rceil$. 
There are two such algorithms depending on a relation between the base $b$ and the modulus $q$. If $b$ is a power of $q$, there is nothing complex procedure in the algorithm since there is pretty simple basis of the lattice $\Lambda_q^\perp(G)$. However, if $q$ is not a power of $b$, it is not straightforward to do the second step (2) due to slightly different basis of $\Lambda_q^\perp(G)$. In order to do simpler sampling, the basis is factorized to two matrices, one of which is the sparse matrix $\hat{S}$ and the other is triangular matrix $\hat{D}$, then the $z$ is transformed to another vector called target vector $t$ in a lattice transformed by $\hat{S}^{-1}$, that is $t = \hat{S}^{-1}z$ outside $L(\hat{D})$. Then the step (2) is carried out over the lattice generated by the triangular matrix $\hat{D}$, denoted by $L(\hat{D})$ centered at $-t$. After step (3) the result is transformed to an element in the original lattice $\Lambda_q^\perp(G)$ by the sparse matrix. The transformation follows: $\hat{S}(t + L(\hat{D})) = z + \hat{S}L(\hat{D}) = z + A_q^\perp(G) = A_q^\perp(G)$.

Overall, the algorithms are sequential in both cases, since the probability of sampling a point $e \in \Lambda_q^\perp(G)$ depends on the distance from $z \in \Lambda_q^\perp(u)(G)$ which is computed ahead. In other words, $e$ must be chosen after $z$ is determined.

1.2 Our Contribution

We improve an existing efficient subgaussian gadget decomposition algorithm [GMP19] with a noncentral bounded uniform distribution which is a subgaussian distribution thanks to the generalisation of [MP19]. Our algorithm theoretically achieves Pythagorean error growth, linear time complexity as [GMP19], and much faster computation cost. Hence, it can be an alternative of naive digit decomposition used in FHE schemes without any extra assumption in practice. As an experimental result, it performs much better (over 50%) than existing such algorithm [GMP19]. Comparing to actual deterministic algorithm in HE schemes, it has only overhead with addition between two polynomials of degree $n$ or vectors of dimension $n$.

Our algorithm consists of mainly two independent subalgorithms called Decomposition and Sampling. The Decomposition only depends on the input of the whole algorithm, hence the sampling which samples a random element from a bounded uniform distribution can be considered as offline phase which is a kind of precomputation.

Due to the bounded uniform distribution, we do not need a target vector in the step (2) for arbitrary $q$ case. Regardless of a vector computed in the first step, a vector in $A_q^\perp(G)$ is sampled with the same (nonzero) probability in a bounded area and others are with zero probability. For more detail, we sample a vector from $L(D)$ with the bounded uniform distribution (in the step (2)) then transform it with $\hat{S}$. In the step (3), we add the both independent two vectors and then the result is in the original coset: $z + \hat{S}L(D) = z + A_q^\perp(G) = A_u^\perp(G)$.

As a result, we can save the computation time in three ways: i) Computing the probability function (uniform) in Step (2) is simpler than [GMP19]’s (triangular). ii) We do not need to compute the target vector. iii) Step (2) can be considered as precomputation (offline phase) due to its independent procedure to the first step. Indeed, we improve the efficiency by over 50% in terms of computation time.
Due to the bounded uniform distribution, we can reduce the computation time of the algorithm, but it outputs the larger size of a vector with higher probability than using the triangular distribution in the same bounded area. However, the Euclidean norm of the output is also bounded by $b\sqrt{kn}$ as [GMP19].

In addition, our algorithms can be applied to a system that uses the Chinese Remainder Transformation/Representation (CRT) gadgets for a large modulus discussed in Appendix A.

1.3 Road Map

We review subgaussian random variables and some basic notions of lattice in Section 2. We present our algorithms for two cases: for a special modulus and arbitrary modulus in Section 3. We also show that the output follows a subgaussian distribution in the section. We compare the magnitude of output and the computation time of our algorithm using PALISADE library [PRR20] to an existing algorithm in Section 4.

2 Preliminaries

Notation: Numbers are denoted as small letters, such as $a \in \mathbb{Z}$, vectors as bold small letters, $\mathbf{a} \in \mathbb{Z}^n$, and matrices as capital bold letters, $\mathbf{A} \in \mathbb{R}^{n \times n}$. We denote by $\langle \mathbf{v}, \mathbf{w} \rangle$ the dot product of two vectors $\mathbf{v}, \mathbf{w}$. For a vector $\mathbf{x}$, $\mathbf{x}[i]$ or $x_i$ denotes the $i$-th component scalar of $\mathbf{x}$. We use the Euclidean norm as a default norm for a vector $\mathbf{x}$. $[u]_b^k$ denotes the vector $\in \{0, \ldots, b-1\}^k$ which is $b$-ary decomposition of $u$ and satisfies $\langle [1, b, b^2, \ldots, b^{k-1}], [u]_b^k \rangle = u$ for an integer base $b > 0$ and an integer $0 < u < b^k$. A notation $a \leftarrow S$ means that $a$ is chosen uniformly from a set $S$. We call a uniform distribution on a bounded set as a bounded uniform distribution.

2.1 Subgaussian Random Variables

We explain subgaussian random variables and the significant properties in this section. We describe the general definition for a univariate $\delta$-subgaussian random variable for some $\delta \geq 0$ as in [MP12].

**Definition 1.** A random variable $V$ over $\mathbb{R}$ is $\delta$-subgaussian ($\delta \geq 0$) with parameter $s > 0$ if its moment generating function satisfies

$$E[\exp(2\pi tV)] \leq \exp(\delta \exp(\pi s^2 t^2))$$

for all $t \in \mathbb{R}$.

In many papers dealing with subgaussian random variable, 0-subgaussian random variable (when the mean is zero) is mainly considered. For better understanding, if a random variable $V$ is 0-subgaussian with parameter $s$, then its tails
are dominated by a Gaussian distribution parameterized by $s$. If a random variable $V$ is centered (i.e., $E[V] = 0$) and bounded with $B$, then $V$ is 0-subgaussian with parameter $B\sqrt{2\pi}$ [Str94].

There is a simple and significant relation between 0-subgaussian and $\delta$-subgaussian [MP19] for nonzero $\delta$. We introduce some useful lemmas of them below.

**Lemma 1.** Let $V$ be a real-valued $\delta$-subgaussian random variable with parameter $s$, for some $s \in \mathbb{R} > 0$. Then $\delta = 0$ if and only if $E[V] = 0$.

**Lemma 2.** If $V$ is a real-valued $\delta$-subgaussian random variable with parameter $s$, then the centered random variable $V_0 = V - E[V]$ is 0-subgaussian with parameter $s$.

As defined in [MP19], a random variable $V$ is a noncentral subgaussian with parameter $\alpha$. In other words, Lemma 2 shows that a noncentral subgaussian random variable, equivalently $\delta$-subgaussian random variable, can be described as 0-subgaussian by shifting its mean. Also, if there exists a 0-subgaussian random variable, we can make it to a $\delta$-subgaussian random variable for nonzero $\delta$ by shifting the variable with some real number as stated in Lemma 3.

**Lemma 3.** If $V$ is a 0-subgaussian with parameter $s$, then the real-valued shifted random variable $V = V + \alpha$ for $\alpha \in \mathbb{R}$ is a $\delta$-subgaussian with parameter $s$ for some nonnegative real-valued $\delta$.

There is one of significant properties of $\delta$-subgaussian random variable, which is Pythagorean additivity generalised in [MP19].

**Lemma 4.** Let $V$ be noncentral subgaussian random variable, equivalently $\delta$-subgaussian, with parameter $\alpha$ and $W$ conditioned on $V$ taking any value be $\delta$-subgaussian with parameter $\beta$. Then, $V + W$ is $\delta$-subgaussian with parameter $\sqrt{\alpha^2 + \beta^2}$.

Using the proof of Lemma 4 (see Lemma 2.1 of [GMP19]), we can show that if each coefficient of a random vector is subgaussian with parameter $s$, then the vector is also subgaussian with parameter $s$ [MP19]. More general fact is below.

**Lemma 5.** If $y$ is a discrete random vector over $\mathbb{R}^n$ such that each component $y_i$ of $y$ is $\delta$-subgaussian with parameter $s_i$, then the vector $y$ is $\delta$-subgaussian with parameter $\max_i \{s_i\}$, for $i \in \{1, \ldots, n\}$.

We call such vector a $\delta$-subgaussian (random) vector with parameter $s$, for some positive real number $s$. We call it a subgaussian vector if $\delta = 0$ throughout the paper for convenience. In our main algorithm, we use a linear transformation of a $\delta$-subgaussian vector with a certain parameter, and its output is also a $\delta$-subgaussian with a different parameter.

**Lemma 6** ([LPR13]). Let $\delta, \alpha \geq 0$ and $x$ be a random vector in $\mathbb{R}^n$, and let $A$ be a $n \times n$ matrix. Suppose that the random vector $x$ is $\delta$-subgaussian with parameter $\alpha$. Then $Ax$ is $\delta$-subgaussian with parameter $\alpha \lambda_{\text{max}}(AA^t)^{1/2}$, where $\lambda_{\text{max}}(\cdot)$ is the largest eigenvalue.
2.2 Lattices and Gadget Matrix

A lattice $\Lambda$ with dimension $m$ and basis $B = [b_1, \ldots, b_k]$ is a set of all linear combinations of the basis vectors with coefficients in $\mathbb{Z}$. A lattice of which the basis vectors consist of integer coordinates is called an integral lattice. i.e. a lattice which is a sublattice of $\mathbb{Z}^m$. We consider a special family of lattice, $q$-ary lattice. A $q$-ary lattice is a full-rank integral lattice with $q \cdot Z^k$ as a sublattice. The lattice is defined by means of a matrix called primitive matrix [MP12]. Let $q > 0$ be an integer modulus and $m > n$. A matrix $P \in \mathbb{Z}^{n \times m}$ is primitive if $P \mathbb{Z}^m = \mathbb{Z}^n$. For a fixed matrix $P \in \mathbb{Z}^{n \times m}$, we define the following lattice:

$$A^\perp_q(P) = \{ z \in \mathbb{Z}^m : Pz = 0 \mod q \}.$$

For any $u \in \mathbb{Z}^n$ admitting an integral solution to $Pz = u \mod q$, define the following shifted lattices as the cosets of $A^\perp_q(P)$:

$$A^\perp_u(P) = \{ z \in \mathbb{Z}^m : Pz = u \mod q \}.$$

**Definition 2.** The Short Integer Solution problem (SIS) is defined as follows: given an integer $q$, a random integer matrix $A \in \mathbb{Z}^{n \times m}$ and a real $\beta$, find a nonzero integer vector $z \in A^\perp_q(A) \setminus \{0\}$ with $||z|| \leq \beta$.

If $u$ is a zero vector, the problem is called Inhomogeneous Short Integer Solution problem (SIS). The above SIS problem is known as hard as other lattice hard problems Gap-SVP, SIVP [Ajt99, MR07, GPV08]. However, the problem becomes straightforward to solve if there exists an additional secret information called trapdoor. The problem is turned to a gadget decomposition problem which is much easier to solve with a special matrix $G$ called a gadget matrix [MP12], given a valid trapdoor.

The gadget matrix denoted by $G$ is also a primitive matrix of a lattice which satisfies $G \cdot Z^w = \mathbb{Z}^n_q$, where $G \in \mathbb{Z}^{n \times w}$. The matrix $G$ is constructed with a primitive vector (or gadget vector) $g = [g_1, \ldots, g_k]$ which defines a $k$-dimensional lattice $A^\perp(g) \in \mathbb{Z}^k$ such that the greatest common divisor of $(g_1, \ldots, g_k, q)$ is 1. We use the same gadget matrix $G$ defined as $I \otimes g^t$ as [MP12], where $g = [1, b, b^2, \ldots, b^{k-1}]$ for a positive integer $b$.

If the solution of a gadget decomposition algorithm follows a subgaussian distribution, we call it subgaussian (gadget) decomposition problem.

**Definition 3.** Let $G \in \mathbb{Z}^{n \times w}$ be a primitive matrix. The subgaussian decomposition problem with parameter $s$ for $G$ is to sample a $\delta$-subgaussian vector $x \in \mathbb{Z}^w$ with parameter $s$ such that $Gx = u \mod q$ for arbitrary $u \in \mathbb{Z}^n_q$.

Then the problem is defined on the above integer cosets of $A^\perp_q(G)$, that is, the goal of an algorithm to solve the problem is to sample a vector from a subgaussian distribution in $A^\perp_u(G) = z + A^\perp_q(G)$ for an arbitrary $z \in A^\perp_u(G)$. We call the algorithm subgaussian decomposition algorithm.
3 Subgaussian Decomposition Algorithms with Bounded uniform distribution

In this section, we present our efficient subgaussian decomposition algorithm using a bounded uniform distribution. We make the two main subalgorithms independent using a noncentral bounded uniform distribution, thus it can be divided into online and offline phases. We can set the offline phase as precomputation, hence it can save overall computation time. Then we show that a uniform distribution in a bounded set is $\delta$-subgaussian with parameter $\alpha$ for some positive $\delta, \alpha$. We construct two different algorithms according to the relation between the modulus $q$ and the base $b$.

In fact, the gadget matrix $G$ is structured as $I_n \otimes g^t$, hence our algorithm solves $g^{-1}(u_i)$ for $i \in [0, \ldots, n-1]$ component-wise, given $u = [u_0, \ldots, u_{n-1}]$. In other words, the algorithm solves the above problem over the lattice $\Lambda_{u}(g^t)$ for $u \in \mathbb{Z}_q$. Our algorithm does not directly choose an element at random from the lattice $\Lambda_{u}(g^t)$. The algorithm consists of three subalgorithms, denoted by Decomposition, Sampling, and Addition. Decomposition computes a vector in $\Lambda_{u}(g^t)$ using a deterministic $b$-ary decomposition, which is only affected by an input $u$. Sampling chooses a vector in $\Lambda_{u}(g^t)$ with a bounded uniform distribution, not in $\Lambda_{u}(g^t)$. We stress that the two subalgorithms are independent. The final result is a randomly chosen vector in $\Lambda_{u}(g^t)$ by combining these two vectors in Addition.

Then, we can consider the two cases when the modulus $q$ is a power of $b$ (special case) and for arbitrary $q$ (general case).

3.1 For Power-of-Base Modulus

The procedure becomes straightforward since the basis $S$ of the lattice $\Lambda_{u}(g^t)$ is a sparse and triangular matrix when $q$ is a power of $b$. First, Decomposition computes $z \in \Lambda_{u}(g^t)$ such that $g^t z = u \mod q$ where $0 \leq z_i \leq b-1$ for all $i = 0, \ldots, k-1$. It is possible by using a deterministic $b$-ary decomposition. Second, Sampling samples a subgaussian vector $e = Sy \in \Lambda_{u}(g^t)$ using a bounded uniform distribution. For more detail, the algorithm samples $e$ at random by choosing each entry of $y$ from $\{-1, 0\}$. In fact, if $z$ is a solution of the problem, $z + Sy$ is also a solution for any $y \in \mathbb{Z}^k$. Since $Sy = [b_{y_0}, -y_0 + b_{y_1}, \ldots, -y_{i-1} + b_{y_i}, \ldots, -y_{k-2} + b_{y_{k-1}}]$, the possible solutions are various according to $y_i$'s for $i \in [0, k-1]$. However, the algorithm restricts the choice of $y_i$ in the set $\{-1, 0\}$ to keep the size of a solution small due to maintaining the hardness of (1)SIS problem in many cryptographic applications. Finally, Addition computes an output $x = z + e$.

We now prove that the output of Algorithm 1 is $\delta$-subgaussian with a parameter $s$ for some real value $\delta, s$. We know that a centered uniform distribution on a bounded set is a 0-subgaussian with parameter $s'$ for some $s' \in \mathbb{R} > 0$, but our distribution is not centered at 0 (see Figure 1). However, we can shift our distribution to make the random variables centered. Reversely, one can shift
Algorithm 1 Gadget Decomposition with Bounded Uniform for $q = b^k$

**Input:** $u \in \{0, \ldots, q-1\}$

**Output:** $x \in \Lambda^\perp_u$ (gt) distributed uniformly in a bounded set.

Let $e, y \leftarrow 0$

$y_0 \leftarrow \{-1, 0\}$

$e_0 \leftarrow b \cdot y_0$

for $i \leftarrow 1, \ldots, k-1$

$y_i \leftarrow \{-1, 0\}$

$e_i \leftarrow -y_{i-1} + b \cdot y_i$

end for

Let $z := [u]_b^k$ ([u]_b^k is u’s b-ary decomposition)

$x \leftarrow z + e$

return $x$

the mean of a centered bounded uniform distribution to have our distribution with the same parameter. Therefore, we show that our distribution is also a $\delta$-subgaussian distribution with parameter $s$ for some positive real value $\delta, s$ by Lemma 3.

![Fig. 1. A bounded uniform distribution on \{z_i - b, z_i\}](image)

**Theorem 1.** Let $b > 1$ be an integer base, $q > 1$ be an integer modulus, $k = \lfloor \log_b q \rfloor$ and $g^b = [1, b, \ldots, b^{k-1}]$ be a gadget. Then the output vector of Algorithm 1 is $\frac{1}{b^k}$-subgaussian with parameter $b\sqrt{2\pi}$. 

**Proof.** Let $\hat{X}_i$ be chosen from $\{-\frac{b}{2}, \frac{b}{2}\}$ according to an uniform distribution. Then $\hat{X}_i$ is 0-subgaussian with parameter $\hat{s} = \frac{b}{2}\sqrt{2\pi}$ by Lemma 1, since $\hat{X}_i$ is $\frac{b}{2}$-bounded centered.

If a random variable $X_i$ is an $i$-th component of a vector output by Algorithm 1, $X_i = z_i$ with probability $\frac{1}{2}$ or $X_i = z_i - b$ with probability $\frac{1}{2}$. Then $X_i$ is expressed as $X_i = z_i - \frac{b}{2} + \hat{X}_i$. Let $\alpha = z_i - \frac{b}{2}$. If the parameter $s$ of $X_i$ is $s > \hat{s} \geq 0$ and $\delta \geq (\alpha^2\pi)/(s^2 - \hat{s}^2)$, the moment generating function of $X_i$ satisfies

$$E[\exp(2\pi t X_i)] = E[\exp(2\pi t (\hat{X}_i + \alpha))]$$

$$= \exp(2\pi t \alpha) E[\exp(2\pi t \hat{X}_i)]$$

$$\leq \exp(\delta) \exp(\pi s^2 t^2)$$
by the proof of Lemma 3 in [MP19]. Let the parameter of $X_i$ be $s = b\sqrt{2\pi}$. Then the parameter $s$ satisfies $b\sqrt{2\pi} > \frac{b}{2}\sqrt{2\pi}$. And since $\alpha^2 = (z_i - \frac{1}{2})^2 \leq (\frac{1}{2})^2$ and $s^2 - \bar{s}^2 = \frac{6b^2}{4\pi}$, we use the fact that the basis $S = x_i$. Addition adds the value of $x_i$ and $q$, which violates the aim of such algorithm. In order to fix the problem, if the algorithm may output a vector of larger size with high probability than smaller one, then the absolute value of $x_i$ is larger than $q_i$. As a result, the absolute value of $x_i$ can be smaller than or equal to $q_{k-1}$ since $n < q$.

\[\alpha^2 \pi \leq \frac{\pi b^2/4}{s^2 - \bar{s}^2} = \frac{1}{6}.\]

Since we show that each component of the output is $\frac{1}{6}$-subgaussian with parameter $b\sqrt{2\pi}$, the result holds by Lemma 5.

\[\square\]

3.2 For Arbitrary Modulus

For an arbitrary modulus $q$, the basis of the lattice $A_q^+(g^t)$, denoted by $S_q$, is somewhat complex to be dealt with since it is not a sparse matrix. Therefore, we use the fact that the basis $S_q$ is factorized as sparse and triangular matrices $S$ and $D$. (i.e., $S_q = SD$.) The algorithm in [GMP19] needs an additional subalgorithm called Transformation between Decomposition and Sampling to use $D$. Moreover, the subalgorithms, except for Decomposition, are slightly different to the case when $q$ is a prime. The Transformation maps $z$ to $t = S^{-1}z$ in order to compute the probability in Sampling. They call such $t$ a target vector. Then Sampling chooses a vector $Dy$ from a lattice generated by $D$, denoted by $L(D)$, with a triangular distribution centered at $-t$. Finally the Addition adds $t$ and $Dy$, then transforms the result to the lattice $A_q^+(g^t)$ by multiplying $S$.

However, our algorithm does not need Transformation even in this case since the probability to choose an element in $A_q^+(g^t)$ is independent to $t$ to which an output of Decomposition is transformed. For more detail, the algorithm Sampling samples a vector $Dy \in L(D)$ by choosing each entry of $y$ from two possible values with the same probability $\frac{1}{2}$. That is, the probability is a constant, not a relation with a target vector. Then the result is transformed to $A_q^+(g^t)$ by the matrix $S$. Finally, Addition computes an output $x = z + e = St + SDy \in A_q^+(g^t)$.

In fact, when $q$ is not a prime of $b$, there is something more to be handled due to the different structure of the basis $S_q$ of $A_q^+(g^t)$. The last column vector of $S_q$ is $[q]_b$, denoted by $[q_0, \ldots, q_{k-1}]$. We can represent the output $x$ of our algorithm as $x = z + S_Dy = z + S_qy$, and the component of $x$ is $x_i = z_i + (-y_{i-1} + b \cdot y_i) + q_i \cdot y_{k-1}$. The algorithm samples each $y_i$ from $\{-1, 0\}$, hence, $-b \leq (-y_{i-1} + b \cdot y_i) \leq 1$. If the last component of $y$ is $-1$ and $z_i < q_i$, then the value $z_i + q_i \cdot y_{k-1}$ is less than $0$ for some $i \in \{0, \ldots, k-2\}$. Therefore, it may happen that the absolute value of $x_i$ is larger than $b$, when $z_i \leq q_i$ for some $i \in \{0, \ldots, k-2\}$

\footnote{The last component of $z$, $z_{k-1}$, is always smaller than or equal to $q_{k-1}$. Since $n < q$.} Then, the algorithm may output a vector of larger size with high probability than smaller one, which violates the aim of such algorithm. In order to fix the problem, if $y_i = -1$ and $z_i < q_i$, the algorithm in [GMP19] adds basis vector of $D$ to $Dy$. That is, $y_i \leftarrow y_i + 1$. Then, $0 \leq (-y_{i-1} + b \cdot y_i) \leq b + 1$ unlike before. Since $z_i$ and $q_i$ are positive integers which is smaller than $b$, $-b < z_i + q_i \cdot y_{k-1} + b < 0$ in the case that $z_i < q_i$. As a result, the absolute value of $x_i$ can be smaller than or
equal to $b$. We also adapt their solution but in different subalgorithm which is Addition since we do not need a target vector.

### Algorithm 2 Gadget Decomposition with Bounded Uniform for $q \neq b^k$

**Input:** $u \in \{0, \ldots, q - 1\}$

**Output:** $x \in \Lambda_\perp^k(u)$, distributed uniformly in a bounded set.

Let $q := \lceil q \rceil^k$, $\mathbf{e}, \mathbf{y} \leftarrow \mathbf{0}$, $c \leftarrow 0$, $y_{-1} \leftarrow 0$

for $i \leftarrow 0, \ldots, k - 1$

\[ y_i \overset{\$}{\leftarrow} \{-1, 0\} \]

end for

Let $z := \lceil u \rceil^k$ ($\lceil u \rceil^k$ is $u$’s $b$-ary decomposition)

for $i \leftarrow 0, \ldots, k - 2$

\begin{align*}
    &\text{if } z_i < q_i \text{ then} \\
    &\quad e_i \leftarrow b \cdot y_i - y_{i-1} + (q_i - b + c) \cdot y_{k-1} \\
    &\quad c \leftarrow 1
\end{align*}

\begin{align*}
    &\text{else if } z_i = q_i \text{ then} \\
    &\quad e_i \leftarrow b \cdot y_i - y_{i-1} + (q_i - c(b - 1)) \cdot y_{k-1} \\
    &\quad c \leftarrow 0
\end{align*}

end if

end for

$x_{k-1} \leftarrow -y_{k-2} + (q_k + c) \cdot y_{k-1}$

$x \leftarrow z + e$

return $x$

Likewise, Algorithm 2 also has to output the samples achieving a subgaussian distribution. We will show that Algorithm 2 is the sampling algorithm satisfying a subgaussian distribution similarly with Theorem 1. If $\mathbf{y}$ is a subgaussian, then the output is a subgaussian vector because a linear transformation of a subgaussian vector also follows a subgaussian distribution by Lemma 6.

**Theorem 2.** Let $b > 1$ be an integer base, $q > 1$ be an integer modulus, $k = \lceil \log_b q \rceil$ and $\mathbf{g}' = [1, b, \ldots, b^{k-1}]$ be a gadget. Then the output vector of Algorithm 2 is $\frac{1}{b}$-subgaussian with parameter $(b + 1)\sqrt{2\pi}$.

**Proof.** The algorithm chooses $y_i$ from $\{-1, 0\}$ and applies a transformation $\mathbf{S}$ at the end. Let $\hat{y}_i$ be chosen from $\{-1/2, 1/2\}$ and $\hat{Y}_i$ be $i$th component of a vector $\mathbf{D}\hat{y}$. Then $\hat{Y}_i$ is $0$-subgaussian with parameter $\hat{s} = \frac{1}{2}\sqrt{2\pi}$ by Lemma 1, since $\hat{Y}_i$ is $\frac{1}{2}$-bounded centered. Let $\hat{X}_i$ be a random variable after applying the transformation $\mathbf{S}$ to $\hat{Y}_i$. Since a transformation does not change $\delta$, a random variable is also $0$-subgaussian after a transformation. And the parameter becomes $\frac{1}{2}\sqrt{2\pi}\sqrt{\lambda_{\text{max}}(\mathbf{SS}^T)}$ by Lemma 6. Since $\lambda_{\text{max}}(\mathbf{SS}^T) \leq (b + 1)^2$, the parameter is $\hat{s} = \frac{b+1}{2}\sqrt{2\pi}$. Let a random variable $X_i$ be an $i$th coordinate of a vector $\mathbf{z} + \mathbf{SD}\hat{y}$. Then $X_i = z_i - \frac{b+1}{2} + \hat{X}_i$. Let $\alpha = z_i - \frac{b+1}{2}$, and the parameter $s = (b + 1)\sqrt{2\pi}$. 

Then, by the proof of Lemma 3 in [MP19],
\[
\frac{\alpha^2 \pi}{s^2 - \bar{s}^2} \leq \frac{\pi (b + 1)^2 / 4}{6 \pi (b + 1)^2 / 4} = \frac{1}{6}.
\]
Since we show that each component of the output is $\frac{1}{6}$-subgaussian with parameter $(b + 1)\sqrt{2\pi}$, the result holds by Lemma 5.

4 Experimental Results

Experimental Setup All experiments are performed on a laptop with Intel(R) Core(TM) i7-8565U CPU @ 1.80GHz. We use PALISADE Library [PRR20] to compare our result to the previous work [GMP19].

Magnitude of output and Computation time Figure 2 shows the magnitude of each output of our algorithm, denoted by Ours, and [GMP19] denoted by GMP. Both cases show that our algorithms output a little bit larger size of output than GMP’s in our experiment (average value of 10000 trials with regard to Euclidean norm) due to the difference of two distributions, the bounded uniform distribution (Ours) and the triangular distribution (GMP). In fact, the sampling probability of larger output is higher than GMP’s. Nevertheless, the magnitude of both algorithms are bounded by $b\sqrt{k}$ with regard to Euclidean norm. Therefore, we show that the Euclidean norm of the output of two algorithms is indeed smaller than $b\sqrt{k}$ when $q$ is a power of $b$ and $q$ is arbitrary, in Figure 2(a) and Figure 2(b), respectively. Therefore, it is adequate for Ours to be used in a lattice based cryptographic applications since it still outputs a small vector. In our experiment, we set $u = q/3$ in both cases because the size of output becomes too small with overwhelming
probability (close to 1) to compare if \( u \) is close to \( q \) in the case of GMP’s. Therefore, we choose appropriate size of \( u \) to see various outputs.

<table>
<thead>
<tr>
<th>( q = b^k )</th>
<th>Algorithm</th>
<th>Total [( \mu s )]</th>
<th>Decomposition</th>
<th>Transformation</th>
<th>Sampling</th>
<th>Addition</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMP [( \mu s )]</td>
<td>2.31487</td>
<td>1.04847</td>
<td>N/A</td>
<td>1.19871</td>
<td>0.06187</td>
<td></td>
</tr>
<tr>
<td>Ours [( \mu s )]</td>
<td>1.89929</td>
<td>1.02334</td>
<td>N/A</td>
<td>0.81749</td>
<td>0.05826</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( q \neq b^k )</th>
<th>Algorithm</th>
<th>Total [( \mu s )]</th>
<th>Decomposition</th>
<th>Transformation</th>
<th>Sampling</th>
<th>Addition</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMP [( \mu s )]</td>
<td>2.43805</td>
<td>1.06996</td>
<td>0.187131</td>
<td>1.11734</td>
<td>0.06237</td>
<td></td>
</tr>
<tr>
<td>Ours [( \mu s )]</td>
<td>1.88372</td>
<td>1.00613</td>
<td>N/A</td>
<td>0.81154</td>
<td>0.06588</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( b )</th>
<th>( k = \lceil \log_b q \rceil )</th>
<th>GMP [( \mu s )]</th>
<th>Ours [( \mu s )]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>60</td>
<td>4947.93</td>
<td>2199.33</td>
</tr>
<tr>
<td>2^5</td>
<td>12</td>
<td>787.70</td>
<td>418.55</td>
</tr>
<tr>
<td>2^10</td>
<td>6</td>
<td>376.56</td>
<td>191.87</td>
</tr>
<tr>
<td>2^15</td>
<td>4</td>
<td>234.48</td>
<td>116.78</td>
</tr>
<tr>
<td>2^20</td>
<td>3</td>
<td>173.99</td>
<td>85.61</td>
</tr>
</tbody>
</table>

Table 1. Detailed running time of each subalgorithm consisting of GMP [GMP19] and ours without preprocessing for lattice dimension \( n = 1 \), the base \( b = 2 \), the modulus \( q \approx 2^{60} \).

Table 2 shows that the detailed running time of all subalgorithms of Ours and GMP. Both algorithms are expected to perform slightly better when the modulus \( q \) is a power of the base \( b \) than the other case since GMP does not run additional subalgorithm Transformation and Ours has simpler Addition. However, Addition takes negligibly small time so that it barely affects the total computation time, whereas Transformation takes 4% of total in GMP. Ours is faster in any case even without precomputation: i) in the case of \( q = b^k \), our Sampling is simpler than GMP’s due to the constant probability. ii) For the case \( q \neq b^k \), we do not run Transformation and have simpler sampling like the case of \( q = b^k \), whereas GMP necessarily requires Transformation.

We apply our algorithm to the problem \( Gx = u \) used in Ring-LWE based homomorphic encryption schemes (for the fixed recommended parameter [CCD+17]: \( n = 2048, q \approx 2^{60} \)) then compare computation time with different \( b \) between two algorithms GMP and Ours with precomputation in Table 2. The larger the value of \( b \), the smaller \( k \) for fixed \( q \) due to \( k = \log_b q \). As \( b \) is increased, the running time becomes shorter with the larger size of output as a trade-off since the algorithm only runs \( kn \) times (see also Figure 2(b)).
In fact, the practical gadget decomposition algorithm used in many homomorphic encryption schemes is the same as Decomposition which is deterministic. Then they heuristically assume that all the output coefficients independently follow a subgaussian distribution. However, we do not need the assumption since we give a subgaussian decomposition algorithm. As a result, there is only overhead with Addition which is just coefficient wise addition over two polynomial of degree \( n \) (or a vector of dimension \( n \)) in our case.

We note that we have time-memory trade-off due to preprocessing. It requires more space, \( O(nk) \) bits, to store Sampling output. In parameters \( n = 2048, k = 60, b = 2 \), our Sampling stores at most 15KB in advance as a preprocessing output, whereas GMP’s does not cost extra memory for that.
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A modulus, which is larger than the native 64 bits in most modern hardware, is often used in many applications of lattice gadgets. Handling large modulus requires multi-precision numbers which is not the best option in practice. In
Efficient Lattice Gadget Decomposition Algorithm

order to avoid the use of multi-precision, one can pick a modulus of the form $q = \prod q_i$ with each co-prime $q_i$ less than 64 bits. Then an element $u \in \mathbb{Z}_q$ can be stored as its Chinese Remainder representation (CRT form) and computed via the Chinese Remainder Theorem by using the fact below:

$$\mathbb{Z}_q \cong \mathbb{Z}_{q_1} \times \mathbb{Z}_{q_2} \times \cdots \times \mathbb{Z}_{q_l}.$$  

The Chinese Remainder Transformation/Representation (CRT) gadgets, where $\mathbb{Z}_q$ when $q = q_1 q_2 \cdots q_l$ for co-prime $q_i$’s, are used in many lattice-based cryptosystems where the modulus $q$ is integer exceeding native 64-bits. The gadgets introduced by [HHSS17, BDF18] are more compatible with CRT representation, but it is only applied to a limited setting where $q$ has small prime factors.

After that, [GMP19] introduced a general set of CRT gadgets for a wide class of moduli keeping arithmetic in the CRT representation. Since we use the same gadget, our algorithms are also suitable for large moduli. The algorithms in [GMP19] can take input represented in CRT form. Therefore, the algorithms can be applied to the system that already store their numbers in CRT form, can operate on each CRT component independently (in-parallel), and only require arithmetic on small numbers $q_i$. On input $(u \mod q_1, \ldots, u \mod q_l)$, the sampling in CRT form, $g_{CRT}^{-1}$, computes $g_{i}^{-1}(u \mod q_i)$ which is $g_i^{-1}$ for $q_i$ and the corresponding base $b_i$, and each $g_i^{-1}$ can be computed independently. Our algorithm also can support the same technique for computing $g_i^{-1}$ since the difference is only the use of a uniform distribution. Therefore, our algorithms also achieve several theoretical and practical advantages which can be obtained by using algorithms in [GMP19].