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ABSTRACT

Post-quantum schemes are expected to replace existing public-key schemes within a decade in billions of devices. To facilitate the transition, the US National Institute for Standards and Technology (NIST) is running a standardization process. Multivariate signatures is one of the main categories in NIST’s post-quantum cryptography competition. Among the four candidates in this category, the LUOV and Rainbow schemes are based on the Oil and Vinegar scheme, first introduced in 1997 which has withstood over two decades of cryptanalysis. Beyond mathematical security and efficiency, security against side-channel attacks is a major concern in the competition. The current sentiment is that post-quantum schemes may be more resistant to fault-injection attacks due to their large key sizes and the lack of algebraic structure. We show that this is not true.

We introduce a novel hybrid attack, QUANTUMHAMMER, and demonstrate it on the constant-time implementation of LUOV currently in Round 2 of the NIST post-quantum competition. The QUANTUMHAMMER attack is a combination of two attacks, a bit-tracing attack enabled via Rowhammer fault injection and a divide and conquer attack that uses bit-tracing as an oracle. Using bit-tracing, an attacker with access to faulty signatures collected using Rowhammer attack, can recover secret key bits albeit slowly. We employ a divide and conquer attack which exploits the structure in the key generation part of LUOV and solves the system of equations for the secret key more efficiently with few key bits recovered via bit-tracing.

We have demonstrated the first successful in-the-wild attack on LUOV recovering all 11K key bits with less than 4 hours of an active Rowhammer attack. The post-processing part is highly parallel and thus can be trivially sped up using modest resources. QUANTUMHAMMER does not make any unrealistic assumptions, only requires software co-location (no physical access), and therefore can be used to target shared cloud servers or in other sandboxed environments.
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1 INTRODUCTION

The emergence of quantum computers will render traditional public-key schemes such as RSA and ECC insecure. Shor’s algorithm [41] will be able to break the underlying hard factorization and discrete log problems. Quantum computers will also affect symmetric-key cryptosystems, but their impact can be overcome by mildly increasing key sizes. For instance, using Grover’s search algorithm [20] one may brute force a 128-bit secure system in $2^{64}$ iterations. In general, Grover’s algorithm reduces the complexity of symmetric-key schemes from $O(N)$ to $O(\sqrt{N})$, where $\log_2(N)$ is the security level in bits. Hence, doubling the key size may be a solution to retain the security level.

The US NIST has recently started a competition for quantum secure public-key cryptosystems for digital signatures, Public-Key Encryption (PKE) and Key-Establishment Mechanisms (KEMs) [33]. In the NIST Post-Quantum Cryptography (PQC) Standardization process [1], 26 schemes passed the first round and are currently competing in the second round, of which 9 are digital signature schemes. The evaluation criteria consists of three major components security, cost and performance and algorithm and implementation characteristics.

Based on the underlying hard problems, the submissions are divided into 5 broad categories: lattice-based, code-based, hash-based, isogeny-based and multivariate schemes. These categories have different characteristics with varying key sizes and performances. Multivariate is one of the main categories which is known to be very efficient for resource constraint devices but on the other hand, the key sizes are quite large. Under this category, there are four signature schemes namely GeMSS, LUOV, MQDSS and Rainbow. MQDSS is based on the Fiat-Shamir construction and GeMSS is a faster variant of QUARTZ. Lifted Unbalanced Oil and Vinegar (LUOV) is an improvement of the Unbalanced Oil and Vinegar (UOV) scheme with smaller public keys. Rainbow is an extension of UOV with an additional oil layer.

A number of side-channel attacks have been performed on PQC schemes. Bruinderink et al. [8] performed the first side-channel attack on lattice-based signature schemes in 2016, specifically a flush and reload attack on BLISS. The attack was extended to BLISS-B by Pessl et al. [36]. Both of these attacks targeted the Bernoulli and CDT sampling. An extension to this work was presented by Bootle et al. [6] which manages to recover 100% of the secret key compared to only 7% in the previous work [17]. Another side-channel attack by Ravi et al. [37] achieving existential forgery targeted Dilithium, a lattice-based signature scheme.

A more recent timing attack focused on the error-correcting codes used in lattice-based schemes by D’Anvers et al. [12] in 2019. Correlation Power Analysis (CPA) attack has also been shown to be effective by Park et al. [34] on Rainbow and UOV. The early timing attacks motivated a number of efforts to design constant-time discrete gaussian samplers, i.e. [25, 26, 49]. In fact, many of

Both authors contributed equally to this research.
We have discovered a practical technique which recovers all secret key bits in LUOV. **QuantumHammer** proceeds by injecting faults, collecting faulty signatures, followed by the divide and conquer attack. The faults are achieved using a realistic software only approach via a Rowhammer attack. In summary, in this work:

1. We introduce a simple technique that uses faulty signatures to mathematically trace and recover key bits. Each faulty signature yields a key bit. While not efficient, the technique gives us a tool we then amplify the efficiency of our attack using a analytical approach.
2. The analytical attack exploits structures in the generation of the public key using a small number of recovered key bits (using a modest number of faults injections), the complexity of attacking the overall multivariate system reduced to a number of much smaller MV problems, which are tractable with modest resources using brute force.

(3) Our attack is software only, i.e. we do not assume any physical access to the device. This also permits remote attacks on shared cloud servers or in browsers. We assume that the memory module is susceptible to Rowhammer and that faulty signatures can be recovered.

(4) Earlier fault attacks on post-quantum schemes assumed hypothetical faults. We present a successful end-to-end Rowhammer attack on constant-time AVX2 optimized implementation of the multivariate post-quantum signature scheme LUOV.

(5) We have demonstrated full key recovery of 11,229 bits for LUOV-7-57-197 in less than 4 hours of online Rowhammer attack and 49 hours of offline post-processing.

(6) This attack is applicable to all the variants of LUOV Scheme currently competing in Round 2 of NIST’s competition including the updates [44] after Ding et al. attack [15].

### 1.2 Outline

In Section 1.3, we explain the related work in detail. In Section 2, we give a brief explanation of Rowhammer attack and Oil and Vinegar Schemes, specifically LUOV Scheme. In Section 3, our novel bit-tracing attack on LUOV is explained with experiments and results. Section 4 details our **QuantumHammer** on LUOV. Section 5 contains experimental results of QuantumHammer. Section 6 proposes the countermeasures. We provide a discussion in Section 7 and Section 8 concludes the work.

### 1.3 Related Work

On Rainbow-like schemes, Ding et al. [14] introduced an algebraic Reconciliation attack as an early work in 2008. Afterwards, as for fault attacks on multivariate schemes, only a few results exist: In 2011 by Hashimoto et al. [23] on Big Field type and Stepwise Triangular System (STS) including UOV and Rainbow. In 2019, Kramer et al. [30] have also worked on UOV and Rainbow extending the earlier work. We will only talk about UOV and Rainbow in this section and not the Big Field type schemes. Reconciliation is an algebraic attack whereas other two works assume physical fault attacks, first introduced by Boneh et al. [5] but there are no details on fault injection technique. Kramer et al. claimed that randomness of vinegar variables and also the layers in Rainbow provide good protection against fault attacks. These studies consider there attack scenarios:

**Scenario 1 (Algebraic Attack)** In this scenario [14], we assume a purely algebraic attack that improves on brute force but does not assume any physical fault or any side channel information. Specifically, the aim is to invert the public map $P$ by finding a sequence of change of basis matrices. $P$ is decomposed into a series of linear transformations which are recovered step by step which significantly reduces the security level.

**Scenario 2 (Central Map)** It assumes that a coefficient of the secret quadratic central map $F$ has been faulted. By signing randomly chosen messages with the faulty $F'$ and verifying the signatures with the correct public key $P$, partial information about the secret linear transformation matrix $S$ can be recovered using

---

1The updated version is available at the author’s website [44].
\[ \delta = \mathcal{S} \circ (\mathcal{F}' - \mathcal{F}) \circ \mathcal{T}, \text{ where } \mathcal{T} \text{ is another secret linear transformation matrix. As } (\mathcal{F}' - \mathcal{F}) \text{ is sparse, } \mathcal{S} \text{ can be partially recovered. At least } m - 1 \text{ faults are required to recover some part of the secret key matrix } \mathcal{S}, \text{ where } m \text{ is the number of equations in the system. Both } [23] \text{ and } [30] \text{ have an assumption that the attack can induce faults in either } \mathcal{S}, \mathcal{F} \text{ or } \mathcal{T} \text{ and provided the success probabilities of hitting the central map } \mathcal{F}. \text{ Kramer et al. have additionally assumed a stronger attacker who can directly attack } \mathcal{F} \text{ or even specific coefficients of } \mathcal{F} \text{ to avoid unwanted scenarios. Kramer et al.} [30] \text{ refute a claim made earlier by Hashimoto et al. } [23] \text{ and claim that UOV is immune to the fault attack on the central map. It is because the attack is recovering part of } \mathcal{S} \text{ and not } \mathcal{T}, \text{ which is not present in the UOV scheme.}

**Scenario 3 (Fixed Vinegar)** This scenario assumes that the attacker is able to fix part of randomly chosen vinegar variables from \((x_{v-1}, \ldots, x_v)) \text{, where } v \text{ is the number of vinegar variables fixed out of total } n \text{ vinegar variables during multiple signature computation sessions. After that, message/signature pairs are generated and utilized to recover the secrets. } n - u + 1 \text{ pairs are needed to recover part of } \mathcal{T}. \text{ As the attack recovers partial information about } \mathcal{T}, \text{ it is applicable to both the UOV and Rainbow schemes but still not sufficient to recover the secret key.}

Shim et al. [40] have recently presented an algebraic fault analysis attack on the UOV and Rainbow schemes. They have assumed a similar scenario of fixed (reused) vinegar but they have two more scenarios as well: revealed and set to zero vinegar. They are also assuming physical faults and there are no details on how the faults are injected. Based on the number of faulty vinegar variables, they give the complexities for the attacks. For UOV, 59 Bytes of faulty vinegar are needed for full key recovery. They also provide the results for LUOV which are the only fault attack results so far on LUOV scheme. Due to the large parameter sizes, the results are not very promising to obtain a practical attack to target real-life deployments. Assuming 171 Bytes and 169 Bytes of faulty vinegar values for LUOV-8-63-256 and LUOV-8-49-242, the complexities drop from \(2^{181}\) and \(2^{192}\) to \(2^{127}\) and \(2^{109}\), respectively.

*The authors have not demonstrated the fault attack. In practice, fixing a large contiguous portion of vinegar values by physical fault injection or Rowhammer is very hard to achieve if at all possible.*

**Our attack scenario** is different from those presented in existing works [5, 14, 23, 30]. We are inducing faults in the last stage of the signing algorithm in the linear transformation \(\mathcal{T}\) of LUOV scheme. We have actually verified the assumption, i.e., we implemented an attack that induces bit flips in \(\mathcal{T}\). Note that the attack does not have any control in the position of the bit flips as within \(\mathcal{T}\) as assumed by our attack scenario. Also, we have the ability to detect if the bit flip was in \(\mathcal{T}\) or not. We have practically demonstrated this model by inducing the bit flips using the Rowhammer attack and not just assuming the faults as in previous research. To the best of our knowledge, this is the first work which actually induces bit flips (faults) through software in post-quantum cryptographic schemes. The goal here is to make use of the faulty signatures to track back to the flipped bits and leak the secret bits of \(\mathcal{T}\). We do not need any correct and faulty signature pairs. Rather we are able to correct the faulty signature by modifying the public signature values and verifying the modified signatures using signature verification mechanism as an oracle. Some recovered bits from this bit-tracing attack are used to decrease the complexity of the solution of Multivariate Quadratic (MQ) system to a practically solvable smaller MQ and Multivariate Linear (ML) systems by using a divide and conquer attack to recover the rest of the private key. We call this hybrid attack as **QuantumHammer**.

## 2 BACKGROUND

### 2.1 Rowhammer Attack

The Rowhammer attack is a software-induced hardware-fault attack discovered in 2014 by Kim et al. [27]. Data is stored in the form of bits in the DRAMs in memory cells, composed of capacitors and transistors. A charged capacitor represents a binary one and a discharged capacitor a binary zero or vice versa according to the convention. There is a threshold to decide the value of the bit according to the voltage level. These cells are placed very close to each other, generally 64K cells in a row. As capacitors leak charge over time, they need to be refreshed after a certain time period, typically after every 64 ms. But if a DRAM row is activated rapidly, it can affect the neighboring rows due to induction and refresh rate of 64 ms might not be enough to maintain the state of the capacitor. This phenomena causes the voltage levels to cross the threshold which results in bit flips.

As, the DRAM is shared between different processes or virtual machines, this bit flipping can lead to serious consequences. To perform a successful Rowhammer attack from an attacker process to a victim process sharing the same DRAM, the victim has to be located at one of the vulnerable DRAM rows identified by the attacker. Therefore, the attacker first identifies the rows vulnerable to Rowhammer and then free them from the process. Next step is to either wait for the victim to get that memory space assigned by the OS or force the victim to be placed at these rows. There are various techniques in the literature to achieve this, i.e. spraying [22, 39, 46], grooming [43] and memory-waylaying [21, 31, 47]. The attack works because the bit flips are highly reproducible, which means once the attacker has identified a list of bad cells in the DRAM, she can flip the values of the same cells causing a bit flip in the victim process. Previous research shows that Rowhammer attack is applicable in cloud scenarios [10] and heterogeneous FPGA-CPU platforms [45]. It can be launched remotely over the network [32, 42]. Rowhammer is even applicable on ECC chips [11] and DDR4 memories with Target Row Refresh (TRR) mitigations [18].

### 2.2 Oil and Vinegar Schemes

Consider a system of \(m\) Multivariate Quadratic (MQ) polynomials with \(n\) variables \(x_1, \ldots, x_n\)

\[
p^k(x_1, \ldots, x_n) = \sum_{i=1}^{m} \sum_{j=1}^{k} a_{ij}^k \cdot x_i \cdot x_j + \sum_{i=1}^{m} \sum_{j=1}^{k} b_{ij}^k \cdot x_i + c^k \quad (1)
\]

Note that, since we are using boolean equations, we reserved the exponent for use as an index.

Solving the MQ system is conjectured hard for sufficiently large \(m\) and \(n\). The MQ challenge by Yasuda et al. [48] gives a way to gauge the difficulty of solving real-life MQ instances with moderate size instances. A multivariate signature scheme may be build around...
the MQ system: the coefficients represent the public key \( P \), the system is solved for the hash of the message, the variable values that satisfy the equation (the solution to the MQ system) represents the signature. It is hard to solve this system and find a signature for a desired message unless we have a trapdoor \( P = S \circ F \circ T \), where \( S \) and \( T \) are the secret invertible linear transformations and \( F \) is the secret quadratic map having a special structure given as

\[
j(x_1, \ldots, x_n) = \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} x_i x_j + \sum_{i=1}^{n} \beta_i x_i + \gamma
\]  

(2)

Here, \( n \) variables \( x_1, \ldots, x_n \) are divided into two parts, \( x_1, \ldots, x_p \) as the vinegar variables and \( x_{p+1}, \ldots, x_n \) as the m oil variables where \( n = v + m \). The parameters \( a_{ij}, \beta_i, \gamma \) are chosen randomly from a finite field \( \mathbb{F} \) where \( k \) ranges from 1 to \( m \). The specialty of this structure is that there is no quadratic term with multiplication for \( F \). For instance the \( k \) row of \( T \) is of the following form:

\[
p^k_{3} = \sum_{i=1}^{v} \alpha_i \cdot x_i + \beta \cdot y + \gamma
\]

where \( \beta_i = (i-1)m + j - \sum_{l<i} \alpha_l, i, j, k \in \{1, \ldots, m\} \) and \( \beta_{ij} = 1, \ldots, m(m+1)/2 \).

For instance the \( k \) row of \( Q_2 \) is of the following form:

\[
Q_2(k, \beta_{ij}) = \begin{cases} 
  p^k_{3}(i, j) & i = j \\
  p^k_{3}(i, j) \oplus p^k_{3}(j, i) & i < j 
\end{cases}
\]

(4)

Intermediate \( m \times m \) matrix \( P^k_{3} \) is generated by the formula \( P^k_{3} = -TP^k_{1}T + TP^k_{2} \) where \( k = 1, \ldots, m \). Therefore, \((i, j)^{th}\) element of \( P^k_{3} \) is

\[
p^k_{3}(i, j) = \sum_{a=1}^{v} t_{ai} \cdot \sum_{l=1}^{a} \sum_{r_{ai} = a}^{v} t_{rij} b_{y, j} \text{ for } i, j \in \{1, \ldots, m\}. 
\]

(3)

2.3 **LUOV**

The public keys of UOV are prohibitively large to prevent widespread deployment. This motivated another proposal named LUOV by Beuclens et al. [2]. LUOV was submitted to NIST for the PQC standardization process and is currently competing in Round 2. One of the main innovations of LUOV is to reduce the large key sizes in UOV in the way that keys are generated and stored. Instead of storing and transferring large public keys every time, LUOV makes use of the idea that generating the keys whenever needed using a sponge type hash function and using a private seed for the private key and public seed and additional \( Q_2 \in \mathbb{F}_2^{m \times m(m+1)/2} \) matrix for the public key. Here we give a brief description of the LUOV scheme. A detailed description and supporting documentation can be found in [3].

2.3.1 **Key Generation.** process is depicted in Figure 1. Briefly, \( private\_seed \) is hashed by a sponge type hash function \( H \) generating \( public\_seed \) and \( o \times m \) private binary secret linear transformation matrix \( T \). Another hash function \( G \) generates public parameters \( C \in \mathbb{F}_2^m, L \in \mathbb{F}_2^{m \times n} \) and \( Q_1 \in \mathbb{F}_2^{n \times (2^{m+n}+1)/2} \) by hashing the \( public\_seed. \) A \( o \times v \) upper triangular matrix \( P^k_{1} \) and \( o \times m \) matrix \( P^k_{2} \) are generated by \( findP^k_{1} \) and \( findP^k_{2} \) algorithms respectively using \( Q_1 \) and an integer counter \( k \). The details of the algorithms can be found in [3]. In this work, we do not need the details of generation of \( P^k_{1} \) and \( P^k_{2} \), hence, we will consider \( P^k_{1} \) and \( P^k_{2} \) as given fixed random binary matrices. \( P^k_{1} \) and \( P^k_{2} \) are given as:

\[
P^k_{1} = \begin{pmatrix}
  a_{k,1}^{1} & a_{k,2}^{1} & \cdots & a_{k,o}^{1} \\
  0 & a_{k,2}^{1} & \cdots & a_{k,o}^{1} \\
  \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & \cdots & a_{k,o}^{1}
\end{pmatrix},
\]

\[
P^k_{2} = \begin{pmatrix}
  b_{k,1}^{1} & b_{k,2}^{1} & \cdots & b_{k,m}^{1} \\
  b_{k,1}^{2} & b_{k,2}^{2} & \cdots & b_{k,m}^{2} \\
  \vdots & \vdots & \ddots & \vdots \\
  b_{k,1}^{m} & b_{k,2}^{m} & \cdots & b_{k,m}^{m}
\end{pmatrix}
\]

2.3.2 **Signature Generation.** primitive of LUOV is shown in Figure 2 and explained in Algorithm 1. The binary linear transformation \( T \) and \( public\_seed \) are generated by the hash of random \( private\_seed \). Then, the hash of \( public\_seed \) outputs \( C, L \) and \( Q_1 \). Concatenation of message \( M \) and a random \( salt \) hashed by \( H \) produces message \( h \) to be signed. The solution of the MQ system \( F(s') = h \) is found by inserting randomly chosen vinegar variables \( v \) into the system. Since \( F \) has a special structure, MQ collapses to a linear system which can be easily solved which gives oil variables \( o \) by Gaussian elimination. Finally, the signature \( S \) is the concatenation of \( s = T \cdot o + o + \text{salt} \). It is important to note that \( o \) is publicly available in the signature. Therefore, it is known to the adversary. Algorithm 1 is divided into four parts. Parameter Generation, Augmented Matrix Generation, Gaussian Elimination and Generation of the Signature for the sake of simplicity.

2.3.3 **Signature Verification.** The verifier generates \( C, L \) and \( Q_1 \) from the \( public\_seed \) using the hash function \( H \). These parts are then combined with the publicly available \( Q_2 \) to form the public map \( P \). Similar to the signing algorithm, the message \( M \) and the \( salt \) are concatenated, then hashed using \( H \) to form the digest \( h \). If \( P(s) = h \), then the signature is verified, otherwise rejected.

3 **A NOVEL BIT-TRACING ATTACK ON LUOV**

In this section we outline a novel fault injection attack on LUOV. The attack succeeds in efficiently recovering secret key bits from
### Algorithm 1: LUOV Signature Generation

**Input:** private_seed, Message M  
**Output:** Signature (S||salt)

1. **Parameter Generation:** Binary linear transformation T and public_seed are generated by the hash of random private_seed. Then, the hash of public_seed outputs C, L, and Q₁. Concatenation of the message M and a random salt hashed by H produces message h to be signed.

2. **Augmented Matrix Generation:** Insert randomly chosen vinegar variables v into the MQ system \( F(\mathbf{s}') = h \) which collapses to a linear system. The augmented matrix generation algorithm is explained in Appendix A.

3. **Gaussian Elimination:** Linear system can be easily solved by Gaussian elimination which gives oil variables o. Note that, oil variables depend on h and v since the other parameters are generated by the same private_seed.

4. **Generation of the Signature:** Signature S is the concatenation of \( s = T \cdot o + v, o \) and salt.  
\[ \text{return} (S, \text{salt}) \]

---

**Figure 1:** LUOV public and private key generation processes.

**Figure 2:** Signature generation algorithm explained in four steps.

---

faulty signatures whereas faults may be injected through software only Rowhammer attack. The attack consists of three main phases, pre-processing, online and post-processing phase.

The pre-processing phase which includes templating, needs to be carried out on the same machine on which victim will be running. The purpose of this phase is to collect the physical addresses of the memory locations susceptible to Rowhammer. The victim does not need to be present or running in this phase. As double-sided Rowhammer requires contiguous chunk of physical memory, we allocate a 256 MBytes buffer and look for an 8 MBytes of contiguous memory using Spoiler [24]. After that, row conflicts are found to identify the virtual addresses mapped to the same DRAM bank. This is achieved using a side channel since the data coming from the same bank will take longer as compared to the data coming from the other DRAM banks. The bit-tracing is summarized in Figure 3 and then each step is explained in detail along-with results.

### 3.1 Pre-processing Phase (Templating)

The pre-processing (templating) phase of the attack is carried out on the machine where the attacker and the victim are co-located, sharing the same DRAM module. The victim does not need to be present or running in this phase. As double-sided Rowhammer requires contiguous chunk of physical memory, we allocate a 256 MBytes buffer and look for an 8 MBytes of contiguous memory using Spoiler [24]. After that, row conflicts are found to identify the virtual addresses mapped to the same DRAM bank. This is achieved using a side channel since the data coming from the same bank will take longer as compared to the data coming from the other DRAM banks.
banks. As the data from the row buffer needs to be copied back to the original row before the data from another row within the same bank is loaded into the row buffer, it creates additional delay. The measurements are shown in Figure 4 and a threshold value of 380 cycles is set in our experiments. This threshold value may vary from one machine to another.

Figure 4: Row conflicts for the pages from the detected contiguous memory. The higher timings indicate that the pages are mapped to the same DRAM bank which are the target for the Rowhammer attack.

Once we find the virtual addresses mapped to the same DRAM bank, we start the process of double-sided Rowhammer to find the DRAM rows suitable for Rowhammer. We found 125 rows in 8 MBytes of contiguous memory which are mapped to the same bank. Our results indicate that the rows in the DRAM are ordered sequentially if the targeted memory is contiguous. These rows are then taken 3 at a time with aggressor rows on the sides and the victim row in the middle and aggressor rows are accessed (hammered) repeatedly to get flips in the victim row. The number of bit flips found within this contiguous chunk can be seen in Figure 5 against the number of hammers. It is observed that the number of bit flips increase with the number of hammers. To find the susceptible memory locations in the pre-processing phase we set a value for number of hammers as $10^5$. The other observation is that there is not much difference between the number of $1 \rightarrow 0$ flips and $0 \rightarrow 1$ flips. To achieve bidirectional flips, we fill the aggressor rows with all zeros and the victim row with all ones for $1 \rightarrow 0$ flips and aggressor rows with all ones and the victim with all zeros for $0 \rightarrow 1$ flips as explained in Figure 6.

The final step of the pre-processing phase is to free the vulnerable memory pages from the attacker process so that the victim can be placed at that location for the online attack. We do this by using `munmap` instruction for every 8 KBytes row. As the bit flips are highly reproducible, Rowhammer will flip the same bits again but in the victim process in the online phase.

The experiments are carried out on a Haswell system with DDR3 memory, running Ubuntu OS. 17,129 vulnerable physical addresses are found in 5.7 hours. These experiments are done repeatedly

**Figure 3: Phases of novel bit-tracing attack on LUOV**

**Figure 5: Number of bit flips increases with the increase in number of hammers. The experiment is repeated 30 times for each number of hammers on an 8 MBytes contiguous chunk of memory and the results are then averaged out.**

**Figure 6: Double-sided Rowhammer with different data patterns.** If the attacker rows are filled with all zeros, the bit flips occur in $1 \rightarrow 0$ direction and if the attacker rows are filled with all ones, the bits are flipped from $0 \rightarrow 1$. This strategy helps to recover the values of the bit positions of $T$ traced by the bit-tracing attack.
using a script as 8 MBytes of contiguous memory is not enough for gathering these many addresses. So, 256 MBytes of memory is allocated again and again out of which 8 MBytes of contiguous chunk is detected. Each chunk is then checked for all possible bit flips. A big single chunk of contiguous memory is hard to find in a live system running various processes.

3.2 Online Phase (Rowhammer attack)

The pre-processing phase gives a list of vulnerable physical addresses and the goal of the online phase is to first place the target linear transformation $T$ of LUOV scheme at one of those physical addresses and then do the double-sided rowhammer again to get bit flips in $T$. For experimental purposes, we achieve this by keeping allocating memory pages for the $T$ with in the victim process until it either gets in one of the target addresses or one page next to a target address. This is because one DRAM row comprises 8 KBytes having two 4 KBytes pages and the size of the $T$ matrix is less than a 4 KBytes page. For LUOV-7-57-197, the size of the linear transformation matrix $T$ is $(57 \times 197)/8 = 1, 404$ Bytes. Hence, if $T$ gets in either of the two pages of the target row, we can start doing the Rowhammer attack. This process is time consuming as a large number of memory pages are allocated until $T$ is mapped to the desired target address.

The placement of victim can also be achieved by using other techniques present in the literature like spraying [22, 39, 46], grooming [43] and memory-waylaying [21, 31, 47]. Figure 7 shows the number of $T$ bits flipped against time. The number of bit flips do not increase linearly with time as we start getting the same bit flips over and over again. Out of 25,335 bit flips, only 8,902 were unique in 16 hours of the online phase. We can see that in the first hour we get 1,334 bit flips, little less than a double in two hours and after that the bit flips are getting repeated more often. Still, we are able to recover approximately 80% of the $T$ bits in 16 hours. Figure 8 indicates the number of bit flips per column of $T$ which will be used by QUANTUMHAMMER in Section 4. The working of the attack is verified when the victim and attacker process are running independently in different terminals but due to the system crashes, memory constraints, disk errors and synchronization problems, the attacker and the victim process are combined as we needed to run the experiments for 16 hours continuously. For example, in a 2GB memory in which only 25% memory is available in a running system, two separate processes start taking the swap partition. This makes the system slow and unresponsive.

3.3 Post-processing Phase

The post-processing phase takes the faulty signatures collected in the online phase and is able to recover the key bits of $T$. We consider it a weakness of the LUOV scheme because the faulty public signatures should not lead back to the secret key bits of $T$. In the LUOV scheme, if $T$ is recovered, the secret central map $F$ can be easily computed using the public map $P$, as $P = F \circ T$. Thus, recovering $T$ is enough to break the scheme and forging any signature. The bit-tracing algorithm can be executed offline on any other system or cluster independently.

In the last stage of LUOV, there is a linear transformation $T$ which gives the signature as the output. The intuition behind the bit-tracing attack is to flip bits in $T$ and observe the effect on the signature values. Once we get a faulty signature, the signature verification algorithm is utilized as an oracle to correct the signature by iteratively modifying the faulty signature. When the correct signature is found and the verification test is passed, bit-tracing algorithm mathematically tracks back to the flipped bit and is able to get information about the position of the flipped bit. By filling the attacker rows with all ones and the victim row with all zeros, we can tell that the flipped bit was a zero or vice versa.

We target the last part of the signature generation algorithm of LUOV which is a linear transformation $s_{ov1} = T_{ovm} \times o_{mx1} \oplus v_{ov1}$ or in the matrix form as Equation 5.

$$\begin{bmatrix} s_1 \\ s_2 \end{bmatrix} = \begin{bmatrix} t_{11} & \ldots & t_{1m} \\ t_{21} & \ldots & t_{2m} \end{bmatrix} \times \begin{bmatrix} o_1 \\ o_2 \end{bmatrix} \oplus \begin{bmatrix} v_1 \\ v_2 \end{bmatrix}$$

Equation 5

Our bit-tracing algorithm for LUOV is given in Algorithm 2 which takes $v \times m$ signature verifications to trace 1 bit of $T$ for 1 bit flip. The inputs to the algorithm are all public parameters: 1) the faulty signature $S$ which we get after flipping the bit using Rowhammer attack, 2) the message $M$, 3) public map $P$. The algorithm finds the correct signature by replacing each element of $S$ with the XOR of itself and each element of the other variables. On successful verification, the indexes of the bit flip $(r, c)$ in $T$ are returned which indicates the bit flip position in $T$. If there is a bit flip somewhere in $T$, say at index $(r, c)$, multiplication of $r^{th}$ row of $T$ and $o$ results in a difference in $s$ which is $o_1$ at the term $s_{cr}$. As the $o$ and $s$ are public, we can try all potential differences which are the elements of $o$ XORed with all elements of the $s$ to check which one of the oil variable caused the error due to a bit flip in $T$. We achieve this by replacing each element of $s$ with its XOR of all elements of $o$ one by one and pass it to the signature verification oracle. Once, the signature gets verified, we get the indexes of the flipped bit in $T$, which are $(r, c)$. The value of the bit can be recovered by knowing the direction of the bit flip. A 0 $\rightarrow$ 1 flip means that the
Figure 7: Online phase of Rowhammer attack. The plot depicts the bit flips in the \( T \) matrix in the form of pixels, where white pixels indicate the flipped bits. Approximately 80\% of the key bits are flipped in 16 hours.

Figure 8: Number of bits recovered per column of \( T \) in 16 hours of online phase.

For 2-bit scenario, Algorithm 2 can be modified to recover 2 bits of \( T \) if \( v \times m \) verifications fails to correct the signature. In this scenario, there are two cases. First one is that 2 bit flips are in the different rows of \( T \) which requires us to take all combinations of elements of \( s \), 2 at a time which is \( \binom{57}{2} \). For each combination, we need \( m^2 \) verifications by XORing both elements of the combination with all elements of \( o \). The first scenario hence needs \( m^2 \times \binom{57}{2} \) verifications. For 2 bit flips in the same row, the error is just in one element of \( s \). For each element of \( s \), we need to XOR all combinations of \( o \), 2 at a time with the element of \( s \), until we find the correct signature. This scenario requires \( v \times \binom{57}{2} \) signature verifications. In total, we need \( m + m^2 \binom{57}{2} + v \binom{57}{2} \) signature verifications for 1 bit and 2 bit scenarios combined. If there are multiple bit flips in \( T \) in the online phase, they can be controlled by changing the data patterns in the aggressor rows and turning on and off certain bit flips. We have successfully tested this method via an independent experiment. But found that it increases the duration of the online phase. It was more efficient to just ignore the rare cases of more than 2 bit flips.

<table>
<thead>
<tr>
<th>Implementation</th>
<th>LUOV Variant</th>
<th>1-bit Tracing Offline(Sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AVX2</td>
<td>luov-7-57-197-chacha</td>
<td>1.58</td>
</tr>
<tr>
<td></td>
<td>luov-7-57-197-keccak</td>
<td>11.44</td>
</tr>
<tr>
<td></td>
<td>luov-7-83-283-chacha</td>
<td>10.46</td>
</tr>
<tr>
<td></td>
<td>luov-7-83-283-keccak</td>
<td>58.22</td>
</tr>
<tr>
<td></td>
<td>luov-7-110-374-chacha</td>
<td>35.19</td>
</tr>
<tr>
<td></td>
<td>luov-7-110-374-keccak</td>
<td>239.34</td>
</tr>
<tr>
<td>AVX2 (precompute)</td>
<td>luov-7-57-197-chacha</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td>luov-7-57-197-keccak</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td>luov-7-83-283-chacha</td>
<td>1.64</td>
</tr>
<tr>
<td></td>
<td>luov-7-83-283-keccak</td>
<td>1.63</td>
</tr>
<tr>
<td></td>
<td>luov-7-110-374-chacha</td>
<td>4.98</td>
</tr>
<tr>
<td></td>
<td>luov-7-110-374-keccak</td>
<td>4.99</td>
</tr>
</tbody>
</table>

Table 1: Post computation times for bit-tracing attack, Algorithm 2 on LUOV. This computation is done offline and can easily be parallelized and distributed. The measurements are taken on a single machine with a Skylake Intel Core i5-6440HQ CPU @2.6GHz processor. Note that these timings are for \( v \times m \) verifications which is the worst case scenario. In practice, the bits are traced in fewer iterations depending upon the position of the bit flip in \( T \).
3.4 Performance
Table 1 summarizes the time it takes to perform the post-processing time, i.e., the bit-tracing step. The computation is performed offline and can easily be parallelized since all this step does is to search for the fault location using the faulty signature. Enabled by Rowhammer, the bit-tracing attack manages to effectively recover bits of $T$, the secret key matrix. Assuming single faults, each recovered secret key bit requires a successful Rowhammer fault injection, which takes significant amount of time, i.e., we get about 23 flips per minute on our target platform in the first hour, while the flipping performance degrades with time, see Figure 5. Remember that for LUOV-7-57-197 we have 11,229 key bits to recover. Recovering the entire signature key bit-by-bit would take more than 16 hours of live observation which is unrealistic.

Alternatively, if we try to reduce the complexity of the LUOV MQ equation system to enable SAT solving then the best strategy would be to target specific rows of $T$ using Rowhammer. Using each fully recovered row, we can recover a new variable. As the original oil and vinegar scheme with equal number of oil and vinegar variables already shown to be breakable by Patarin, we need to eliminate $v - m$ variables which means $v - m$ rows of $T$ need to be recovered using Rowhammer attack. This approach too is costly.

Rather than trying to recover the entire key or to eliminate variables until the security collapses, we introduce a novel attack, i.e., QUANTUMHammer as described in the following section, that uses the bit-tracing attack as an oracle.

4 QUANTUMHammer
We present QUANTUMHammer attack that significantly reduces the complexity to the LUOV MQ system by splitting it into smaller MQ problems. This is achieved by using the bit-tracing attack as an oracle to recover a small number of specifically chosen key bits. Overall attack complexity is drastically reduced compared to an attack that only uses bit-tracing. Next we delve into the details of the LUOV construction. Specifically we analyze the key generation process to obtain a simpler formulation.

4.1 Divide and Conquer Attack
Let $MQ(v, m)$ and $ML(v, m)$ represent systems of $m$ quadratic and $m$ linear equations of $v$ unknowns, respectively. Our aim is to attack key generation part of LUOV explained in Section 2.3.1 and recover boolean private linear transformation matrix $T$. The public parameter $Q_2$ is generated from the intermediate matrix $P^k_3$ by Equation 4. $P^k_3$ is formulated in terms of $P^k_1$, $P^k_2$ and $T$ where $P^k_1$ and $P^k_2$ are publicly re-generatable from public parameter $Q_1$.

Therefore, for a direct attack, we need to solve a $MQ(v \cdot m, \frac{m^2 + m}{2})$ in which equations are from Equation 4 and unknowns are the elements of $T$. For the NIST Round 2 submission LUOV-7-57-197, with parameters $m = 57$ and $v = 197$ solving the overall quadratic system appears infeasible unless there is a major breakthrough.

Instead of trying to attack the $mv$-bit secret key matrix $T$ as a whole, or recovering some part of $T$ by bit-tracing attack and applying exhaustive search to the rest, we gain a more powerful attack, QUANTUMHammer, by exploiting the relation between the public matrices $P^k_1$, $P^k_2$, $Q_2$, where $k$ from 1 to 2 and private linear transformation matrix $T$ (remember the LUOV key generation process in Figure 1).

We start by making some observations on the structure of $Q_2$.

4.2 Observations on the structure of $Q_2$
Even though $Q_2$ yields a large $MQ(v \cdot m, \frac{m^2 + m}{2})$ system, one can divide $Q_2$ column by column and consider it as a set of combination of discrete, smaller MQ systems in terms of columns of $T$, i.e., set of $MQ(v, m)$ and $MQ(2a, m)$ systems by Equation 4 and Equation 3.

Assuming bit-tracing attack recovers $x$ bits from a column of $T$, it is possible to reduce the related systems into one of $MQ(v - x, m)$, $ML(v - x, m)$ and $ML(v, m)$ systems. These equations have certain structure that we wish to exploit to recover the entire $T$, column by column. The following definitions and observations will lead us to divide and conquer attack:

1. Define $\mathcal{A}_i$ as the set of $m$ equations of $v$ variables, $MQ(v, m)$ where equations are $Q_{2a, β_i}$, $p_{2a}(i, i)$ for $k$ from 1 to $m$ and variables are the $i^th$ column of $T$, i.e., $t_{1i}, \ldots, t_{oi}$.

2. Suppose $x$ elements of the $j^th$ column of $T$ are known/recovered. Define $\mathcal{A}_i(x)$ as a reduced system of $\mathcal{A}_i$ by inserting the $x$ recovered bits into $\mathcal{A}_i$. Note that, inserting $x$ variables into $\mathcal{A}_i$ reduces the system to $MQ(v - x, m)$ from $MQ(v, m)$.

3. Define $\mathcal{B}_{i,j}$ as the set of $m$ equations of $v$ variables, $MQ(2a, m)$ where the equations are $Q_{2a(k, β_{ij})}$, $p_{2a}(i, j)$ for $k$ from 1 to $m$ and variables are the $i^th$ and $j^th$ columns of $T$, i.e., $t_{1i}, \ldots, t_{oi}, t_{1j}, \ldots, t_{oj}$.

4. Suppose $j^th$ column of $T$, i.e., $t_{1j}, \ldots, t_{mj}$, is known. Inserting these variables into $\mathcal{B}_{i,j}$ reduces the system from quadratic $MQ(2a, m)$ system to a linear $ML(v, m)$system, where the unknowns are $t_{1i}, \ldots, t_{oj}$. We denote the insertion of the $j^th$ column of $T$ into $\mathcal{B}_{i,j}$ by $\mathcal{B}_{i,j}(t_{1i}, 0)$. Note that, this reduces the hard problem $MQ(2a, m)$ into underdetermined linear $ML(v, m)$ system.

5. Suppose $x$ elements of the $j^th$ column of $T$ and the entire $j^th$ column of $T$ are known. Inserting these known variables into $\mathcal{B}_{i,j}$ reduces the system from $MQ(2a, m)$ to $ML(v - x, m)$. The new system is denoted by $\mathcal{B}_{i,j}(t_{1i}, x)$. If $x \geq v - m$ then the system reduces to an overdetermined linear system from an underdetermined one. Therefore, the new system has a unique solution and is efficiently solvable.

4.3 A Practical Divide and Conquer Attack
We are going to use bit-tracing attack as an oracle to recover some bits of some column in matrix $T$. Informally, QUANTUMHammer proceeds as follows:

4.3.1 Bit-tracing (Section 3): Suppose $x$ bits in some column of $T$ is enough to reduce $MQ(v, m)$ system into a solvable $MQ(v - x, m)$ system. When $x$ bits are recovered via bit-tracing in some column, we stop bit-tracing and recover the bits as explained in Section 3. Apply bit-tracing attack, and recover bits of $T$ until the highest number of recovered bits from a column is $v - m$. Pick the highest $\left\lfloor \frac{m}{2} \right\rfloor$ columns. Assume the highest number of recovered bits are $x_1, x_2, x_3$ and $x_4$ bits in $a_1, a_2, a_3$ and $a_4$ columns of $T$,
Note that, bit-tracing recovers additional bits from different columns of \( T \). But, having \( \left\lceil \frac{n}{m} \right\rceil \) columns of \( T \) is enough to reduce the MQ systems into ML systems and can efficiently solve it. Therefore, we do not need to use the remaining bits recovered by bit-tracing in different columns of \( T \).

4.3.2 Quadratic Steps (Algorithm 3):

(1) Consider \( \mathcal{A}_{a_1} \), more specifically, consider the elements of \( p_{a_1}^{k}(a_1) \) terms of \( P_{a_1}^{k} \) for \( k \) from 1 to \( m \) and \( a_1 \) is the highest column of \( T \). Inserting \( x_1 \) recovered bits into the system \( \mathcal{A}_{a_1} \), reduces the \( MQ(v, m) \) system into \( ML(v, x_1, m) \). We recover the remaining \( v - x_1 \) elements of \( a_1^{th} \) column \( T \) which are \( t_{a_1}, \ldots, t_{a_1} \).

(2) Insert recovered \( a_1^{th} \) column of \( T \) into \( B_{a_1, a_2} \) and \( x_2 \) recovered bits of \( a_2^{th} \) column of \( T \) into the systems \( B_{a_1, a_2} \) and \( \mathcal{A}_{a_2} \). The system reduces to practically soluble \( MQ(v - x_2, m) \) \( ML(v - x_2, m) \). The solution of the reduced system gives the full \( a_2^{th} \) column of \( T \) which is \( t_{a_2}, \ldots, t_{a_2} \). Note that, even though solving \( MQ(v - x_2, m) \) is much easier than solving \( MQ(v, x_1, m) \), there are \( m \) additional linear equations from \( ML(v - x_2, m) \) which decrease the number of unknowns from \( v - x_2 \) to \( v - x_2 \). Therefore, \( MQ(v, x_1, m) \) is a much easier system to solve than \( MQ(v, m) \).

(3) Apply the same strategy to all \( a_i \) columns of \( T \), i.e., insert \( a_1 \) and \( a_2^{th} \) columns of \( T \) which are recovered in the first two steps, into the systems \( B_{a_1, a_2} \) and \( \mathcal{A}_{a_2} \). The complexity reduces to \( B_{a_1, a_2} \) \( B_{a_2, a_3} \) \( \mathcal{A}_{a_3} \). Thus, the system reduces to \( ML(v - x_3, 2m) \) \( MQ(v - x_3, m) \) which has the solution of \( x_3^{th} \) unknowns from the \( a_3 \) column which is \( t_{a_3}, \ldots, t_{a_3} \). Note that, the solution of the system is equivalent to the solution of \( MQ(v - x_3, 2m) \) which is much easier than the previous steps.

(4) The same strategy can be applied to recover \( a_4^{th} \) column of \( T \) by using previously recovered columns of \( T \) in addition to recovered \( x_4 \) bits of the \( a_i^{th} \) column in bit-tracing attack. Inserting the known columns will reduce the complexity to \( ML(v - x_4, 3m) \) \( MQ(v - x_4, m) \). This is a solvable system since it is equivalent to \( MQ(v - x_4, m) \). The solution gives us \( a_4^{th} \) column elements \( t_{a_4}, \ldots, t_{a_4} \).

After \( \left\lceil \frac{n}{m} \right\rceil \) steps, \( \left\lceil \frac{n}{m} \right\rceil \) recovered columns of \( T \) are enough to reduce the smaller MQ systems of remaining columns into overdetermined ML systems. In the following steps, we are going to explain how one can reduce any small MQ system to a ML if \( \left\lceil \frac{n}{m} \right\rceil \) columns are recovered.

4.3.3 Linear Steps (Algorithm 4):

Suppose there are \( \left\lceil \frac{n}{m} \right\rceil \) recovered columns of \( T \) from the quadratic steps. Inserting the bits of recovered columns into the related systems will give us the following reduced ML system:

\[
\bigcup_{i=1}^{m} B_{a_i, \beta}(t_i, 0)
\]

where \( a_i \)'s are the column numbers of recovered columns of \( T \) and \( \beta \) is the column number of attacked column of \( T \). This gives us an overdetermined \( ML(a_i, \left\lceil \frac{n}{m} \right\rceil \cdot m) \) system which can be solved efficiently.

Note that, by the linear steps, we can recover the rest of \( T \) columns one by one in \( m - \left\lceil \frac{n}{m} \right\rceil \) steps.

Algorithm 3: Quadratic Steps

Input: \((a_1, x_1), \ldots, (a_M, x_M)\) \(\rightarrow\) high recovered columns
Output: \((t_a, \cdots, t_a)\) \(\rightarrow\) from Bit-tracing

1. \(\mathcal{A}_{a_1}(x_1) \leftarrow MQ.Gen(a_1, x_1)\)
2. \(t_{a_1} \leftarrow Eqn.Solver(\mathcal{A}_{a_1}(x_1), \emptyset)\)
3. for \(i\) from 2 to \(\kappa = \left\lceil \frac{n}{m} \right\rceil\) do
   4. \(\mathcal{A}_{a_i}(x_i) \leftarrow MQ.Gen(a_i, x_i)\)
   5. for \(j\) from 1 to \(i-1\) do
      6. \(B_{a_i, a_j}(x_i, t_j) \leftarrow ML.Gen((a_i, x_i), (a_j, t_j))\)
      7. \(\rightarrow\) Linear Part
   end
   8. \(t_i \leftarrow Eqn.Solver(\mathcal{A}_{a_i}(x_i), \bigcup_{j=1}^{i-1} B_{a_i, a_j}(x_i, t_j))\)
end

Algorithm 4: Linear Steps

Input: \((a_1, t_{a_1}), \ldots, (a_M, t_{a_M})\) \(\rightarrow\) Recovered Columns
Output: \((t_1, \cdots, t_M)\) \(\rightarrow\) Columns of \( T \)

1. For \(i\) from 1 to \(m\) do
   2. for \(j\) from 1 to \(\kappa\) do
      3. \(B_{i, a_j}(0, t_{a_j}) \leftarrow ML.Gen((i, \emptyset), (a_j, t_{a_j}))\) \(\rightarrow ML(v, m)\)
   end
5. \(t_i \leftarrow Eqn.Solver(0, \bigcup_{j=1}^{\kappa} B_{i, a_j}(0, t_{a_j}))\) \(\rightarrow ML(v, \kappa \cdot m)\)
return \(t_i\)

Algorithm 5: MQ.Gen

Input: \(i, x\) \(\rightarrow\) \(i\): column# in \( T \), \(x\): known elements in \(i^{th}\) column of \( T \)
Output: \(A_j(x) \leftarrow GenMQ(i)\) \(\rightarrow\) use Equation 3 for \(i = j\)
2. \(A_j(x) \leftarrow InsertVec(A_j, x)\) \(\rightarrow\) Section 4.2, item 2
3. return \(A_j(x)\)

5 EXPERIMENTAL RESULTS

Bit-tracing:
We have attacked the constant-time AVX2 reference implementation of LUOV-7-5-197 [44] on a Haswell system equipped with Intel Core i7-4770 CPU @ 3.40GHz, 2 Gbytes DDR3 DRAM, model Samsung (M378B5773DH0-CH9). Pre-processing (templatting) step is performed in 5.7 hours to find 17,129 physical addresses vulnerable to the bit-tracing attack. After that, 16 hours of online phase is carried out in which the victim is running and performing signing.
Algorithm 6: Ml_Gen

\textbf{Input:} \((i, x), (j, y)\) \hspace{1cm} \triangleright i, j: column# in \(T\),
\hspace{1cm} \triangleright x, y: known elements in the
\hspace{1cm} \triangleright x, y^{th} columns of \(T\), respectively

\textbf{Output:} \(B_{i,j}(x, y)\)
\begin{enumerate}
  \item \(B_{i,j} \leftarrow EqnGen(i, j)\) \hspace{1cm} Section 4.2, item 3
  \item \(B_{i,j}(x, y) \leftarrow InsertVec(B_{i,j}, x, y)\) \hspace{1cm} Section 4.2, item 5
  \item return \(B_{i,j}(x, y)\)
\end{enumerate}

Algorithm 7: Eqn_Solver

\textbf{Input:} \(\mathcal{A}_i(x), \cup_{j=1}^{i-1} B_{i,j}(x, y)\)
\textbf{Output:} \(t_f\) or No Result
\begin{enumerate}
  \item if \(v - x \leq m\) then Solve \(\mathcal{A}_i(x)\) \hspace{1cm} \triangleright MQ(v - x, m)
  \item if \(v - x - (i - 1)m \leq 0\) then Solve \(\cup_{j=1}^{i-1} B_{i,j}(x, y)\)
  \hspace{1cm} \triangleright MQ((i - 1)m, v - x)
  \item if \(0 \leq v - x - (i - 1)m \leq m\) then Solve \(\triangleright MQ(v - x - (i - 1)m, v - x)\)
  \item if \(0 \leq v - x - (i - 1)m \leq m\) then Solve \(\triangleright MQ(v - x - (i - 1)m, v - x)\)
  \item else break \hspace{1cm} \triangleright No Solvable System
  \item return \(t_f\)
\end{enumerate}

Algorithm 8: Matrix_Gen

\textbf{Input:} \(Q_1\)
\textbf{Output:} \(P_k^3, Q_2\)
\begin{enumerate}
  \item \(P_{k1} \leftarrow findPk1(Q_1, k)\) \hspace{1cm} [3]
  \item \(P_{k2} \leftarrow findPk2(Q_1, k)\) \hspace{1cm} [3]
  \item \(P_{k3} \leftarrow GenPk3(P_{k1}, P_{k2}, k)\) \hspace{1cm} \triangleright MQ(v - x, v - x)
  \item \(Q_2 \leftarrow GenQ2(P_k3)\) \hspace{1cm} \triangleright Equation 4
  \item return \(P_k^3, Q_2\)
\end{enumerate}

<table>
<thead>
<tr>
<th>(n = m)</th>
<th>Time</th>
<th>(n = m)</th>
<th>Time</th>
<th>(n = m)</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>2.7s</td>
<td>52</td>
<td>1h 32m</td>
<td>55</td>
<td>6h 15m</td>
</tr>
<tr>
<td>43</td>
<td>12s</td>
<td>53</td>
<td>3h 3m</td>
<td>56</td>
<td>24h 45m</td>
</tr>
<tr>
<td>49</td>
<td>11m 33s</td>
<td>54</td>
<td>3h 6m</td>
<td>57</td>
<td>49h 30m</td>
</tr>
</tbody>
</table>

Table 2: Exhaustive search timing for different sizes for \(MQ(n, n)\) taken on Nvidia GTX 1080Ti GPU.

operations. Using bit-tracing attack, we recover 4,116 bits with 3 hours and 49 minutes of online observation. The faulty signatures are processed offline on a separate machine to recover the key bits

Note that the attack recovers up to 140 bits in any column of \(T\) which is enough for a successful QUANTUMHAMMER attack. The distribution of the bits in the 57 columns of \(T\) is given in Figure 9. Some columns of \(T\) have been located in DRAM buffers that are more flippily than others.

The source code for QUANTUMHAMMER is made available at http://github.com/VernamLab/QuantumHammer.

Quadratic Steps:

In preparation for QUANTUMHAMMER, \(p_{k}^3(i, j)\) were generated by the Equation 3 using the coefficients from \(p_{k}^1\) and \(p_{k}^2\). MQ systems are generated by Equation 4 using \(p_{k}^3(i, j)\) equations. To solve the generated system of equations, we focused on \(\left[ \frac{197}{57} \right] = [3\frac{70}{57}] = 4\) columns with the highest number of recovered bits: columns 5, 23, 7 and 21 with 140, 135, 133 and 131 recovered bits, respectively. In every step of quadratic and linear steps, we recover a column of \(T\). Experimental results of quadratic steps are given in Table 3.

It is important to note that, in the first step, we recover the 5\(^{th}\) column of \(T\), by solving a MQ(57, 57) system reduced from the underdetermined MQ(197, 57) thanks to 140 recovered bits obtained by the bit-tracing attack. Without it, it would not be possible to recover the rest of the 5\(^{th}\) column. The system is solved by exhaustive search in roughly 49 hours on i7 Intel CPU with Nvidia GTX 1080 Ti GPU. In Table 2 exhaustive search timing for different sizes of \(MQ(n, n)\) is given. We used the GPU implementation of [7] compiled using the Nvidia CUDA 10.0 framework. The offline exhaustive search can be trivially sped up by employing multiple GPUs since the search is fully parallelizable.

In the second step, we targeted 23\(^{rd}\) column with the 135 bits recovered bits from bit-tracing. With these 135 bits, the system starts out as \(MQ(62, 57)\). Next, we insert the values obtained from the 5\(^{th}\) column to reduce the complexity to \(MQ(5, 57)\). We can instantly solve this system via exhaustive search. At this point, by inserting the recovered bits in the first two steps, we reduced the remaining equations into (over-defined) linear systems only.

Linear Steps:

In the quadratic steps, we recovered 4 columns of \(T\). Inserting these values into remaining equations will give us an under determined \(ML(197, 57)\) system. We end up with 228 linear equations with 197 unknowns which can be solved via Gaussian elimination. Even though we can generate more linear equations by using more bits of \(T\) previously recovered by bit-tracing, we do not need any extra equations to solve the system. In 53 steps, all the remaining columns of \(T\) are recovered as summarized in Table 4.
Table 3: Quadratic steps in our experimental QUANTUMHAMMER on LUOV-7-57-197. In every step, table lists the targeted column of \( T \), number of recovered bits during bit-tracing, size of ML system obtained after inserting previously recovered columns, complexity of the solution for the linear part, number of linear equations and unknowns, parameters for the quadratic part, and the complexity of the overall system after using ML to reduce the unknowns in quadratic part.

<table>
<thead>
<tr>
<th>Step</th>
<th>Target Col</th>
<th>Num. of Rec. bits</th>
<th>Linear Part</th>
<th>Quadratic Part</th>
<th>Overall Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Linear</td>
<td>ML System</td>
<td>Equation System</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>140</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>23</td>
<td>135</td>
<td>5</td>
<td>( B_{5,23}(197, 135) )</td>
<td>ML(62, 57)</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>133</td>
<td>5</td>
<td>( B_{7,7}(197, 133) )</td>
<td>ML(64, 57)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>23</td>
<td>( B_{23,7}(197, 133) )</td>
<td>ML(64, 57)</td>
</tr>
<tr>
<td>4</td>
<td>21</td>
<td>131</td>
<td>5</td>
<td>( B_{5,21}(197, 131) )</td>
<td>ML(66, 57)</td>
</tr>
</tbody>
</table>

Table 4: Linear steps in our experimental QUANTUMHAMMER on LUOV-7-57-197. In every step, table lists the targeted column of \( T \), inserted columns used to generate ML system, and resultant equation systems, the size of the generated ML systems, and the number of equations and unknowns in the overall linear system and overall complexity are given.

<table>
<thead>
<tr>
<th>Step Nmbr</th>
<th>Target Col</th>
<th>Inserted Col</th>
<th>Linear Part</th>
<th>ML System</th>
<th>Overall Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1</td>
<td>5</td>
<td>( B_{5,1}(197, 0) )</td>
<td>ML(197, 57)</td>
<td>228</td>
</tr>
<tr>
<td></td>
<td></td>
<td>23</td>
<td>( B_{23,1}(197, 0) )</td>
<td>ML(197, 57)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>( B_{7,1}(197, 0) )</td>
<td>ML(197, 57)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>21</td>
<td>( B_{21,1}(197, 0) )</td>
<td>ML(197, 57)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>5</td>
<td>( B_{5,2}(197, 0) )</td>
<td>ML(197, 57)</td>
<td>228</td>
</tr>
<tr>
<td></td>
<td></td>
<td>23</td>
<td>( B_{23,2}(197, 0) )</td>
<td>ML(197, 57)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>( B_{7,2}(197, 0) )</td>
<td>ML(197, 57)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>21</td>
<td>( B_{21,2}(197, 0) )</td>
<td>ML(197, 57)</td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>57</td>
<td>5</td>
<td>( B_{5,57}(197, 0) )</td>
<td>ML(197, 57)</td>
<td>228</td>
</tr>
<tr>
<td></td>
<td></td>
<td>23</td>
<td>( B_{23,57}(197, 0) )</td>
<td>ML(197, 57)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>( B_{7,57}(197, 0) )</td>
<td>ML(197, 57)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>21</td>
<td>( B_{21,57}(197, 0) )</td>
<td>ML(197, 57)</td>
<td></td>
</tr>
</tbody>
</table>

6 COUNTERMEASURES

The effectiveness of QUANTUMHAMMER requires us to consider practical countermeasures at various levels:

Preventing Rowhammer: The most effective solution to prevent any Rowhammer fault-injection attack is to implement stronger isolation, such as using dedicated instances for any sensitive processes. If isolation is not possible, an effective alternative approach to reduce the impact of Rowhammer is increasing the DRAM row refresh rate. DDR3 and DDR4 refresh each row at least every 64 ms. That said many systems permit the refresh rates at 32 or 16 ms for better memory stability.

Online Detection of Rowhammer: One may also seek to employ active countermeasures for online detection of Rowhammer. For this, Hardware Performance Counters (HPCs) can be used to monitor counters like cache hits and cache misses to detect Rowhammer.

Suppressing Faulty Signatures: Another way to counter faults in the signature schemes is to verify the signatures at sender side before sending it but that will involve additional processing. A faster approach can be to repeat the final linear transformation stage of the signing operation with an independently generated \( T \) and check if the signatures are identical. Clearly, in this case one must ensure that the checking mechanism itself does not become a target itself.

7 DISCUSSION

The first algebraic attack targeting UOV type schemes which does not require any physical access is Reconciliation attack introduced.
by Ding et al. [14]. The attack aims to invert the public map. Decomposing the public map \( P \) into the multiplication of a series of specific linear transformations allows the attacker to recover every transformation one-by-one by exhaustive search algorithms such as F4/F5 or FXL. The result is a purely algebraic attack that significantly reduces the assumed security margin of LUOV.

In the Divide-and-Conquer Attack, we follow a similar approach in the sense that we exploit one of the innovations of LUOV, i.e. the structure of the public key \( Q_2 \). Being empowered by Rowhammer and the bit-tracing attack, we take the attack further into full recovery of all key bits. This is achieved by converting the MQ system into smaller under-determined MQ systems which are in the same form as the original MQ system. Instead of decomposing the matrix, we regroup the equations into a discrete set of variables. Without the amplification of the fault attack, it would not be possible to solve the smaller MQ systems since they are undetermined. In this sense, our overall QuantumHammerattack represent a novel approach.

**Preventing Algebraic Collapse:** What enables QuantumHammer is that the MQ equations use a small subset of the key bits in the way the key generation primitive is defined for LUOV. Hence, recovering a small fraction of the key bits via Rowhammer and the bit-tracing attack was sufficient to collapse the MQ system to smaller size tractable MQ systems. In many scenarios, a small fraction of the key bits may be recovered using side-channel attacks. Hence this attack poses a serious threat to real-life deployments. To prevent such collapse it would be prudent to check the resulting MQ system underlying the security of the scheme at design time under the assumption that any fixed size subset of the key bits are compromised.

**8 CONCLUSION**

Rowhammer attack can lead to serious consequences by flipping bits in other processes and leaking key information. Post-quantum schemes are expected to replace the existing public-key schemes in near future. This research shows that both hardware and cryptographic security are of utmost importance for cryptosystems. LUOV signature scheme, currently in round two of NIST’s PQC standardization process is based on the well known oil and vinegar scheme which withstood over two decades of cryptanalysis. We have analyzed the scheme both mathematically and implementation wise and found weaknesses in both areas. The QuantumHammerattack combines both weaknesses to launch a successful attack recovering the full secret key of the scheme. There is a need to evaluate the hardware and software implementations of the cryptosystems in combination with the mathematical evaluation.
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A A LUOV - BUILD AUGMENTED MATRIX

Algorithm 9: LUOV - Build Augmented Matrix

<table>
<thead>
<tr>
<th>Input: C, L, Q, T, h, v</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output: LHS[</td>
</tr>
</tbody>
</table>

1. RHS ← h - C - L[s](v)[0]T
2. LHS ← L - T(1m)
3. for k from 1 to m do
4.   PK 1 ← findPK1(k, Q1)
5.   PK 2 ← findPK2(K, Q1)
6.   RHS[k] ← RHS[k] - vTPk 1 v
7.   Fk 2 ← (PK 1 + PK 2)T + Fk 2
8.   LHS[k] ← RHS[k] + vFk 2
9. end
10. return LHS[| rhs]
