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ABSTRACT

Recent studies have suggested various side-channel attacks
for eavesdropping sound by analyzing the side effects of sound
waves on nearby objects (e.g., a bag of chips and window)
and devices (e.g., motion sensors). These methods pose a
great threat to privacy, however they are limited in one of the
following ways: they (1) cannot be applied in real time (e.g.,
Visual Microphone), (2) are not external, requiring the attacker
to compromise a device with malware (e.g., Gyrophone), or
(3) are not passive, requiring the attacker to direct a laser
beam at an object (e.g., laser microphone). In this paper,
we introduce "Lamphone," a novel side-channel attack for
eavesdropping sound; this attack is performed by using a
remote electro-optical sensor to analyze a hanging light bulb’s
frequency response to sound. We show how fluctuations in the
air pressure on the surface of the hanging bulb (in response
to sound), which cause the bulb to vibrate very slightly (a
millidegree vibration), can be exploited by eavesdroppers to
recover speech and singing, passively, externally, and in real
time. We analyze a hanging bulb’s response to sound via an
electro-optical sensor and learn how to isolate the audio signal
from the optical signal. Based on our analysis, we develop
an algorithm to recover sound from the optical measurements
obtained from the vibrations of a light bulb and captured by the
electro-optical sensor. We evaluate Lamphone’s performance
in a realistic setup and show that Lamphone can be used
by eavesdroppers to recover human speech (which can be
accurately identified by the Google Cloud Speech API) and
singing (which can be accurately identified by Shazam and
SoundHound) from a bridge located 25 meters away from the
target room containing the hanging light bulb.

I. INTRODUCTION

Eavesdropping, the act of secretly or stealthily listening
to a target/victim without his/her consentm by analyzing the
side effects of sound waves on nearby objects (e.g., a bag of
chips) and devices (e.g., motion sensors) is considered a great
threat to privacy. In the past five years, various studies have
demonstrated novel side-channel attacks that can be applied
to eavesdrop via compromised devices placed in physical
proximity of a target/victim [1H8]. In these studies, data from
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devices that are not intended to serve as microphones (e.g.,
motion sensors [1H5], speakers [6], vibration devices [7]], and
magnetic hard disk drives [8]]) are used by attackers to recover
sound. Sound eavesdropping based on the methods suggested
in the abovementioned studies is very hard to detect, because
applications/programs that implement such methods do not
require any risky permissions (such as obtaining data from
a video camera or microphone). As a result, such applications
do not raise any suspicion from the user/operating system
regarding their real use (i.e., eavesdropping). However, such
methods require the eavesdropper to compromise a device
located in proximity of a target/victim in order to: (1) obtain
data that can be used to recover sound, and (2) exifltrate the
raw/processed data.

To prevent eavesdroppers from implementing the abovemen-
tioned methods which rely on compromised devices, organi-
zations deploy various mechanisms to secure their networks
(e.g., air-gapping the networks, prohibiting the use of vulner-
able devices, using firewalls and intrusion detection systems).
As a result, eavesdroppers typically utilize three well-known
methods that don’t rely on a compromised device. The first
method exploits radio signals sent from a victim’s room to
recover sound. This is done using a network interface card
that captures Wi-Fi packets [9, [10] sent from a router placed
in physical proximity of a target/victim. While routers exist in
most organizations today, the primary disadvantages of these
methods is that they cannot be used to recover speech [10]
or they rely on a precollected dictionary to achieve their goal
[9] (i.e., only words from the precollected dictionary can be
classified).

The second method, the laser microphone [11} [12], relies
on a laser transceiver that is used to direct a laser beam into
the victim’s room through a window; the beam is reflected
off of an object and returned to the laser transceiver which
converts the beam to an audio signal. In contrast to [9 [10],
laser microphones can be used in real time to recover speech,
however the laser beam can be detected using a dedicated
optical sensor. The third method, the Visual Microphone [13]],
exploits vibrations caused by sound from various materials
(e.g., a bag of chips, glass of water, etc.) in order to recover
speech by using a video camera that supports a very high frame
per second (FPS) rate (over 2200 Hz). In contrast to the laser
microphone, the Visual Microphone is totally passive, so its
implementation is much more difficult for organizations/vic-
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tims to detect. However, the main disadvantage of this methade analyze the response of a hanging light bulb to sound and
according to the authors, is that the Visual Microphone canrgtltow how the audio signal can be isolated from the optical
be applied in real time, because it takes a few hours to recogggnal. We leverage our ndings and present an algorithm
a few seconds of speech, since processing high resolutfon recovering sound in Section V, and in Section VI, we
and high frequency (2200 frames per second) video requimsluate Lamphone's performance in a realistic setup. In
signi cant computational resources. In addition, the hardwafgection VII, we discuss potential improvements that can be
required (a high FPS rate video camera) is expensive. made to optimize the quality of the recovered sound, and we
In this paper, we introduce "Lamphone,” a novel sidedescribe countermeasure methods against the Lamphone attack
channel attack that can be applied by eavesdroppers to recameBection VIll. We conclude our ndings and suggest future
sound from a room that contains a hanging bulb. Lamphom@rk directions in Section IX.
recovers sound optically via an electro-optical sensor which

is directed at a hanging bulb; such bulbs vibrate due to||. M|cROPHONES- BACKGROUND & RELATED WORK
air pressure uctuations which occur naturally when sound

waves hit the hanging bulb's surface. We explain how a bulb’ be ¢ . f d : thod ‘ |
response to sound (a millidegree vibration) can be exploited gScrioe o categones ot eavesdropping methods (externa
nd internal) and two sound recovery techniques. Then, we

recover sound, and we establish a criterion for the sensitiv%/vieW and cateqorize related research focused on eavesdro
speci cations of a system capable of recovering sound fro 9 P

such small vibrations. Then, we evaluate a bulb's respon%'@g methods and discuss the signi cance of Lamphone with
to sound, identify factors that in uence the recovered signe{IE,ESpeCt to those methods.

and characterize the recovered signal's behavior. We then

present an algorithm we developed in order to isolate the audio Background

signal from an optical signal obtained by directing an electro- \jicrophones are devices that convert acoustic energy
optical sensor at a hanging bulb. We evaluate Lamphongs,und waves) into electrical energy (the audio sighal).
performance on the tasks of recovering speech and sopgsamic microphones create electrical signals from sound

in a realistic setup. We show that Lamphone can be usgdyes using a three-step process involving the following three
by eavesdroppers to recover human speech (which can n‘?i%rophone componerits

accurately identi ed by the Google Cloud Speech API) and

singing (which can be accurately identi ed by Shazam and

SoundHound) from a bridge located 25 meters away from

the target of ce containing the hanging bulb. We also discuss

potential improvements that can be made to Lamphone to

o . . sound waves.

optimize the results and extend Lamphone's effective sound i .

recovery range. Finally, we discuss countermeasures that ca%) Transducer: In the second step, when the diaphragm
y range. Y. vibrates, the coil (attached to the diaphragm) moves in

be employed by organizations to ma_lke it more dif cult for the magnetic eld, producing a varying current in the
eavesdroppers to successfully use this attack vector. ; 7 ;
coil through electromagnetic induction.

o 3) ADC (analog-to-digital converter): In the third step, the
A. Contributions analog electric signal is sampled to a digital signal at
We make the following contributions: We show that any standard audio sample rates (e.g., 44.1, 88.2, 96 kHz).

hanging light bulb can be exploited by eavesdroppers as a1) External and Internal MethodsThere are two categories
means of recovering sound from a victim's room. Lamphongf eavesdropping methods which differ in terms of the location
does not rely on the presence of a compromised device in pref-the three components. The difference between their stages
imity of the victim (addressing the limitation of Gyrophongs presented in Figure 1.

[1], Hard Drive of Hearing [8], and other methods [3-7]). |nternal methodsfor eavesdropping are methods used to
Lamphone can be used to recover speech without the usecgfivert sound to electrical signals that rely on a single device.
a precollected dictionary (addressing the limitations of othghijs device consists of the abovementioned components (i.e.,
external [9, 10] and internal [1, 3, 4] methods). Lamphong@e three components are co-located) and is placed near the
is totally passive, so it cannot be detected using an optigiurce of the sound (the victim/target). Internal methods rely
sensor that analyzes the directed laser beams re ected @ffa compromised device/sensor (e.g., smartphone's gyroscope
the ObjeCtS (addreSSing the limitation of a laser miCl’OphOl[]fJ’ magnetic hard drive [8]’ or Speaker [6]) that is located in
[11, 12]). Lamphone relies on an electro-optical sensor and Ggysical proximity to a victim/target and require the attacker
be applied in real-time scenarios (addressing the limitationsgfexi trate the output (electrical signal) from the device (e.g.,

In this section, we explain how microphones work, and

1) Diaphragm: In the rst step, sound waves (uctuations
in air pressure) are converted to mechanical motion by
means of a diaphragm, a thin piece of material (e.g.,
plastic, aluminum) which vibrates when it is struck by

the Visual Microphone [13]). via the Internet).
External methodare methods where the three components
B. Structure are not co-located. As with internal methods, the diaphragm

The rest of the paper is structured as follows: In Section Il,, _ . _ .
. . .. . https://lwwwmediacollegeeom/audio/microphones/how-microphones-
we categorize and review existing methods for eavesdroppiRg:htmi
In Section Ill, we present the threat model. In Section 1V, 3 https:/imwwexplainthatstuficom/microphonestml



B. Review of Related Work

1) Internal Methods: Several studies [1-5] showed that
measurements obtained from motion sensors that are located
in proximity of a victim can be used for classi cation. They
variously demonstrated that the response of MEMS gyroscopes
[1], accelerometers [2—4], and geophones [5] to sound can be
used to classify words and identify speakers and their genders,
even when the sensors are located within a smartphone and
the sampling rate is limited to 200 Hz.

Two other studies [6, 7] showed that the process of output
devices can be inverted to recover speech. In [7], the authors

Fig. 1. Difference between stages of internal and external methods ®@tablished a microphone by recovering audio from a vibration

Vi ing. , i , udi Wi v .
eavesdropping motor, and in [6], the audio from speakers was recovered. A
recent study [8] exploited magnetic hard disks to recover au-
TABLE | dio, showing that measurements of the offset of the read/write
SUMMARY OF RELATED WORK head from the center of the track of the disk can be used to
S recover songs and speech.
. : amplini . . . . .
Exploited Device RaFt’e' 91 Technique The main disadvantages of the internal eavesdropping meth-
Motion Gyroscope [1] 200 Hz T ods mentioned above ([1-8]) are that (1) they require the
= | Sensors Accelerometer [2-4] 200Hz_| Classication | eayesdropper to compromise a device located near the vic-
c . . . . . .
3 motion sensors [5] 2 KHz tim, and (2) security aware organizations implement security
£ Vibration motor [7] 16 KHz i~ i i i i
Misc. Speakers [6] TSR Recovery qu|C|es and me_chanlsms almed at preventing the creation of
Magnetic hard drive [8] 17 KHz mICI’OphoneS US|ng SUCh deV|Ce-S. )
T | Radio Softwakre-de r?ed radig {9]] 300 Hz | Classi cation 2) External MethodsTwo studies [9, 10] used the physical
= | Receiver | Network interface card [10 5 MHz Recovery i : :
% Optical | Figh speed video camera [13] 2200 FPS| o layer of Wi-Fi packets as a means of creating a microphone.
Sensor Laser fransceiver [11, 12] | 40 KHz Y In [10], the authors suggested a method that analyzes the

received signal strength (RSS) indication of Wi-Fi packets

is located in proximity of the source of the sound (th&&Nt from a router to recover sound by using a device with
victim/target); the diaphragm is based on objects (rather th@R integrated network interface card. They showed that this
devices), such as a glass window (in the case of the laS&pthods can be used to recover the sound from a piano located
microphone), a bag of chips (in the Visual Microphone [13]jWO meters away, however the authors did not show whether
and a hanging light bulb (in Lamphone). However, the othdfiS method can be used to recover speech. In [9], the authors
two components are part of another device (or devices) tifiggested a method that analyzes the channel state information
can be located far from the victim/target, such as a lasrS!) of Wi-Fi packets sent from a router to classify words.
transceiver (in the case of the laser microphone), a vidé§e main disadvantage of this method is that it relies on a
camera (in the Visual Microphone), or an electro-optical senggfecollected dictionary. Neither method [9, 10] is suitable for
(in Lamphone). speech recovery. .
— . The laser microphone [11, 12] is a well-known method that

2) Classi cation and Recovery Technlque"s'here are Wo ,ses an external device. In this case, a laser beam is directed
type_s of techniques used for eavesdropping: classi cation a89 the eavesdropper through a window into the victim's room;
audio/sound recovery. the laser beam is re ected off an object and returned to the

Classi cation techniques can classify signals as isolateghyesdropper who converts the beam to an audio signal. For
words. The signals obtained are uniquely correlated Wiffecades, this method has been extremely popular in the area
sound, however they are not comprehensible (i.e., the signg{sespionage; its main disadvantage is that it can be detected

cannot be recognized by a human ear) due to their poor qualiging a dedicated optical sensor that analyzes the directed laser
(various factors can affect the quality, e.g., a low samplingegms.

rate). These methods require a dedicated classi cation modelrhe most famous method related to our research is the
that relies on comparing a given signal to a dictionary conysual Microphone [13]. In this method, the eavesdropper
piled prior to eavesdropping (e.g., Gyrophone [1], AccelWorgnalyzes the response of material inside the victim's room
[4]). The biggest disadvantages of such methods are that woglgy., a bag of chips, water, etc.) when it is struck by sound
that do not exist in the diCtionary cannot be classi ed and WOWave& using video obtained from a h|gh Speed video camera
separation techniques are usually required. (2200 FPS), and recovers speech. However, as was indicated
Audio recoveryconsists of techniques in which the recovby the authors, it takes a few hours to recover sound from
ered signal can be played and recognized by a human ear (eagiew seconds of video, because thousands of frames must
laser microphone, Visual Microphone [13], Hard Drive obe processed. In addition, this method relies on a high speed
Hearing [8], SPEAKE(a)R [6], etc.). They do not compare theamera (at least 2200 FPS), which is an expensive piece of
obtained signal to a collection of signals gathered in advanequipment. Lamphone combines the various advantages of the
or require a dedicated dictionary. Visual Microphone and laser microphone. It is totally passive,



Fig. 2. Lamphone's threat model: The sousnt (t) from the victim's room (1) creates uctuations on the surface of the hanging bulb (the diaphragm) (2).
The eavesdropper directs an electro-optical sensor (the transducer) at the hanging bulb via a telescope (3). The optiga(t3igaaampled from the
electro-optical sensor via an ADC (4) and processed, using Algorithm 1, to a recovered acoustisrgigrig) (5).

so it is dif cult to detect (like the Visual Microphone), canthat the eavesdropper measures with an optical sensor that
be applied in real time (like the laser microphone), and doesdirected at the bulb via a telescope. The analog output of
not require malware (like both methods). Table | presentstiae electro-optical sensor is sampled by the ADC to a digital
summary of related work in the area of creating microphonesptical signalopt(t). The attacker then processes the optical
signalopt(t), using an audio recovery algorithm, to an acoustic

I1l. THREAT MODEL signalsnd (t). Figure 2 outlines threat model.
In this section, we describe the threat model and compareAs discussed in Section I, microphones rely on three com-

We assume a victim located inside a room/ofce thatanging light bulb is used as a diaphragm which captures the
contains a hanging light bulb. We consider an eavesdrop&é}U”d- The transducer, in which the vibrations are converted
a malicious entity that is interested in spying on the victirf electricity, consists of the light that is emitted from the
in order to capture the victim's conversations and make ubglb (located in the victim's room) and the electro-optical
of the information provided in the conversation (e.g., stealirfg@nsor that creates the associated electricity (located outside
the victim's credit card number, performing extortion based dh€ room at the eavesdropper's location). An ADC is used to
private information revealed by the victim, etc.). In order tgonvert the electrical signal to a digital signal in a standard
recover the sound in this scenario, the eavesdropper perfofii§rophone and in Lamphone. As a result, the Lamphone
the Lamphone attack. method is entirely passive and external.

Lamphone consists of the following primary components: The signi cance of Lamphone’s threat model with respect

1) Telescope - This piece of equipment is used to focus tH "elated work is as follows: . .
eld of view on the hanging bulb from a distance. External: In contrast to methods presented in other studies

2) Electro-optical sensor - This sensor is mounted on th 3101, Lamphone's threat model does not rely on compro-
telescope and consists of a photodiode (a semiconduci¥$ing a device located in physical proximity of the victim.
device) that converts light into an electrical current. Thistead, we assume that there is a clear line of sight between
current is generated when photons are absorbed in the optical sensor and the bulb, as was a;sumed in research
photodiode. Photodiodes are used in many consunf¥t other gxternal. methods (e.g., a laser microphone [11, 12]
electronic devices (e.g., smoke detectors, medical dd the Visual Microphone [13]).
vices)* Passive: Unlike a laser microphone [11, 12], Lamphone does

3) Sound recovery system - This system receives an opti@®t utilize an active laser beam that can be detected by an
signal as input and outputs the recovered acoustic sigriptical sensor installed in the target location. Lamphone relies
The eavesdropper can implement such a system wif an electro-optical sensor that is passive, so it is dif cult to
dedicated hardware (e.g., using capacitors, resistof§tect. N _ .
etc.). Alternatively, the attacker can use an ADC to Real-time capability: A§ opposed to the Visual Ml'crophone
sample the electro-optical sensor and process the dBtdl; Lamphone’s output is based on an electro-optical sensor
using a sound recovery algorithm running on a laptop/hich outputs one pixel at a speci ¢ time rather than the 3D
In this study, we use the latter digital approach. matrix of RGB pixels which is the output of a video camera.

The conversation held in the victim's room creates souﬁ%iS a result, Lamphone's signal processing of 4000 samples

snd(t) that results in uctuations in the air pressure on th8€" second can be done in real time.

surface of the hanging bulb. These uctuations cause the bulp"€XPensive hardware: In contrast to the Visual Microphone
to vibrate, resulting in a pattern of displacement over time] Which relies on an expensive high frequency video camera
that can capture 2200 frames a second, Lamphone relies

4 https://enwikipediaorg/wiki/Photodiode on inexpensive electro-optical sensor and the presence of a



Fig. 3. A 3D scheme of a hanging bulb's axdésg. 4. Peak-to-peak difference of anglesand for played sine waves in the 100-400 Hz spectrum.

hanging light bulb.

High sampling rate: Unlike other studies which suggested
methods that rely on a limited sampling rate (e.g., 200 Hz in
[1, 4]), the potential sampling rate of sound in Lamphone is
determined by the ADC and can reach a sampling rate of a
few kilohertz which covers the entire hearing spectrum.

Sound recovery: Unlike other studies that suggested classi-
cation methods (e.g., [1, 3-5, 9]) that rely on a pretrained
dictionary or additional techniques for word separation, Lam-
phone's output consists of recovered audio signals that can be
heard and understood by humans and identi ed by common
speech to text and song recognition applications.

In order to keep the digital processing as light as possible in
terms of computation, we want to sample the electro-optical
sensor with the ADC at the minimal sampling frequency thatg. 5. The peak-to-peak movement in the range of 100-400 Hz.
allows comprehensible audio recovery. Lamphone is aimed
at recovering sound (e.g., speech, singing), and the correct
sampling frequency is required. The spectrum of speech covepgci cations of a system capable of recovering sound from
quite a wide portion of the audible frequency spectrum. Speeittese vibrations
consists of vowel and consonant sounds; the vowel sounds and) Measuring a Hanging Bulb's VibrationFirst, we mea-
the cavities that contribute to the formation of the differerdure the response of a hanging bulb to sound. This is done by
vowels range from 85 to 180 Hz for a typical adult malexamining how sound produced in proximity to the hanging
and from 165 to 255 Hz for a typical adult female. In termpulb affects a bulb's three-dimensional vibration (as presented
of frequency, the consonant sounds are above 500 Hz (m@teFigure 3).
speci cally, in the 2-4 kHz frequency range)As a result, a  Experimental Setup: We attached a gyroscope (MPU-6050
telephone system samples an audio signal at 8 kHz. Howewgy-5216) to the bottom of a hanging E27 LED light bulb (12
many studies have shown that even a lower sampling ratewstts); that the bulb was not illuminated during this experi-
suf cient to recover comprehensible sound (e.g., 2200 Hz fent. A Raspberry Pi 3 was used to Samp|e the gyroscope
the Visual Microphone [13]). In this study, we sample thet 800 Hz. We placed Logitech Z533 speakers very close to

electro-optical sensor at a sampling rate of 2-4 kHz. the hanging bulb (one centimeter away) and played various
sine waves (100, 150, 200, 250, 300, 350, 400 Hz) from the
IV. BULBS AS MICROPHONES speakers at three volume levels (70, 95, 115 dB). We obtained

In this section, we perform a series of experiments aim@seasurements from the gyroscope while the sine waves were
at explaining why light bulb vibrations can be used to recovétayed.
sound and evaluate a bulb's response to sound empirically. Results: Based on the measurements obtained from the
gyroscope, we calculated the average peak-to-peak difference
A. The Physical Phenomenon (in degrees) for and (which are presented in Figure 4). The
Yerage peak-to-peak difference was computed by calculating

First we measure the vibration of a hanged bulb as a res . .
e peak-to-peak difference between every 800 consecutive

of heating sound and we establish a criterion for the sensitiv

5 https://wwwdpamicrophonesom/mic-university/facts-about-speech- & https://invensenstlk: com/wp-content/uploads/2015/02/MPU-6000-
intelligibility Datasheetbdf



TABLE Il
LINEAR EQUATIONS CALCULATED FROM FIGURE 7

Linear Expected Voltage Difference
Equation at 0.3 mmJ at 1 mm
200-300 | y =-0.01x + 5.367 0.0003 0.001

300-420 | y =-0.0062x + 4.3371| 0.000186 | 0.00062
420-670 | y = -0.0055x + 4.037 | 0.000165 | 0.00055
670-830 | y =-0.0018x + 1.59 0.000054 | 0.00018

Distance

microns between the range of 100-400 Hz.

2) Capturing the Optical Changesie now explain how at-
tackers can determine sensitivity of the equipment (an electro-
optical sensor, a telescope, and an ADC) needed to recover
sound based on a bulb's vibration. The graph presented in
Figure 4 establishes a criterion for recovering sound: the
attacker's system (consisting of an electro-optical sensor, a
telescope, and an ADC) must be sensitive enough to capture
the small optical differences that are the result of a hanging

Fig. 6. Experimental setup - A telescope is pointed at an E27 LED bulb (3%;]h that moves in 300-950 microns.

watts). A Thorlabs PDA100A2 electro-optical sensor [14] (which consists of .
a photodiode and converts light to voltage) is mounted on the telescope. ThdN order to demonstrate how eavesdroppers can determine

electro-optical sensor outputs voltage that is sampled via an ADC (NI-922%)e sensitivity of the equipment they will need to satisfy the
[15] and processed in LabVIEW. All of the experiments were performed in dbovementioned criterion, we conduct another experiment.
room in which the door was closed door to prevent any undesired side effects. . i .
Experimental Setup: We directed a telescope at a hanging
12 watt E27 LED bulb (as can be seen in Figure 6). We
mounted an electro-optical sensor (the Thorlabs PDA100A2
[14], which is an ampli ed switchable gain light sensor that
consists of a photodiode, used to convert light to electrical
voltage) to the telescope. The voltage was obtained from the
electro-optical sensor using a 16-bit ADC NI-9223 card [15]
and was processed in a LabVIEW script that we wrote. The
internal gain of the electro-optical sensor was set at 50 dB.
We placed the telescope at various distances (100, 200, 300,
420, 670, 830, 950 cm) from the hanging bulb and measured
the voltage that was obtained from the electro-optical sensor
at each distance.
Results: The results of this experiment are presented in
Figure 7. These results were used to compute the linear
_ _ , _ _ equation between each two consecutive points. Based on the
tFr:g' Sznggtﬁggztgf;egof?g g‘;me'\f;tigodgegﬁg'eze”sor (the internal gain I‘?ﬁ_ear equations, we calculated the expected voltage at 300
microns and 950 microns. The results are presented in Table
II. From this data, we can determine which frequencies can be
covered from the obtained optical measurements. A 16-bit
C with an input range of [-10,10] voltage (e.g., like the
59223 card used in our experiments) provides a sensitivity

measurements (that were collected from one second of s
pling) and averaging the results. The frequency response
function of the average peak-to-peak difference is presen
in Figure 4. The results presented in Figure 4 reveal thr8

interesting insights: the average peak-to-peak difference for 20

the angle of the bulb is: (1) very small (0.005-0.06 degrees), 56 1 300 microvolts )
(2) increases as the volume increases, and (3) changes as a

function of the frequency. A sensitivity of 300 microvolts which is provided by a 16-bit

Based on the known formula of the spherical coordina#eDC is suf cient for recovering the entire spectrum (100-400
system [16], we calculated the 3D vector (X,y,z) that represeig) in the 200-300 cm range, because the smallest vibration of
the peak-to-peak vibration on each of the axes (by taking ttree bulb (300 microns) from this range is expected to yield a
distance between the ceiling and the bottom of the hangididference of 300 microvolts (according to Table Il). However,
bulb into account). We calculated the Euclidean distantiéis setup cannot be used to recover the entire spectrum in
between this vector and the vector of the initial position. Thhe 670-830 cm range, so an ADC that provides a higher
results are presented in Figure 4 which shows that sousehsitivity is required. A 24-bit ADC with an input range of
affected the hanging bulb, causing it to vibrate in 300-95010,10] voltage provides a sensitivity of:
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