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Abstract—The Chinese remainder theorem (CRT)-based multiplier is a new type of hybrid bit-parallel multiplier, which can achieve nearly the same time complexity compared with the fastest multiplier known to date with reduced space complexity. However, the current CRT-based multipliers are only applicable to trinomials. In this paper, we propose an efficient CRT-based bit-parallel multiplier for a special type of pentanomial \( x^m + x^{m-k} + x^{m-2k} + x^{m-3k} + 1, 1 \leq k \leq 7. \) Through transforming the non-constant part into a binomial, we can obtain relatively simpler quotient and remainder computations, which lead to faster implementation with reduced space complexity compared with classic quadratic multipliers. Moreover, for some \( m, \) our proposal can achieve the same time delay as the fastest multipliers for irreducible Type II and Type C.1 pentanomials of the same degree, but the space complexities are reduced.
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1 INTRODUCTION

The Finite field \( GF(2^m) \) has important applications in coding theory and cryptography [1]. Such a field can be defined as a set of univariate binary polynomials modulo an irreducible polynomial \( f(x) \) over \( \mathbb{F}_2 \) of degree \( m \) [2]. The field multiplication, which is crucial to field arithmetic, consists of a regular binary polynomial multiplication followed by a reduction modulo \( f(x) \). During the past decades, many works have been done to obtain efficient bit-parallel \( GF(2^m) \) multipliers [3], [6], [11], [12]. Generally speaking, the underlying multipliers can be classified into three categories according to their space complexities, i.e., quadratic, subquadratic and hybrid multipliers [13]. The first two types of multipliers have the lowest time and space complexities, respectively. On the other hand, the hybrid ones can provide a trade-off between the time and space complexities. The hybrid multipliers [4] usually apply a divide-and-conquer algorithm to the polynomial multiplication, and then perform the modular reduction. Karatsuba algorithm (KA) is the most frequently used divide-and-conquer algorithm, and these KA-based hybrid multipliers usually require at least one more \( T_X \) compared with the fastest quadratic multipliers [4], [15], where \( T_X \) is the delay of one 2-input XOR gate. Besides KA, Winograd short convolution algorithm and Chinese Reminder Theorem (CRT) are other well-known divide-and-conquer algorithms, and also widely applied to develop subquadratic space complexity multipliers [8], [9].

Recently, CRT is applied to develop even faster hybrid multipliers for trinomials \( x^m + x^k + 1 \), which can match the fastest bit-parallel multipliers for some \( m \) values [13]. This result was further extended by Zhang and Fan [14]. The key idea of the CRT-based schemes is transforming the modular multiplication by \( x^m + x^k + 1 \) to the quotient and remainder computation w.r.t. its non-constant part \( x^m + x^k \). We note that \( x^m + x^k \) is a binomial, in which the modular reduction is easier than that of \( x^m + x^k + 1 \). Consequently, their schemes can save some logic gates at the cost of increasing the circuit delay slightly. Based on the property of the ceiling function \( \lceil \cdot \rceil \), for certain values of \( m, k \), the time complexity of their schemes can match the fastest bit-parallel quadratic multiplier [13], [14]. However, Fan’s scheme is only suitable for trinomials. For other types of polynomials containing more terms, their approach is not efficient.

In this paper, we propose an extension of Fan and Zhang’s work [13], [14]. We consider a special type of irreducible pentanomial \( f(x) = x^m + x^{m-k} + x^{m-2k} + x^{m-3k} + 1 \) proposed by Reyhani-Masoleh and Hasan [5]. Quadratic multiplier for this type of pentanomial is normally less efficient than those for irreducible Type II polynomials [6], Type C.1 and Type C.2 pentanomials [10]. Nevertheless, when multiplying the non-constant part \( f(x) + 1 \) by \( 1 + x^k \), we have \( (f(x) + 1)(1 + x^k) = x^{m-3k}(x^{4k} + 1) \). Such an expression is likewise a binomial. Based on this observation, we develop an efficient CRT-based multiplier for this type of pentanomials. Interestingly, for some \( m \) values satisfying \( 5k < m \leq 7k \), our proposal costs even a lower space complexity compared with quadratic multipliers, while its time complexity matches the fastest multiplier for pentanomials.

Outline of the paper. In section 2, we first briefly introduce the basic idea of CRT-based multipliers. Then, in section 3, a new CRT-based multiplier architecture for such pentanomials is proposed using the redundant form of the specific pentanomial. Section 4 discusses the space and time complexities of our proposal and presents a comparison between the proposed multiplier...
and some others. The last section summarizes the results and highlights the concluding remarks.

\section{CRT-based multiplier for trinomials}

Now, we describe the overview of the CRT-based multiplier for irreducible trinomials \cite{13}.

\textbf{Notations.} Let \(f(x)\) be an irreducible polynomial over \(\mathbb{F}_2\) of degree \(m\), and the finite field \(GF(2^m)\) is defined by \(f(x)\). Given two arbitrary elements \(A, B \in GF(2^m)\), the field multiplication of \(A, B\) is defined as \(A \cdot B \mod f(x)\). Note that \(AB \mod f(x)\) can be performed by a polynomial multiplication plus a modular reduction regarding to \(f(x)\). Let \(C\) and \(q\) be the modular result and the quotient divided by \(f(x)\), respectively.

The polynomial multiplication \(AB\) is derived as below:

\[ AB = f \cdot q + C = (f + 1)q + (C + q). \]

Since the degrees of \(q\) and \(C\) are both less than \(m\), the quotient \(q\) of \(f\) is equal to the quotient of \(f + 1\) and \(C + q\) is the remainder of \(AB\) modulo \(f + 1\). Also, in \(GF(2^m)\), \(C\) can be rewritten as \(C = q + (C + q)\). At this time, the field multiplication is transformed into two equivalent steps:

(i) Compute the quotient \(q\) of \(AB\) divided by \(f + 1\);
(ii) Compute the remainder \((C + q)\) of \(AB\) divided by \(f + 1\).

If \(f(x)\) is a trinomial \(x^m + x^k + 1\), then \(f + 1 = x^m + x^k = x^k(x^{m-k} + 1)\). In this case, Step (i) can be solved using a simple recursion. Step (ii) can be settled by first computing \(AB \mod x^k\) and \(AB \mod x^{m-k} + 1\), and then reconstructing the final result using CRT approach. Both of them are easy to compute. Upon that, Fan \cite{13} developed a low complexity hybrid multiplier for trinomials. The highlight of this type of multiplier is that it has nearly the same time complexity as the fastest quadratics multipliers with a lower space complexity. The space complexity was further reduced in \cite{14}.

Apparently, for any irreducible polynomial \(f(x)\), if the Step (i) and (ii) are easier than the modular multiplication w.r.t. \(f(x)\), one can also construct a CRT-based multiplier for \(f(x)\). However, except trinomial, other types of irreducible polynomial, e.g., pentanomial and all-one-polynomial (AOP) are not easy to apply Fan’s approach \cite{13} directly. The reason is that the solutions of (i) and (ii) are highly relies on the number of terms contained in \(f + 1\) and its factorization. The non-constant part of pentanomial and AOP either contain much more terms or their factors are very complicated, which make Step (i) or (ii) hard to compute. To illustrate this assertion, we take the irreducible pentanomial \(f(x) = x^{283} + x^{12} + x^7 + x^5 + 1\), recommended by NIST \cite{16}, as a suitable example. In this case, we have \(f + 1 = x^{283} + x^{12} + x^7 + x^5\). Such a polynomial totally has four factors, two of which are quite simple \((x^5 + 1)\). However, the rest two factors are very complicated \(^1\), which makes Step (ii) even harder than the direct modular reduction about \(f(x)\) itself. In addition, the computation of Step (i) here is also complicated due to the four terms included in \(f + 1\).

In the following sections, we demonstrate that, for a special class of irreducible pentanomials \(x^m + x^{m-k} + x^{m-2k} + x^{m-3k} + 1\), one can obtain significantly simpler computations for Step (i) and (ii), by multiplying an extra polynomial to its non-constant part. Based on such a characteristic, an efficient CRT-based multiplier is developed below.

\section{CRT-based multiplier for \(x^m + x^{m-k} + x^{m-2k} + x^{m-3k} + 1\)}

Now, we consider the irreducible pentanomial \(f(x) = x^m + x^{m-k} + x^{m-2k} + x^{m-3k} + 1\). Different from other type of pentanomials, the non-constant part of such a pentanomial has a relatively simple factorization, i.e., \(f(x) + 1 = x^{m-3k}(x^{3k} + x^{2k} + x^k + 1)\). If we multiply this expression by \(x^k + 1\), then,

\[ (f(x) + 1)(x^k + 1) = x^{m-3k}(x^{3k} + x^{2k} + x^k + 1)(x^k + 1), \]

\[ = x^{m-3k}(x^{4k} + 1) = x^m + x^{m-3k}. \]

Denoted by \(F(x)\) the above expression \(x^m + x^{m-3k}\). We can use a similar strategy as \cite{13} to compute the quotient and remainder w.r.t. \(F(x)\) firstly, and then amend the results modulo \(f(x)\). More explicitly, let \(A\) and \(B\) be the same as the ones defined in Section 2. We divide the multiplication as

\[ AB = q \cdot F + r = q(f + 1)(x^k + 1) + r, \]

where \(\deg(q) = 2m - 2 - m - k = m - k - 2, \deg(r) = m+k-1\). Then, the field multiplication \(C = AB \mod f(x)\) can be derived as:

\[ C = q \cdot F(x) + r \cdot \mod f(x) \]

\[ = q(f(x) + 1)(x^k + 1) + r \cdot \mod f(x) \]

\[ = r \cdot \mod f(x) + q(x^k + 1). \]

Please note that the degree of \(q(x^k + 1)\) is less than \(m - 2\), no further reduction is needed. However, the remainder \(r\) needs further reduction as its degree is bigger than \(m\). Thus, we partition \(r\) as \(r_1 x^m + r_2\), where \(\deg(r_1) = k - 1\) and \(\deg(r_2) = m - 1\). Thus, \(r \mod f(x) = r_1(x^{m-k} + x^{m-2k} + x^{m-3k} + 1) + r_2\). Consequently, the field multiplication can be performed as:

\[ C = q(x^k + 1) + r_1(x^{m-k} + x^{m-2k} + x^{m-3k} + 1) + r_2. \]

The computations of \(q, r\) are analogous with \cite{13}, which is already elaborated as Steps (i) and (ii) in Section 2. However, the final correction step as presented in (2) indicates that the CRT multiplier for this type of pentanomial is still more complex than trinomials. In the following, through the computation of \(q\) and \(r\), we analyze the magnitude relation between \(m\) and \(k\) in order to construct an efficient CRT multiplier.

---

1. Explicit factorization of \(x^{283} + x^{12} + x^7 + x^5\) is available in the online appendix \cite{17}.
3.1 Computation of the quotient \( q \)

Recall that \( q \) is the quotient of \( AB \) divided by \( F(x) \) and \( F(x) = x^{m+k} + x^{m-3k} \), combined with (1), we can see that
\[
AB = qx^m + qx^{m-3k} + r.
\]

Let \( \sum_{i=0}^{m-k-2} q_i x^i \) denote \( q \) and \( \sum_{i=0}^{2m-k} s_i x^i \) denote the result of \( AB \). The bit positions of the term \( AB \) are depicted in Figure 1. It is noteworthy that \( \deg(r) = m + k - 1 \), the higher \( m - k - 1 \) bits of \( AB \) only consist of the coefficients of \( q \) or their addition.

![BIT POSITIONS OF THE TERMS IN \( AB = qx^m + qx^{m-3k} + r \).](image)

Fig. 1. Bit positions of the terms in \( AB = qx^m + qx^{m-3k} + r \).

Using simple iterative method as described in [13], we can obtain the explicit formulation of \( q_i \):
\[
\begin{cases}
q_i = s_{i+m+k}, & m - 5k - 1 \leq i \leq m - k - 2, \\
q_i = s_{i+m+k} + s_{i+m+5k}, & 0 \leq i \leq m - 5k - 2.
\end{cases}
\]

(3)

The above equations hold, if \( m - k - 1 - 4k \leq 4k \Rightarrow m \leq 9k + 1 \), otherwise some \( q_i \)s may contain more terms.

3.2 Computation of remainder \( r \)

For the sake of brevity, we use the symbol \( \langle \ast \rangle_{g(x)} \) to denote the remainder of \( \ast \) modulo \( g(x) \). Clearly, \( r = \langle AB \rangle_{x^m + qx^{m-3k}} \).

In order to apply CRT to compute \( r \), we first need to calculate the multiplicative inverse \( x^{m-3k} \mod x^{4k} + 1 \) and vice versa. The following Bezout identity depends on the magnitude relations between \( m \) and \( k \):
\[
x^{m-3k} \cdot x^7 m - 1 + (1 + x^{4k}) \cdot 1 = 1, \quad \text{if } 3k \leq m \leq 7k.
\]

If \( m > 7k \), the corresponding Bezout identities become more complex, which makes related CRT multiplier costly. Thus, we skip this case. Accordingly, the remainder \( r \) can be computed using the CRT as follows:
\[
r = \langle AB \rangle_{x^m - 3k} \cdot (x^{4k+1}) + \langle AB \rangle_{x^{4k} + 1} \cdot x^{4k} \mid_{x^{m-3k}}.
\]

(4)

Obviously, \( \langle AB \rangle_{x^m - 3k} = \sum_{i=0}^{m-3k} s_i x^i \). But \( \langle AB \rangle_{x^{4k} + 1} = \langle A \rangle_{x^{4k} + 1} \cdot \langle B \rangle_{x^{4k} + 1} \cdot x^{4k} \mid_{x^{m-3k}} \) implies further computation. When \( m \leq 7k \), the coefficients of \( \langle A \rangle_{x^{4k} + 1} \) and \( \langle B \rangle_{x^{4k} + 1} \) can be obtained in one \( T_X \) delay in parallel, which cost \( 2(m - 4k) \) XOR gates. In detail,
\[
\langle A \rangle_{x^{4k} + 1} = \sum_{i=0}^{4k-1} g_i x^i = \sum_{i=0}^{4k-1} a_i x^i + \sum_{i=0}^{m-4k-1} (a_i + a_i+4k) x^i,
\]
and
\[
\langle B \rangle_{x^{4k} + 1} = \sum_{i=0}^{4k-1} h_i x^i = \sum_{i=0}^{4k-1} b_i x^i + \sum_{i=0}^{m-4k-1} (b_i + b_i+4k) x^i.
\]

The computation of \( \langle AB \rangle_{x^{4k} + 1} \) can be carried out by multiplying \( \langle A \rangle_{x^{4k} + 1} \) and \( \langle B \rangle_{x^{4k} + 1} \) firstly, and then adding the higher \( 4k - 1 \) bits of the result to its lower \( 4k - 1 \) bits. More explicitly,
\[
\langle AB \rangle_{x^{4k} + 1} = \sum_{i=0}^{4k-1} t_i x^i = \sum_{j=0}^{i} \left( \sum_{i=0}^{m-i-1} g_j h_{i-j} + \sum_{j=i+1}^{m-i} g_j h_{m-i} \right) x^i.
\]

(5)

Plug the explicit formulations w.r.t. \( \langle AB \rangle_{x^m - 3k} \) and \( \langle AB \rangle_{x^{4k} + 1} \) into (4), we can easily obtain the formulation of \( r \), i.e.,
\[
r = \sum_{i=0}^{m-3k} s_i x^i + \sum_{i=0}^{m-3k} s_i x^i + \sum_{i=4k}^{m-4k} t_i x^i + \sum_{i=4k}^{m-4k} t_i x^i, \quad \text{if } 3k < m \leq 7k.
\]

3.3 The computation of the field product \( C \)

According to (2), it is obvious that \( C \) consists of the combination of \( q \) and \( r \). For simplicity, we split \( C \) into two parts and implement them in parallel, i.e., \( C = S_1 + S_2 \) where \( S_1 = q + r_2 + q_1 x^{m-3k} \) and \( S_2 = q_2 x^r + r_1 (x^{m-k} + x^{m-2k} + x^{m-3k} + 1) \). Here, \( q \) denotes \( q_1 x^{m-4k} + q_2 \), \( q_1 \) denotes the most significant \( 3k - 1 \) bits of \( q \) and \( q_2 \) denotes the rest. The formulations of \( S_1 \) and \( S_2 \) are given below
\[
S_1 = \sum_{i=0}^{m-3k} (s_{i-3k} + t_{m-4k}) x^i + \sum_{i=m-4k+1}^{m-2k} (s_i + t_{m-4k}) x^i + \sum_{i=m-2k+1}^{m-4k} (s_i + t_{m-4k}) x^i + \sum_{i=m-4k+1}^{m-2k} (s_i + t_{m-4k}) x^i
\]
\[
S_2 = \sum_{i=0}^{m-3k} (s_{i-3k} + t_{m-4k}) x^i + \sum_{i=m-3k}^{m-2k} (s_i + t_{m-4k}) x^i + \sum_{i=m-3k}^{m-4k} (s_i + t_{m-4k}) x^i + \sum_{i=0}^{m-4k-1} (s_i + t_{m-4k}) x^i,
\]

where \( 5k < m \leq 7k \). We do not give the formulations of \( S_1 \) and \( S_2 \) of the case \( 3k < m \leq 5k + 1 \), as the corresponding CRT multiplier in this case has higher space complexity than the classic quadratic one [5], where we explain later in Section 5.

After the computations of \( S_1 \) and \( S_2 \), we only need to add these two results to obtain the final result \( C \). The figure 2 depicts the schematic diagram of the entire CRT multiplier.
Fig. 2. The schematic diagram of CRT multiplier for \(x^m + x^{m-k} + x^{m-2k} + x^{m-3k} + 1, 5k < m \leq 7k\).

4 SPACE AND TIME COMPLEXITY ANALYSIS

In [13], the authors proposed two types of CRT multipliers, denoted by Type-A and Type-B multipliers, which follow the same design approach but use different ways to organize the reusable terms. These multipliers can provide different space-time trade-offs. Since we use a redundant binomial \(x^{4k} + 1\) instead of \(x^{4k} + 2^k + x^k + 1\), which costs more AND gates for the multiplication of \((A)_{x^{4k} + 1}\) and \((B)_{x^{4k} + 1}\), we prefer to follow the idea of Type-A multiplier and pursue a multiplier with a lower space complexity.

Space complexity analysis. We first investigate the computations of the coefficients of \(S_1\) and \(S_2\), which are essential to the whole multiplier. According to (6)-(7), it is obvious that only three subexpressions, i.e.,

\[
\begin{align*}
&\sum_{i=0}^{m-k-2} s_{i+m+k} x^i, \\
&\sum_{i=0}^{m-3k-1} s_i x^i, \\
&\sum_{i=0}^{4k-1} t_i x^i,
\end{align*}
\]

contain all the items required in \(S_1\) and \(S_2\). Therefore, the total number of AND gates required by our multiplier is equal to the sum of AND gates required by above subexpressions. Also, the total number of XOR gates is the summation of the XOR gates required by them and the additions in (6)-(7) as well as \(S_1 + S_2\).

Since \(s, s, s\) are the coefficients of \(AB\), we can write their formulation directly:

\[
s_i = \begin{cases} 
\sum_{j=0}^{i} a_j b_{i-j}, & 0 \leq i \leq m-1, \\
\sum_{j=i+1}^{m-k} a_j b_{i-j}, & m \leq i \leq 2m-2.
\end{cases}
\]

Furthermore, the formulation of \(t_i\) is already given in (5). As a result, the number of required AND and XOR gates are

\[
\begin{align*}
\#AND &= m^2 + 21k^2 - 4km - k, \\
\#XOR &= m^2 + 21k^2 + 5m - 4km - 20k - 3.
\end{align*}
\]

Time complexity analysis. We note that, among the three subexpressions in (8), \(s_i\) contain the coefficient multiplications \(a_j b_j\) and \(t_i\) contain \(g_i h_j\), which require one \(T_A\) gate delay due to parallelism. After that, we consider the XOR delay. Table 1 illustrates the number of product items in each coefficient of \(x^i\). The products in the square bracket are XORed using an independent binary XOR tree firstly. Since the pre-computations of \(g_i\) and \(h_i\) require one \(T_X\) delay, the expression containing \(t_i\) will cost more delay than adding its items using a binary XOR tree, directly.

<table>
<thead>
<tr>
<th>(c_i)</th>
<th>Number of the product terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0 \leq i \leq m-5k-2)</td>
<td>([m-k-i-1] + [m-5k-i-1] + 2k)</td>
</tr>
<tr>
<td>(m-5k-1 \leq i \leq m-3k-1)</td>
<td>([m-k-i-1] + [m-i-1] + 4k)</td>
</tr>
<tr>
<td>(m-3k \leq i \leq 4k-1)</td>
<td>([m-k-i-1] + [m-i-1] + [4k+1] + [m-i-1] + 4k)</td>
</tr>
<tr>
<td>(4k \leq i \leq m-k-2)</td>
<td>([m-i-1] + 4k)</td>
</tr>
<tr>
<td>(m-k-1 \leq i \leq m-2)</td>
<td>([m-k-i-1] + [m-2k-i] + [m-2k-1] + 4k)</td>
</tr>
<tr>
<td>(m \leq k \leq i \leq 2m-2)</td>
<td>([m-3k] + 4k)</td>
</tr>
</tbody>
</table>

*: each \(t_i\) contains \(4k\) items but needs to compute \(g_i, h_i\) at first.

Based on Table 1, for \(0 \leq i \leq m-5k-2\), the maximum gate delay is from the coefficient \(c_0 = s_{m+k} + s_{m+5k} + s_0\). Clearly, the term \(s_{m+k}\) is the summation of \(m-k-1\) product terms, while \(s_{m+5k}\) is the summation of \(m-5k-1\) product terms and \(s_0 = a_0 b_0\). Notice that \(m \leq 7k\) ⇒ \(m-k-i-1 > 2(m-5k-i-1)\) and \(m-k-i-1 > 2(i+1)\) for \(0 \leq i \leq m-5k-2\), which indicates that during the period of computation \(s_{m+k}, s_0\) and \(s_{m+5k}\) can finish their computation and be XORed pairwise. Only one more \(T_X\) is needed to add \(s_{m+k}\) with \([s_{m+5k} + s_0]\). Therefore, the total XOR delay for \(c_i\) in this case is \(1 + [\log_2(m-k-1)]\).

For \(m-5k-1 \leq i \leq m-3k-1\), the maximum gate delay is from the coefficient \(c_{m-5k-1} = s_{2m-4k-1} + s_{m-5k-1}\). One can easily verify that the XOR delay is \(1 + [\log_2(4k)]\).

For \(m-3k \leq i \leq 4k-1\), we note that the product items of \(t_i\) are not reused. Binary XOR trees for other
subexpressions can be embedded in its binary XOR tree in order to obtain faster implementation. Here, we utilize the same strategy of [13], [14] and obtain the XOR delay
\[
(v + \log_2\left(\frac{4k}{2^v-1} + 2\right))T_X = \log_2(8k + 2 \cdot 2^v)T_X,
\]
where \(2^{-1} < m - 4k + 2 < 4^v\).

Similarly, for \(4k \leq i \leq m-k-2 \) and \(m-k-1 \leq i \leq m-1\), the XOR delay in these cases are
\[
\begin{align*}
\log_2(8k + 3 \cdot 2^v)T_X, & \quad \text{for } 4k \leq i \leq m-k-2, \\
\log_2(8k + 2 \cdot 2^v)T_X, & \quad \text{for } m-k-1 \leq i \leq m-2, \\
\log_2(8k + 2^v)T_X, & \quad \text{for } i = m-1,
\end{align*}
\]
where \(v_1 = \log_2(m - 4k - 1)\), \(v_2 = \log_2(m - 4k)\).

Consider the XOR delay of \(S_1\) is equal to the maximum XOR delays of all the cases, thus, the delay of \(S_1\) is given by
\[D_{S_1} : T_A + \log_2(8k + 3 \cdot 2^v)T_X, (v = \log_2(m - 4k - 1)).\]

Using the same approach, one can easily obtain the delay of \(S_2\)
\[D_{S_2} : T_A + \log_2(8k + 2^v)T_X, (v = \log_2(m - 3k)).\]

We can check that \(D_{S_1}\) is slightly bigger than that of \(D_{S_2}\). Therefore, the parallel implementations of \(S_1\) and \(S_2\) cost \(D_{S_1}\) delays. In addition, one more \(T_X\) is required for the final addition \(S_1 + S_2\). Consequently, the time complexity of our multiplier is
\[T_A + (1 + \log_2(8k + 3 \cdot 2^v))T_X, \quad (9)\]
where \(v = \log_2(m - 4k - 1)\).

### 5.1 A Small Example

In order to illustrate the binary XOR tree partition and the reused item of each \(c_i\), we consider \(x^7 + x^6 + x^5 + x^4 + 1\) as a small example. The complete version is available online [17]. Here, \(m = 7\) and \(k = 1\). By (6) and (7), the expressions of \(S_1\) and \(S_2\) are given below:

\[
S_1 = ([a_0b_2 + a_1b_1 + a_2b_0] + [a_0h_2 + a_1h_1 + a_2h_0 + a_3])x^6
+ ([a_0b_1 + a_1b_0] + [a_0h_1 + a_1h_0 + a_2h_2 + a_3h_3]) x^5
+ (a_0b_2 + a_1b_1 + a_2b_0 + a_3h_2 + a_4b_2 + a_5b_1 + a_6b_0 + a_7b_3) x^4
+ ([a_0b_1 + a_1b_0 + a_3b_2 + a_4b_1 + a_5b_3] x^3
+ (a_0b_2 + a_1b_1 + a_3b_2 + a_4b_1 + a_5b_3 + a_6b_0 + a_7b_3)) x^2
+ (a_0b_2 + a_1b_1 + a_3b_2 + a_4b_1 + a_5b_3 + a_6b_0 + a_7b_3)x
+ [a_0b_0] + [a_2b_0 + a_4b_0 + a_6b_0 + a_8b_0] + [a_0h_0]
\]

and

\[
S_2 = ([a_0b_2 + a_1b_1 + a_2b_0 + a_3b_2 + a_4b_1 + a_5b_3 + a_6b_0 + a_7b_3] x^6
+ ([a_0b_1 + a_1b_0 + a_3b_2 + a_4b_1 + a_5b_3 + a_6b_0 + a_7b_3]) x^5
+ (a_0b_2 + a_1b_1 + a_3b_2 + a_4b_1 + a_5b_3 + a_6b_0 + a_7b_3) x^4
+ ([a_0b_1 + a_1b_0 + a_3b_2 + a_4b_1 + a_5b_3 + a_6b_0 + a_7b_3]) x^3
+ (a_0b_2 + a_1b_1 + a_3b_2 + a_4b_1 + a_5b_3 + a_6b_0 + a_7b_3)x
+ [a_0b_0] + [a_2b_0 + a_4b_0 + a_6b_0 + a_8b_0] + [a_0h_0]
\]

where \(g_i = a_i + a_{i+4}, h_i = b_i + b_{i+4}, i = 0, 1, 2\) and \(g_3 = a_3, h_3 = b_3\).

The items in the same square bracket are XORed using a same binary XOR tree and the results are reused. It is clear that the computation of \(S_1\) and \(S_2\) require \(T_A + 4T_X\). When adding \(S_1\) and \(S_2\), one more \(T_X\) is needed. As a result, the CRT multiplier only costs \(T_A + 5T_X\), which conforms to (9). Further more, above expressions costs 41 AND gates as well as 54 XOR gates. Conversely, the classic quadratic multiplier proposed in [5] requires 49 AND gates and 54 XOR gates, with its time complexity being \(T_A + 7T_X\).

### 5. Comparison and Discussion

**Note on Space Complexity.** According to the formulations pertaining to the numbers of AND and XOR gates, if our proposal costs fewer gates than classic quadratic multiplier [5], the parameters \(m, k\) must satisfy
\[
m^2 + 21k^2 - 4km - k < m^2 \Rightarrow 21k < 4m - 1,
\]
and
\[
m^2 + 21k^2 + 5m - 4km - 20k - 3 < m^2 + m - 2
\]
\[
\Rightarrow 21k^2 - 20k - 1 < 4(m - 1) \Rightarrow 21k + k/(k - 1) < 4m.
\]
That is to say, only if \(m < 5k\) our multiplier may costs fewer logic gates. Using Maple, we have checked all the irreducible polynomial \(x^m + x^{m-k} + x^{m-2k} + x^{m-3k} + 1\) of degree in the range \([100, 1024]\) and found there are 141 such polynomials satisfying \(5k < m \leq 7k\). It is shown that our proposed multipliers requires fewer gates for 118 polynomials among these polynomials, which can save 8.5% logic gates on average.

**Note on time complexity.** From (9), we know the delay of our proposal varies according to the magnitude relations between \(m\) and \(k\). Specifically, the gate delay expressions include \(2^v, v = \log_2(m - 4k - 1)\), it is not easy to compare the time complexity with other schemes. But we can evaluate the upper bound of the time delay instead. We mainly utilize the following inequality:
\[
2^{v-1} < m - 4k - 1 \leq 2^v \leq 2(m - 4k - 1).
\]

We then obtain
\[
1 + \log_2(8k + 3 \cdot 2^v) \leq 1 + \log_2(8k + 3 \cdot (2m - 8k - 2)) \leq 1 + \log_2(6m - 16k) \leq 1 + \log_2(4m - 2k).
\]

It is obvious that the time complexity of our proposal is smaller than \(T_A + (4 + \log_2 m))\), as proposed in [5]. Meanwhile, since these upper bounds approximately have one \(T_X\) more than the fastest multiplier for other frequently-used pentanomials, i.e., Type II and Type C.1 pentanomials, for certain \(m\), our multiplier can achieve even the same circuit delay with reduced space complexity. As an example, for field \(GF(2^{169})\), the irreducible pentanomial \(x^{169} + x^{141} + x^{113} + x^{85} + 1\) yields a CRT multiplier having a delay of \(T_A + 10T_X\). Meanwhile, there exist an irreducible Type II pentanomial \(x^{169} + x^{16} + x^{15} + x^{14} + 1\) yielding a SPB multiplier and a Type C.1 pentanomial \(x^{169} + x^{168} + x^{11} + x + 1\) yielding a GPB multiplier, which
also have the delays of $T_A + 10T_X$. On the contrary, the CRT multiplier can save about 8% gates compared with previous multipliers.

6 Conclusion

In this work, we have proposed an efficient CRT-based bit-parallel multiplier for a special type of pentanomial $x^m + x^{m-k} + x^{m-2k} + x^{m-3k} + 1, 5k < m \leq 7k$. Through multiplying $x^m + x^{m-k} + x^{m-2k} + x^{m-3k}$ by $x^k + 1$, we can transform it into a binomial, which lead to relatively simpler quotient and remainder computations. Compared with classic quadratic multiplier for the same type of pentanomials, our proposal has both lower space and time complexities. Our experimental results demonstrate that the proposed multiplier has the space complexity reduced by 8.5% on average. Moreover, for some $m$, the time complexity of the proposed multiplier even matches the fastest multiplier for irreducible Type II and Type C.1 pentanomials.
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