FICS-PCB: A Multi-Modal Image Dataset for Automated Printed Circuit Board Visual Inspection
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Abstract—Over the years, computer vision and machine learning disciplines have considerably advanced the field of automated visual inspection for Printed Circuit Board (PCB-AVI) assurance. However, in practice, the capabilities and limitations of these advancements remain unknown because there are few publicly accessible datasets for PCB visual inspection and even fewer that contain images that simulate realistic application scenarios. To address this need, we propose a publicly available dataset, “FICS-PCB”, to facilitate the development of robust methods for PCB-AVI. The proposed dataset includes challenging cases from three variable aspects: illumination, image scale, and image sensor. This dataset consists of 9,912 images of 31 PCB samples and contains 77,347 annotated components. This paper reviews the existing datasets and methodologies used for PCB-AVI, discusses challenges, describes the proposed dataset, and presents baseline performances using feature engineering and deep learning methods for PCB component classification.

Index Terms—PCB Dataset, Automated Visual Inspection, Computer Vision, Machine Learning

I. INTRODUCTION

Printed Circuit Boards (PCBs) provide functional support to electronics such as laptops, biomedical devices, satellites, etc. by connecting electrical components, traces, and vias on the board (Figure 1). However, these connected circuits may contain defects or malicious implants, e.g., trace shortages, malicious component replacements, etc., that can impact the system’s integrity or cause severe security breaches. Specific examples include but are not limited to: functional failure of the device (sensor failure in a self-driving car [1]), user data leakage [2], or partial/full system control taken by adversaries [3]. Therefore, it is critical to inspect PCBs before they are deployed.

Existing PCB inspection methods fall into two categories: electrical testing and automated visual inspection (PCB-AVI). Electrical testing involves checking design parameters at specified locations [4]. Hence, it cannot detect malicious implants that alter PCB functions outside the tested locations. This issue can be partially addressed by PCB-AVI, which involves the use of computer vision and machine learning algorithms to compare an image of a manufactured PCB with the design file or an image of a golden (trusted) PCB. Previous state-of-the-art PCB-AVI methods have demonstrated high efficiency with focuses on trace and via defect detection, component defect recognition, and component recognition [5]–[8]. However, many of these methods are evaluated only on private datasets, which makes performance comparison between methods difficult. Although a few large datasets [9]–[12] are publicly available, they lack variances that simulate real-world scenarios, e.g., illumination and scale variations, which are necessary for developing robust PCB-AVI approaches. Therefore, a large, publicly available dataset that better represents such non-ideal conditions is needed.

To this end, a dataset for evaluating and improving methods for PCB-AVI is proposed. This “FICS-PCB” dataset consists of PCB images featuring multiple types of components and various image conditions to facilitate performance evaluation in challenging scenarios that are likely to be encountered in practice. Preliminary experiments on PCB component classification were conducted to demonstrate the effect of these image variations on the performance of several PCB-AVI methods. The rest of the paper is organized as follows: Section II reviews the existing PCB datasets and methodologies for PCB-AVI and discusses challenges. Section III described the proposed dataset in detail. Section IV introduces the experiment methodologies, and the performances on PCB component classification are presented in Section V. Finally, the conclusion and future work are summarized in Section VI.

1The dataset is available for download at: https://www.trust-hub.org/data
II. RELATED WORK AND CHALLENGES

A. Previous Datasets

As mentioned earlier, a few publicly available datasets have been proposed to provide benchmarks for PCB-AVI. A summary of these datasets is presented in Table I.

PCB-defect [10] and DeepPCB [9] are intended for trace and via defect detection. Both datasets provide images with synthesized PCB defects but have different reference images (defect-free) of bare PCBs. The images in PCB-defect are obtained from a digital microscope and keep RGB values, while the images in DeepPCB are collected from an industrial charge-coupled device (CCD) camera and are binarized.

PCB-DSLR [11] and PCB-Metal [12] are two datasets designed for PCB component inspection. Both datasets are collected from DSLR cameras under an illumination-controlled environment, and they provide variations in PCB orientation. PCB-DSLR records locations of integrated circuits (ICs) from 165 PCBs, and registers on-component markings for certain images. The smallest IC in this dataset is 15mm², and smaller components, such as resistors and capacitors, are not included due to resolution limitations. PCB-Metal consists of 984 images acquired from 123 PCBs. Since its DSLR camera has a higher resolution than the one used in PCB-DSLR, it records the locations of more component types, including ICs, capacitors, resistors, and inductors. The majority of PCBs in PCB-Metal have less than 20 ICs and capacitors.

To summarize, these publicly available datasets are large in size, however, they do not simulate the wide variability in real-world scenarios that could challenge the performance of PCB inspection.

B. Existing Methods

Although limited PCB datasets were proposed, existing PCB-AVI methods have shown promising performance on private datasets and can be categorized into three classes: image matching (logic operators or correlation), feature engineering, and deep learning. These methods satisfy different visual inspection requirements, such as trace and via detection, component defect recognition, and component classification.

Detection of PCB trace and via defects is achieved by comparing images of manufactured PCBs with those of golden samples by applying logical operators, such as XOR or subtraction [5], [13], [14], or by using a trained classifier [15].

Substantial works proposed image matching methods to recognize component defects, including component absence, rotation, shifting, or substitution [16]–[21]. Among these studies, [17] reported a 90% accuracy on detecting missing capacitors and resistors using background subtraction, while [21] achieved the best 86% accuracy on detecting all defects by correlating wavelet-transformed images. In these works, the largest reported test set contained 100 PCB images taken with a digital microscope [17]. Engineered features, including 2D Fourier descriptors, RGB color values, and shape/color histogram, are also adopted in classifying component defects [22]–[24]. As opposed to image matching, which operates on entire PCB images, feature engineering is applied on Regions of Interest (ROIs), where components are suspected to exist. In these works, the largest reported private dataset consists of 651,000 images [23], [24].

Existing methods for component classification adopted feature engineering and deep learning methods. In [25], using reconstructed 3D shape could achieve 100% classification accuracy on a dataset of 4,840 components. In [26], combining HSI color histograms and Canny edges could achieve an average 97.6% classification accuracy on a dataset of 154 components. In addition, deep neural networks (DNN), including a convolutional neural network (CNN) and a Siamese network, were leveraged for recognizing components. The former was trained on 7,659 semantically-labeled components and achieved 90.8% accuracy on 4,822 component images [6], while the latter achieved 92.31% accuracy on verifying 572 ICs after training with 8,000 IC images collected online [27].

Promising performance for PCB-AVI has shown using the above methods; however, the robustness and generality of these algorithms are unclear due to the limited information provided in the private datasets. First, the properties of PCB samples (e.g., the size and density of components) are unknown. The capability of such methods to apply on a wide variety of PCBs needs to be evaluated. Second, the quality of the obtained images may vary between lab environment and practical inspection, which could challenge the robustness of existing methods. To reduce performance degradation upon deployment, PCB-AVI methods should be tested on a dataset representative of the real-world scenario. Third, the comparison between different methods is difficult if they are evaluated on different datasets. Aspects, where high variation appears in practice, are elaborated on in the following section.

C. Challenges in Automated PCB Visual Inspection

As stated above, the uniqueness and high variability of the PCB images present many challenges when developing robust and efficient PCB-AVI methods. Below, we discuss three aspects that greatly affect the content of the PCB images: PCB components, PCB boards, and imaging modality.

PCB components vary in color, texture, shape, orientation, and size, depending on their functions and materials. However, the appearance of a component is not perfectly correlated with its type. Examples can be seen in Figure 3. Two resistors may vary in color, while a black resistor may appear similar to a black inductor. In addition, advancements in transistor technologies have allowed PCBs to include smaller, more compact components. Tiny components that are represented by a few pixels lack discriminating features and may be overshadowed by larger components. Furthermore, the presence of multiple, densely-packed tiny components may be falsely detected as a single large component.

Similarly, the PCB board itself can also vary in color, material, size, and shape. For example, a black PCB board with black ICs and resistors presents challenges for component detection methods that incorporate color features. Meanwhile, due to the existence of traces, vias, and markings on the
board, the PCB board has a higher complexity compared to the images used for developing most existing computer vision algorithms, e.g., road image segmentation and car detection. This may impact the performance of these algorithms.

As shown in Table I, PCB images can be collected by a variety of image modalities, where each captures different information. Moreover, specific imaging devices can have various adjustable parameters that further increase the variability in the PCB images. Furthermore, collection setups vary depending on the choice of imaging modality. For example, a digital microscope has a built-in lighting system, whereas a DSLR camera must use outsourced light. Lighting conditions can result in different image properties, such as image artifacts from reflective materials or shadowing from large components, which could also challenge PCB-AVI algorithms. To summarize, it is essential to incorporate instances of challenging cases to evaluate developed methods, which motivates the collection of the proposed dataset, “XXXX-PCB”.

### III. DESCRIPTION OF DATABASE

#### A. Data Acquisition

The “FICS-PCB” dataset is designed to support evaluation on different challenge cases. It is collected at the SeCurity and AssuraNce (SCAN) Lab at the University of Florida, and it is a part of an on-going multi-modality PCB data collection effort. The dataset currently consists of 9,912 images acquired from 31 PCBs that were purchased online or disassembled from various devices, including hard drive controllers, audio amplifiers, monitors, etc. Four board colors, green, red, blue, and black, are currently represented. The smallest board is 7.2cm², and the largest board is 523.2cm². So far, two imaging sensor types have been used for data collection: digital microscope and DSLR camera.

1) **Digital Microscope Subset**: Digital microscopy offers precise, quantitative control of illumination and scale and is widely used in PCB quality control and failure analysis [28]. This subset is collected using a Leica DVM6 model with FOV 43.75, which has a fixed lens and a movable stage (Figure 2 (a)). It takes a set of images within a 70mm × 50mm area (stage travel range area) to generate images in the pixel size of 1600 × 1200 with 10% overlap area in between. During image collection, if the size of the board exceeds the travel range, the PCB is manually moved for additional data collection until the entire board is imaged. To ensure the proposed dataset includes samples that represent variations in illumination, images are collected using three different intensities from the microscope’s built-in ring light: 20, 40, and 60 [29], where 60 represents the brightest illumination. In addition, variations in scale are included by using three magnifications: 1×, 1.5×, and 2×, where 1× represents the largest FOV. Other parameters of the digital microscope are fixed as follows: 101ms exposure, 5 gain (amplification of image sensor), 20 saturation, and RGB color mode. Images that do not contain components are not included in the dataset, which finally results in a total of 9,861 “TIF” formatted images in the digital microscope subset.

2) **DSLR Subset**: The setup for DSLR collection, shown in Figure 2 (b), incorporates a Nikon D850 camera, a 105mm macro lens, and a tripod to stabilize the camera with the lens facing down toward the PCB. Data collection is conducted in batches in a lab environment for consistent imaging. An exposure delay is set to reduce noise from camera vibrations due to manual handling. The distance between the camera and samples (image distance) is adjusted for each board such that most PCBs are captured in one image. For large PCBs, multiple images are taken to keep the smallest components in-focus. Images that do not contain components (backside of some boards) are not included in the dataset, which finally results in a total of 51 “TIF” formatted images, which are in the pixel size of 8256 × 5504, in the DSLR subset.

3) **Annotation**: Component annotation is completed using the open-source VGG image annotator [30], [31]. The annotation files are stored in “.CSV” format with the image name, component location, component type, text on component, and logo recorded for each component. Each row of the annotation file contains information for one component, where the “image
In summary, to help evaluate and improve automated visual inspection techniques, the proposed dataset, “FICS-PCB”, includes variation in imaging modality, scale, and illumination. To demonstrate the effect of these variations on the performance of PCB-AVI methods, various tests were performed on the proposed dataset, which are presented in the next section.

IV. EXPERIMENT METHODOLOGIES

In this work, experiments are conducted on the proposed dataset to evaluate the performance changes. They involve state-of-the-art feature engineering and deep learning methods for PCB component classification on the variable subsets. Note, image matching methods are not used in experiments because they are time costly and sensitive to image variations.

RGB color [23], [24], Fourier shape [22], and fusion of color and edge features [26] were implemented as the feature engineering methods. In [23], [24], RGB color features are fed into a Naïve Bayes classifier, where the R, G, and B color channel values are extracted from a 10 × 10 pixel square in the center of the component body. The feature is defined as: $x = (x_R, x_G, x_B)^T$. The Fourier descriptor with watershed segmentation and Canny edge detection are implemented as they were used in Mello et al.’s work [22]. $N$ contour signatures are extracted as complex expression $c_n = x_n + jy_n$ ($n \in N$). Then, the discrete complex Fourier transform is applied to obtain the Fourier coefficients, where the sixth coefficients are used to include sufficient shape details. These coefficients are then fed into a multi-layer perceptron (MLP). Feature fusion that concatenates color and shape feature vectors is used in [26]. The color feature is a binarized $n$-bin histogram of the hue channel from the HSI color image, where the bin’s value is set to either 0 or 1 depending on a preset threshold. Similarly, the shape features are two binarized $m$-bin histograms of Canny edges that projected on the $x − y$ axes. Then, three features are concatenated and used to train a MLP for PCB component recognition.

In this work, two deep neural networks, AlexNet [32] and Inception-v3 [33], were implemented to explore the potential of using deep learning for PCB component classification. AlexNet is one of the earliest CNNs that successfully applied to the million-scale dataset, “ImageNet” [34]. It has a relatively simple network architecture compare to the latest networks, although it is not the best-performed network. In this work, it is used to compare the performance robustness between a simple deep neural network and conventional methods (refers to feature engineering) when variations exist in image data. Inception-v3 a later proposed network. Compare to other widely adopted deep neural networks such as VGG-19 or ResNet-101, it has fewer parameters with faster training time, yet maintains relatively high classification accuracy [35]. Both networks were implemented by Keras API with pre-trained weights [36].

V. PRELIMINARY RESULTS

Four experiments were conducted on the proposed dataset, where three of them were designed to evaluate the perf-
Fig. 4: Performance changes on four experiments. The numerical percentages are degraded performance of the experimental groups (orange) comparing to the reference groups (blue).

In all experiments, the ratio of training to testing samples is 4:1, and the presented accuracy was averaged from tenfold cross-validation. For brevity, the names of the digital microscope subsets are abbreviated as “scale value”-“intensity value” subset, e.g., 1.5x-40 subset.

A. Baseline Performance

Experiment-1 is designed to establish baseline performance of the experimental methods on the proposed dataset, where training and testing are conducted on the same subset as in previous literature. To control for variations, nine digital microscope subsets that have the same intensity and scale, as well as the DSLR subset (fixed illumination and scale) are assessed. In Figure 4 Exp-1, the accuracy reported in previous work, if available, are presented along with the highest accuracy among all subsets. It highlights the performance degradation using all feature engineering methods on the proposed dataset with higher component variations and sample number. Both deep neural networks achieve an accuracy above 97%, outperforming the feature engineering methods.

B. Illumination Variation

Experiment-2 is designed to explore the effect of lighting variation, which is one of the most common factors in the real-scenario that could impact the robustness of a PCB-AVI method. The reference results were obtained by training and testing on the same 1.5x-20 subset, while the illumination-varied results are obtained by training on the 1.5x-20 subset and testing on the 1.5x-60 subset. According to Figure 4 Exp-2, among feature engineering methods, illumination variation affects the RGB color feature the most, and the Fourier shape descriptor the least. The RGB color feature degradation is expected, as the existing method did not apply image preprocessing to address this variation. Meanwhile, although
the shape feature has the least degradation, the accuracy of the reference group is very low (less than 60%). Among the two deep networks, Inception-v3 outperformed AlexNet in Experiment-2 with a slightly decreased classification accuracy.

C. Scale Variation

Experiment-3 is conducted on the digital microscope subset with a fixed intensity to depict the influence of scale variation on classification performance. The reference group was trained and tested on the same 2x-40 subset, while the scale-varied group was trained on the 2x-40 subset and tested on the 1x-40 subset. As shown in Figure 4 Exp-3, classification accuracy is dropped in the experimental groups. The Fourier descriptor has the most degradation, which implies the impact of scale changes on the shape features. Though all methods show an accuracy decrease when the scale is varied, the amount of decrease is generally not as drastic compared to the decrease when illumination was varied.

D. Image Sensor Variation

Experiment-4 is designed to simulate application scenarios where PCB-AVI methods are developed using one image sensor, but the real-scenario requires the use of another. Accuracies from the baseline performance (Exp-1) are used as the reference since they are all from the digital microscope subsets, and the DSLR subset is used as the sensor-varied set. According to Figure 4 Exp-4, the RGB color feature and feature fusion are significantly impacted by changing the image sensor, while the Fourier shape feature is less sensitive. This trend is similar to the Exp-2, which may be caused by different intensity profiles of DSLR and digital microscope. Two deep networks methods outperformed the conventional methods in this experiment.

As the results shown in the above four experiments, variations in illumination, image scale, and image sensor all significantly impact the component classification performance of existing approaches. Although the performance of two deep learning methods shows a promising research direction compared with using conventional feature engineering, they are affected by the variations, especially on illumination changes. Additionally, a mere 35% performance drop was observed when they trained for multi-class classification, which invariance is not accounted for. To provide a more realistic representation of these challenges, the “FICS-PCB” dataset is proposed to provide researchers the opportunity to test and compare methods against a standard to better understand the benefits and limitations of existing and novel algorithms.

Future work will involve the continued expansion of the proposed dataset to keep up-to-date with developing PCB technologies. Also, the dataset will incorporate other modalities for the development of multi-modal methods. The currently proposed and expanded version of the dataset will prove invaluable to the hardware assurance research community in addressing the problem of automated PCB visual inspection.

VI. CONCLUSION

Although the high accurate performance of automated PCB visual inspection may be achieved with the adaptation of recently developed computer vision methods, the question remains on how to improve them with more reliability when using images exhibiting dissimilar characteristics. According to the experiment results, it can be concluded that the existing approaches for automated PCB visual inspection are not sufficiently addressing variations in PCB images that are likely to be encountered in real-scenarios, such as changes in illumination, image scale, and image sensor. It could result in the missed detection of security/hardware threats if such variability is not accounted for. To provide a more realistic representation of these challenges, the “FICS-PCB” dataset is proposed to provide researchers the opportunity to test and compare methods against a standard to better understand the benefits and limitations of existing and novel algorithms.
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