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Abstract
We initiate a study, when $F$ is a general APN function, of the Boolean function $\gamma_F$ related to the differential spectrum of $F$ (and which is known to be bent if and only if $F$ is almost bent). We first list many open questions about it. We study its algebraic normal form and its bivariate representation. We characterize its linear structures and specify nonexistence cases; we show, for $n$ even, their relation with the bent components of $F$. We pose three related open problems. We characterize further in terms of $\gamma_F$ the fact that a component function of $F$ is bent and study if the number of bent components can be optimal. We consider in particular two classes, one of which is that of APN power functions. We study more deeply the relation between the Walsh transform of $\gamma_F$ and the Walsh transform of $F$. By applying the Titsworth relation to the Walsh transform $W_{\gamma_F}$, we deduce a new relation satisfied by $W_{\gamma_F}$, which is as simple as Chabaud-Vaudenay’s characterization by the fourth moment of the Walsh transform (which is in fact a particular case of the new relation), and provides more information. From this new relation, we deduce, for a sub-class of APN functions, a lower bound on the nonlinearity, which is significantly stronger than $nl(F) > 0$ (the only general known bound). This sub-class of APN functions includes all known APN functions. The question (which is another open problem that we state) arises whether this sub-class equals that of all APN functions, but our bound provides at least a beginning of explanation why all known APN functions have non-weak nonlinearity. We finally show how the nonlinearities of $\gamma_F$ and $F$ are related by a simple formula; this leads to a last open problem.
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1 Introduction

Almost perfect nonlinear functions [23] are those functions $F : \mathbb{F}_2^n \mapsto \mathbb{F}_2^n$ (called $(n, n)$-functions) such that

$$\delta_F := \max \{|\{x \in \mathbb{F}_2^n ; F(x) + F(x + a) = b\}|; a \in \mathbb{F}_2^n, b \in \mathbb{F}_2^n, a \neq 0_n\}$$

is equal to 2 (the smallest possible value), where $0_n$ is the zero element of $\mathbb{F}_2^n$. They have been much studied since the 1990’s. Characterizations of APN functions (and of more general differentially $\delta$-uniform functions) are known by the Walsh transform (see [17, 11]) and by other means as well (see the surveys [3] and [13, Chapter 11]), but after thirty years, we must admit that little is known on general APN functions.

It has been proved in [15] that, given $F : \mathbb{F}_2^n \mapsto \mathbb{F}_2^n$, the Boolean function $\gamma_F(a, b)$ over $\mathbb{F}_2^n \times \mathbb{F}_2^n$ taking value 1 if and only if $a \neq 0_n$ and the set $\{x \in \mathbb{F}_2^n ; F(x) + F(x + a) = b\}$ is non-empty, is bent (i.e. lies at the optimal Hamming distance $2^{2n-1} - 2^n - 1$ from the vector space of affine $2n$-variable Boolean functions) if and only if $F$ is almost bent (that is, for every nonzero $v \in \mathbb{F}_2^n$, the so-called component function $v \cdot F$, where “$\cdot$” is an inner product in $\mathbb{F}_2^n$, lies at the Hamming distance $2^{n-1} - 2^{\frac{n-1}{2}}$ from the set of affine $n$-variable Boolean functions; $n$ must then be odd). Recall that almost bent functions are APN and that the converse is not true in general. Very little is known on $\gamma_F$ when $F$ is APN without being almost bent. Since almost bent functions are very peculiar functions in odd dimension $n$ (and are shown in [7] not to be good choices as substitution boxes in block ciphers - see also [12] - even if they are bijective, while APN $(n, n)$-permutations in even number $n$ of variables would be very good choices if some could be found for $n = 8$), it seems useful to determine more precisely the characteristics of the $\gamma_F$ functions associated to general APN functions.

Function $\gamma_F$ has a few known properties that we shall recall below, but it is clearly not a general $2n$-variable Boolean function having such properties, and it seems then necessary to learn more about it, thanks to a systematic search for new properties and a study of the consequences of the known relation between the Walsh transforms of $F$ and $\gamma_F$. We shall deduce a new characteristic relation on the Walsh transform of APN functions, which seems similar to the characterizations obtained in [11], but is in fact quite different and will have an interesting consequence.

A puzzling observation on APN functions is that no one is known with a bad nonlinearity (that is, with a component function lying close to affine functions), which leads to asking whether APN functions with low nonlinearity can exist. The only known lower bound on the nonlinearity of general APN functions is its strict positivity [9]. Using the new relation found on the Walsh transform of general APN functions, we derive a lower bound on the nonlinearity of a large class of APN functions that includes all known APN functions. This does not answer the question on the nonlinearity of general APN functions mentioned above, but it gives at least an explanation why all known APN functions have a not so bad nonlinearity (such explanation has been missing since the early
nineties for non-power functions; a lower bound is known from [11] for power functions: \( nl(F) \geq 2^{n-1} - 2^{\frac{3n-3}{4}} \) for \( n \) odd and \( nl(F) \geq 2^{n-1} - 2^{\frac{2n-2}{4}} \) for \( n \) even. The new lower bound tells us what kind of APN functions need to be avoided when searching for APN functions with bad nonlinearity (whose discovery would probably have little practical interest but would be quite illuminating, theoretically).

The paper is organized as follows. After preliminaries in Section 2, we make in Section 3 some observations, some of which are new, about the Boolean function \( \gamma_F(a, b) \), for general APN functions, and we mention many open questions. We briefly study in Section 4 the ANF and the bivariate representation of \( \gamma_F \), and in Section 5, we tackle the question of the (non)existence of its linear structures. We solve (negatively) the problem when \( n \) is odd and, for \( n \) even, when the linear structure is 1-valued or of the form \( (\alpha, \beta) \) with \( \alpha \neq 0_n \). We characterize in terms of bent components \( v \cdot F \) of \( F \) the 0-valued linear structures of the form \( (0_n, \beta) \), for \( n \) even, and we leave open the problem of their existence; we address negatively some particular cases. We observe that a component function of an APN function is bent if and only if, for every \( a \in \mathbb{F}_2^n \), the Boolean function \( b \mapsto \gamma_F(a, b) + v \cdot b \) is balanced; we deduce that APN power functions cannot have an optimal number of bent components. In Section 6, we recall the relation between the Walsh transforms of \( \gamma_F \) and \( F \) and we study the relations on each, which can be deduced from the classical relations on the other. By applying the Titsworth relation to the Walsh transform of \( \gamma_F \), we derive a new relation satisfied by the Walsh transform of \( F \), which is astonishingly simple. We deduce a lower bound on the nonlinearity of the subclass of those APN functions \( F \) such that the minimum Hamming distance between the component functions \( v \cdot F \) (\( v \) nonzero), and affine Boolean functions is achieved more than once. We show that all known APN functions belong to this subclass and leave open the questions of determining whether all APN functions do too, and of finding a better bound which would completely explain why all known APN functions have rather good nonlinearity. We eventually show a relation expressing the nonlinearity of \( \gamma_F \) as a strictly increasing degree-2 function of the nonlinearity of \( F \). This relation shows again the equivalence between \( "F \) is almost bent" and \( "\gamma_F \) is bent", but it also extends the relation to APN functions that are not necessarily almost bent. We state a last open problem which includes as a sub-problem an open question posed in [5].

2 Preliminaries

For a given positive integer \( n \), we shall denote by \( 0_n \) (resp. \( 1_n \)) the zero vector (resp. the all-1 vector) of length \( n \) and by \( e_i \) the \( i \)-th vector of Hamming weight 1, that is, of the canonical basis of the vector space \( \mathbb{F}_2^n \). We denote by \( w_F(x) \) the Hamming weight of an element \( x \) of \( \mathbb{F}_2^n \), that is, the size of its support \( \{ i \in \{1, \ldots, n\}; x_i = 1 \} \).

The vector space \( \mathbb{F}_2^n \) will sometimes be endowed with the structure of the field \( \mathbb{F}_{2^n} \) (this field being an \( n \)-dimensional vector space over \( \mathbb{F}_2 \), each of its
elements can be identified with the binary vector of length \(n\) of its coordinates relative to a fixed basis). We shall simply denote by \(0\) the null element in this field (whose vector of coordinates is \(0_n\)).

We shall denote by \(B_n\) the \(2^n\)-dimensional \(\mathbb{F}_2\)-vector space of \(n\)-variable Boolean functions (from \(\mathbb{F}_2^n\) to \(\mathbb{F}_2\)). For a given \(n\)-variable pseudo-Boolean function \(\varphi\), that is, a function from \(\mathbb{F}_2^n\) to \(\mathbb{R}\), the Fourier-Hadamard transform of \(\varphi\) (see e.g. [13, Section 2.3]) equals the pseudo-Boolean function \(\hat{\varphi}\) defined on \(\mathbb{F}_2^n\) by:

\[
\hat{\varphi}(u) = \sum_{x \in \mathbb{F}_2^n} \varphi(x) (-1)^{u \cdot x}; \quad u \in \mathbb{F}_2^n,
\]

where \(\cdot\) is some chosen inner product in \(\mathbb{F}_2^n\) (for instance, the usual inner product \(u \cdot x = \sum_{i=1}^n u_i x_i\), or, if \(\mathbb{F}_2^n\) is endowed with the structure of \(\mathbb{F}_{2^n}\), the inner product \(u \cdot x = tr_n(u x)\), where \(tr_n(x) = \sum_{i=0}^{n-1} x^i\) is the so-called absolute trace function). This transformation is an \(\mathbb{R}\)-linear bijective mapping. The pseudo-Boolean function \(\varphi\) is identically null if and only if its Fourier-Hadamard transform is identically null (see e.g. [13, Subsection 2.3.3]).

Given an \(n\)-variable Boolean function \(f\), we can apply the Fourier-Hadamard transform to \(f\) itself viewed as a pseudo-Boolean function, which gives \(\hat{f}(u) = \sum_{x \in supp(f)} (-1)^{u \cdot x}\), where \(supp(f) = \{x \in \mathbb{F}_2^n : f(x) = 1\}\), or to the so-called sign function \(\varphi = (-1)^f\), which gives the Walsh transform of \(f\): \(W_f(u) = \sum_{x \in \mathbb{F}_2^n} (-1)^{f(x) + u \cdot x}\). The two transforms are closely related by the formula:

\[
W_f(u) = 2^n \delta_0(u) - 2 \hat{f}(u),
\]

where \(\delta_0\) is the Dirac (or Kronecker) symbol. Note that \(f\) is then balanced (that is, has Hamming weight \(2^{n-1}\)) if and only if \(W_f(0_n) = 0\). The Walsh transform satisfies the so-called inverse Walsh transform relation:

\[
\sum_{u \in \mathbb{F}_2^n} W_f(u)(-1)^{u \cdot v} = 2^n (-1)^{f(v)}, \quad \forall v \in \mathbb{F}_2^n,
\]

which comes essentially from the fact that, if \(\ell\) is a nonzero linear form over \(\mathbb{F}_2^n\), then:

\[
\sum_{x \in \mathbb{F}_2^n} (-1)^{\ell(x)} = 0,
\]

the Parseval relation:

\[
\sum_{u \in \mathbb{F}_2^n} W_f^2(u) = 2^{2n},
\]

the Titsworth relation:

\[
\sum_{u \in \mathbb{F}_2^n} W_f(u) W_f(u + v) = 0, \quad \forall v \neq 0_n,
\]

and the Wiener-Khintchine formula which expresses that the Fourier-Hadamard transform of \(W_f^2\) equals \(2^n\) times the autocorrelation function of \(f\):

\[
\sum_{u \in \mathbb{F}_2^n} W_f^2(u)(-1)^{u \cdot a} = 2^n \sum_{x \in \mathbb{F}_2^n} (-1)^{D_\alpha f(x)},
\]
where \( D_a f(x) = f(x) + f(x + a) \) is called a derivative of \( f \).

Given an \((n, m)\)-function \( F \), that is, a function from \( \mathbb{F}_2^n \) to \( \mathbb{F}_2^m \), the Walsh transform at \((u, v) \in \mathbb{F}_2^n \times \mathbb{F}_2^m\) equals by definition the Walsh transform at \( u \) of the component function \( v \cdot F \), where \( \cdot \) is an inner product in \( \mathbb{F}_2^m \) (this is then an abuse of notation, since we denote by the same symbol two inner products). We say that \( F \) is plateaued with a single amplitude if there exists some integer \( \lambda \) (called the amplitude) such that, for every \( u \in \mathbb{F}_2^n \) and \( v \in \mathbb{F}_2^m \), \( v \neq 0_m \), we have \( W_F(u, v) \in \{0, \pm \lambda\} \). We say that \( F \) is plateaued if, for all \( u \in \mathbb{F}_2^n \) and \( v \in \mathbb{F}_2^m \), \( v \neq 0_m \), we have \( W_F(u, v) \in \{0, \pm \lambda_v\} \) for some integers \( \lambda_v \) depending only on \( v \). According to the Parseval relation, \( \lambda_v \) equals then a power of 2 for every \( v \); more precisely, it equals \( 2^n \frac{\lambda_v}{v} \) where \( k_v \) has the same parity as \( n \).

In this paper, we shall be interested in \( 2n \)-variable Boolean functions \( \gamma \) related to \((n, n)\)-functions \( F \). Let us then specify what are the Fourier-Hadamard and Walsh transforms for such a \( 2n \)-variable Boolean function, say \( \gamma \): the input can be viewed as a pair \((a, b)\) of elements of \( \mathbb{F}_2^n \) or of \( \mathbb{F}_2^m \), and we have \( \gamma(u, v) = \sum_{(a, b) \in \text{supp}(\gamma)} (-1)^{u \cdot a + v \cdot b} \), and \( W_\gamma(u, v) = \sum_{a, b \in \mathbb{F}_2^n} (-1)^{\gamma(a, b) + u \cdot a + v \cdot b} \).

The nonlinearity of a Boolean function \( f \) equals its minimum Hamming distance to affine Boolean functions \( u \cdot x + \epsilon, u \in \mathbb{F}_2^n, \epsilon \in \mathbb{F}_2 \). It equals then:

\[
\text{nl}(f) = 2^{n-1} - \frac{1}{2} \max_{u \in \mathbb{F}_2^n} |W_f(u)|. \tag{8}
\]

It is bounded above by \( 2^{n-1} - 2\frac{2^n}{n} \), according to the covering radius bound which is a direct consequence of the Parseval relation (see e.g. [13, Section 2.3]) and \( f \) is called bent if it achieves this value with equality. Bent functions exist for \( n \) even only, and they are characterized by the fact that \( W_f(u) \in \{\pm 2^{\frac{n}{2}}\} \) for every \( u \). The Boolean function \( \bar{f} \) such that \( W_f(u) = 2^{\frac{n}{2}} (-1)^{f(u)} \) is called the dual of \( f \) (and is bent too). The nonlinearity of an \((n, m)\)-function \( F \) equals the minimum nonlinearity of its component functions \( v \cdot F, v \in \mathbb{F}_2^m \setminus \{0_m\} \). It equals then

\[
\text{nl}(F) = 2^{n-1} - \frac{1}{2} \max_{u \in \mathbb{F}_2^n} \max_{v \neq 0_m} |W_F(u, v)|. \tag{9}
\]

It is of course bounded above by \( 2^{n-1} - 2\frac{2^n}{n} \) as well and \( F \) is called bent if it achieves this value with equality. As shown in [22], bent functions exist if and only if \( m \leq \frac{n}{2} \) and \( n \) is even. For \( m = n \), \( \text{nl}(F) \) is bounded above by \( 2^{n-1} - 2\frac{n+1}{2} \), according to the Sidelnikov-Chabaud-Vaudenay (SCV) bound (see [17], or see [13, Theorem 6]) and \( F \) is called almost bent (AB) if it achieves this value with equality (\( m \) must be then odd). Equivalently, \( F \) is AB if \( W_F(u, v) \in \{0, \pm 2^{\frac{n+1}{2}}\} \), for every \( u \in \mathbb{F}_2^n \) and every nonzero \( v \in \mathbb{F}_2^m \). Bent and almost bent functions are plateaued with a single amplitude. Given \( F \) plateaued with \( W_F(u, v) \in \{0, \pm \lambda_v\} \) for all \( u, v \neq 0_n \), the nonlinearity of \( F \) equals \( 2^{n-1} - \frac{1}{2} \max_{v \neq 0_n} \lambda_v \).

Any \((n, m)\)-function can be uniquely represented by its algebraic normal
whose univariate expression is a monomial are called degree is smaller than $n$ equals $\delta$ integer form (ANF):

$$F(x) = \sum_{I \subseteq \{1, \ldots, n\}} a_I \left( \prod_{i \in I} x_i \right) = \sum_{I \subseteq \{1, \ldots, n\}} a_I x^I,$$

where $a_I$ belongs to $\mathbb{F}_2^n$. The global degree of the ANF is called the algebraic degree of $F$ and denoted by $d_{al}(F)$. It equals the maximum algebraic degree of the component functions of $F$. Affine functions are those functions of algebraic degree at most 1. We call quadratic those functions of algebraic degree at most 2. A quadratic $n$-variable Boolean function is bent if and only if it has Hamming weight $2^{n-1} \pm 2^{n-2}$. The algebraic degree of an $n$-variable Boolean function $f$ equals $n$ if and only if its Hamming weight is odd and, in the case the algebraic degree is smaller than $n$, it equals $n-1$ if and only if $\sum_{x \in \mathbb{F}_2^n} x f(x) \neq 0_n$. The algebraic degree of an $(n,m)$-function $F$ equals $n$ if and only if $\sum_{x \in \mathbb{F}_2^n} f(x) \neq 0_n$. For all these results, we refer to the recent monograph [13]. If $\mathbb{F}_2^n$ is endowed with the structure of $(n,m)$-function (and then, every $(n,m)$-functions where $m$ divides $n$, in particular, any Boolean functions) can be uniquely represented by its univariate representation:

$$F(x) = \sum_{i=0}^{2^n-1} u_i x^i \in \mathbb{F}_2[x]/(x^{2^n} + x).$$

The algebraic degree of $F$ equals then the largest Hamming weight of the binary expansion of those exponents $i$ whose coefficients $u_i$ are nonzero. The functions whose univariate expression is a monomial are called power functions.

An $(n,m)$-function $F$ is called differentially $\delta$-uniform, for a given positive integer $\delta$, if for every $a \in \mathbb{F}_2^n \setminus \{0_n\}$ and every $b \in \mathbb{F}_2^n$, the equation $F(x) + F(x+a) = b$ has at most $\delta$ solutions. We denote the minimum of these integers $\delta$ by $\delta_F$ and call it the differential uniformity of $F$. For every $(n,m)$-function $F$, we have $\delta_F \geq \max(2, 2^{n-m})$. It is shown in [22] that for $m < n$, equality can happen for bent functions only, and we know that such functions exist if and only if $n$ is even and $m \leq \frac{n}{2}$.

Note that we can have $\delta_F = 2$ only when $n \geq m$. An $(n,n)$-function $F$ is called almost perfect nonlinear (APN) if it is differentially 2-uniform, that is, if for every $a \in \mathbb{F}_2^n \setminus \{0_n\}$ and every $b \in \mathbb{F}_2^n$, the equation $F(x) + F(x+a) = b$ has 0 or 2 solutions (i.e. the derivative $D_a F(x) = F(x)+F(x+a)$ is 2-to-1). Equivalently, $|\{D_a F(x), x \in \mathbb{F}_2^n\}| = 2^{n-1}$. Still equivalently, for distinct elements $x, y, z, t$ of $\mathbb{F}_2^n$, the equality $x+y+z+t = 0_n$ implies $F(x)+F(y)+F(z)+F(t) \neq 0_n$, that is, the restriction of $F$ to any 2-dimensional flat (i.e. affine plane) of $\mathbb{F}_2^n$ is non-affine. There are several characterizations of APN functions (see [13, Chapter 11]): by the numbers of solutions of systems of equations, by the function $\gamma_F$ defined in introduction, and as proved by Chabaud and Vaudenay in [17] by the fourth moment of the Walsh transform: $\sum_{u,v \in \mathbb{F}_2^n} W_F^4(u,v) = 2^{4n+1} - 2^{3n+1}$ and other relations involving the Walsh transform [11].

6
A subclass of APN functions is that of AB functions, that we defined already (they are the \((n, n)\)-functions, \(n\) odd, whose nonlinearity equals \(2^{n-1} - 2 \frac{n+1}{2}\), and this is equivalent to saying that their Walsh transform takes values \(\{0, \pm 2 \frac{n+1}{2}\}\)).

3 Generalities on \(\gamma_F\)

Recall from [15] the definition of the Boolean function \(\gamma_F\) associated to any \((n, n)\)-function \(F\):

\[
\forall a, b \in \mathbb{F}_2^n, \gamma_F(a, b) = \begin{cases} 1 & \text{if } a \neq 0_n \text{ and } \exists x \in \mathbb{F}_2^n; F(x) + F(x + a) = b, \\ 0 & \text{otherwise.} \end{cases}
\]

In other words, the support of the function \(b \in \mathbb{F}_2^n \mapsto \gamma_F(a, b)\) equals the empty set for \(a = 0_n\) and the image set of \(D_a F\) for \(a \neq 0_n\) (we shall denote it by \(\text{Im}(D_a F)\)). Still equivalently, denoting by \(\mathcal{G}_F\) the graph \(\{(x, F(x)), x \in \mathbb{F}_2^n\}\) of \(F\), the support of \(\gamma_F\) equals \((\mathcal{G}_F + \mathcal{G}_F) \setminus \{(0_n, 0_n)\}\). Function \(F\) is APN if and only if \(\gamma_F\) has Hamming weight \(2^{2n-1} - 2^{n-1}\), and we have more precisely for \(F\) APN that the Boolean function \(b \mapsto \gamma_F(a, b)\) is balanced if \(a \neq 0_n\) and is null if \(a = 0_n\). The definition of \(\gamma_F\) from \(F\) makes it rather difficult to study.

A property of \(\gamma_F\) is that, for every nonzero \(a \in \mathbb{F}_2^n\), \(\sum_{b \in \mathbb{F}_2^n} b \gamma_F(a, b)\) equals the same value in \(\mathbb{F}_2^2\), equal to \(\sum_{x \in \mathbb{F}_2^n} F(x)\). Indeed, let \(E_a\) be any linear hyperplane not containing \(a\), we have \(\sum_{b \in \mathbb{F}_2^n} b \gamma_F(a, b) = \sum_{x \in E_a} D_a F(x) = \sum_{x \in E_a} F(x) + \sum_{x \in E_a} F(x + a) = \sum_{x \in \mathbb{F}_2^n} F(x)
\) if \(F\) is a permutation then, since \(F^{-1}\) is also APN and \(\gamma_F^{-1}(a, b) = \gamma_F(b, a)\), because \(F^{-1}(x) + F^{-1}(x + a) = b\) is equivalent to \(F(F^{-1}(x)) + F(F^{-1}(x + a)) = a\), we deduce that the sum \(\sum_{a \in \mathbb{F}_2^n} \gamma_F(a, b)\) calculated in \(\mathbb{Z}\) (i.e. the Hamming weight of the restriction of \(\gamma_F\) obtained by fixing \(b\)) equals \(2^{2n-1}\) and \(\sum_{a \in \mathbb{F}_2^n} a \gamma_F^2(a, b)\) equals the same value in \(\mathbb{F}_2^n\) for every \(b \neq 0_n\), this value being equal to \(\sum_{x \in \mathbb{F}_2^n} F^{-1}(x)\). But if \(F\) is not a permutation, then it is difficult to see the specificities of \(\sum_{a \in \mathbb{F}_2^n} a \gamma_F(a, b)\), and even those of the Hamming weight \(\sum_{a \in \mathbb{F}_2^n} \gamma_F(a, b)\) of the restriction of \(\gamma_F\) obtained by fixing \(b\), as can already be seen for \(n\) even with the simplest APN functions over \(\mathbb{F}_{2^n}\), that are the Gold APN functions \(F(x) = x^{2^j+1}\), where \(\gcd(j, n) = 1\): for \(b \neq 0_n\), we have \(\{a \in \mathbb{F}_{2^n}; \gamma_F(a, b) = 1\} = \{a \in \mathbb{F}_{2^n} \setminus \{0_n\}; \exists x \in \mathbb{F}_{2^n}; a^{2^j+1}(x^{2^j} + x + 1) = b\} = \{a \in \mathbb{F}_{2^n}; \exists x \in \mathbb{F}_{2^n} \setminus (F_1 \setminus \mathbb{F}_2)\}; a^{2^j+1} = \frac{b}{x^{2^j} + x + 1}\} = \{a \in \mathbb{F}_{2^n}; \exists y \in \mathbb{F}_{2^n} \setminus \{0\}; tr_n(y) = 0, a^{2^j+1} = \frac{b}{y}\},\) and we know (as proved by Dobbertin for every APN power function in even dimension, and reported for instance in [13, Proposition 165]) that \(a^{2^j+1}\) ranges over the set of cubes of \(\mathbb{F}_{2^n}\) when \(a\) ranges over \(\mathbb{F}_{2^n}\) and \(a \mapsto a^{2^j+1}\) is 3-to-1 over \(\mathbb{F}_{2^n}^*\). This leads to determining those cubes which equal \(\frac{b}{y}\) with \(tr_n(y) = 0\).

Remark. By using the Poisson summation formula (see e.g. [13, Corollary 3]), it is possible to relate the Hamming weight of any restriction of \(\gamma_F\) obtained
by fixing $a$, respectively $b$, to the Fourier-Hadamard transform of $\gamma_F$ (or to its Walsh transform), that is related as shown in [15] (see also Section 6 in the present paper) to the Walsh transform of $F$. We shall not give the details of the calculation, but we could check that this gives with no surprise that the Hamming weight of the restriction of $\gamma_F$ obtained by fixing $a \neq 0_n$ equals $2^{n-1}$. It also gives that the Hamming weight of the restriction of $\gamma_F$ obtained by fixing $b \neq 0_n$ equals $2^{-(n+1)} \sum_{v \in \mathbb{F}_2^n} W^2_F(0_n,v)(-1)^{b-v}$ (this could also be shown by using the Wiener-Khintchine formula, see e.g. [13, Relation 2.53]). We find again $2^{n-1}$ in the case of a permutation since we have then $W_F(0_n,v) = 0$ for every $v \neq 0_n$. For non-permutations, $\sum_{v \in \mathbb{F}_2^n} W^2_F(0_n,v)(-1)^{b-v}$ clearly depends on $b$.\[\square\]

Another property of $\gamma_F$ is that, for every $a,a',b \in \mathbb{F}_2^n$ where $a$ and $a'$ are nonzero and distinct, if $\gamma_F(a,b) = 1$ then there exists $b'$ such that $\gamma_F(a',b') = \gamma_F(a + a', b + b') = 1$. Indeed, there exists $x \in \mathbb{F}_2^n$ such that $b = D_a F(x)$ and taking $b' = D_{a'} F(x)$, we have $b + b' = D_{a + a'} F(x + a)$.

Since APN functions are rare, it seems obvious that $\gamma_F$ cannot be any $2n$-variable Boolean function having the properties described above, but little is known on $\gamma_F$ for general APN functions $F$, which would make it easier to distinguish when a general $2n$-variable Boolean function having such properties can be a $\gamma_F$ function. After the investigation we shall make in the present paper, the Walsh transform will appear as the most efficient way of selecting functions likely to be $\gamma_F$ functions (see Section 6).

Quadratic APN functions have a well-known additional property, which makes them easier (but still hard) to find than general APN functions: the equation $D_a F(x) = b$ being linear, APNness reduces for them to the condition that, for every $a \neq 0_n$, the homogeneous linear equation $\varphi_F(a,x) := D_a F(x) + D_a F(0_n) = F(x) + F(x + a) + F(0_n) + F(a) = 0_n$ has exactly two solutions\(^1\), which are $0_n$ and $a$. Note that $\varphi_F$ is bilinear (more precisely, symplectic). Quadratic APN functions are probably rare among all APN functions, but they are rather numerous among known APN functions. The $\gamma_F$ functions of quadratic APN functions have also well-known additional properties: for every $a \neq 0_n$, the support $Im(D_a F)$ of the function $b \mapsto \gamma_F(a,b)$ is an affine hyperplane, and since for every $a,a'$, the function $D_a D_{a'} F(x)$ takes constant value and this value equals $D_a D_{a'} F(0_n) = \varphi_F(a,a')$, then for every $a,a' \neq 0_n$, $Im(D_a F)$ is stable under translation by $\varphi_F(a,a')$, since $D_a F(x) + D_a D_{a'} F(x) = D_a F(x + a')$ belongs to $Im(D_a F)$. And as observed in [4], since for $a \neq 0_n$, the support of the function $b \mapsto \gamma_F(a,b)$ is an affine hyperplane (i.e. a linear hyperplane or its complement), $\gamma_F$ is a (Maiorana-McFarland) function of the form $\gamma_F(a,b) = G(a) \cdot b + h(a)$, with $G(0_n) = 0_n$, $h(0_n) = 0$ and $G(a) \neq 0_n$ for $a \neq 0_n$.

The general expression of the algebraic normal form or the univariate representation of $\gamma_F$ has never been studied (the latter has been given only for the main examples of known almost bent functions, see [4]). We briefly address them in Section 4.

\(^1\)This generalizes to plateaued APN functions, see [10, 13].
No real study of the algebraic degree of $\gamma_F$ when $F$ is a general APN function has been made (and for some known APN functions, it is not even easy to determine the algebraic degree of their $\gamma_F$ function).

When $F$ is almost bent, then we know that since $\gamma_F$ is bent, it has algebraic degree at most $n$ (see e.g. [13, Theorem 13] for the fact that any 2n-variable bent function has algebraic degree at most $n$), but what is the lowest possible algebraic degree is unknown (and what are all the particularities of this bent function is also not clear).

The possible values of the algebraic degree of $\gamma_F$ function for general APN function $F$ are even more of a mystery. They can be as large as $2n - 4$ (at least for $n$ odd) since when $F$ is the multiplicative inverse function $F(x) = x^{2^n - 2}$, which is APN for $n$ odd, we have (see [15]) $\gamma_F(a, b) = tr_n\left(\frac{1}{ab}\right) + 1 + \delta_0(a) + \delta_0(b) + \delta_0(a)\delta_0(b) + \delta_0(ab + 1)$ and the algebraic degree of this function is $2n - 4$, since the algebraic degree of $tr_n\left(\frac{1}{ab}\right)$ and of $\delta_0(a)\delta_0(b) + \delta_0(ab + 1) = (a^{2^n - 1} + 1)(b^{2^n - 1} + 1) + (ab + 1)^{2^n - 1} + 1 = \sum_{i=0}^{2^n-2} (ab)^i + a^{2^n-1} + b^{2^n-1}$ equals $2n - 2$ and these two functions have the same terms of algebraic degree $2n - 2$, no term of algebraic degree $2n - 3$ and different terms of algebraic degree $2n - 4$. Can the algebraic degree be larger than $2n - 4$? This is not clear (but we know it cannot equal $2n$ since $\gamma_F$ has an even Hamming weight). It equals $2n - 1$ if and only if $F$ has algebraic degree $n$, since we have seen that $\sum_{b\in F_2^n} b \gamma_F(a, b)$ equals the same value $\sum_{x\in F_2^n} F(x)$ for every $a \neq 0_n$ and is zero for $a = 0_n$, and this implies $\sum_{a, b\in F_2^n} (a, b) \gamma_F(a, b) = (0_n, \sum_{x\in F_2^n} F(x))$. We know (see Section 2) that the nullity of these two sums is equivalent to the facts that, respectively, $\gamma_F$ has degree less than $2n - 1$ and $F$ has degree less than $n$. Determining whether there exist APN $(n, n)$-functions of algebraic degree $n$ is an open problem (proofs of non-existence are given in [5] within some general classes of functions).

**Remark.** According to the observations above, we have also that the algebraic degree of an APN function $F$ equals $n$ if and only if at least one (equivalently, any) of the functions $f_a(b) = \gamma_F(a, b), a \neq 0_n$, has algebraic degree $n - 1$.  

What can be the lowest possible algebraic degree of $\gamma_F$ functions is also unknown. We know it cannot be 0 or 1 because of the Hamming weight of $\gamma_F$. Note that McEliece’s theorem [19] does not give more information: it tells us that the Hamming weights of 2n-variable Boolean functions of algebraic degree at most $r$ are divisible by $2\left[\frac{2n}{2n}\right] - 1$. Since the Hamming weight of $\gamma_F$ is not divisible by $2^n$, we have $\left[\frac{2n}{2n}\right] - 1 < n$ and this only gives $d_{alg}(\gamma_F) > 1$. Considering the Hamming weight of restrictions does not seem to give information either: for instance, given $a \neq 0_n$, the restriction of $\gamma_F$ to the $(n + 1)$-dimensional subspace $\{0_n, a\} \times F_2^n$ has Hamming weight $2n - 1$, which only tells that the algebraic degree is at least 2.

Note however that if $\gamma_F$ is quadratic, then it is bent, and $F$ is then almost bent (and $n$ is odd), according to the result of [15] recalled in the introduction. The existence of APN functions $F$ such that $\gamma_F$ is quadratic reduces then to the existence of almost bent functions having this property, and the minimum
algebraic degree of $\gamma_F$ when $F$ is an APN $(n,n)$-function with $n$ even is at least 3. No (almost bent) function is known with a quadratic $\gamma_F$ function for $n \geq 5$ (even for the quadratic Gold APN functions $F(x) = x^{2^j+1}$, gcd$(j,n) = 1$, we have $\gamma_F(a,b) = 1 + \text{tr}_n(1 + ba^{n-2^j-2})$ as observed in [15] and the algebraic degree of $\gamma_F$ is then $n-2$). We leave open the question of the determination of the possible values of the algebraic degrees of the $\gamma_F$ functions of APN $(n,n)$-functions, respectively, of almost bent $(n,n)$-functions, and in particular of their minimum values.

Nothing seems to be known either on the linear structures of $\gamma_F$, that is, those nonzero pairs $(\alpha, \beta) \in (\mathbb{F}_n^2)^2$ such that $D((\alpha, \beta))\gamma_F(a,b) = \gamma_F(a,b) + \gamma_F(a + \alpha, b + \beta)$ is constant (even if we restrict ourselves to 0-valued linear structures, that is, those such that $D((\alpha, \beta))\gamma_F(a,b)$ is the zero function - the others being called 1-valued). The study of linear structures is often one of the simplest studies to be done on Boolean functions. However, for $\gamma_F$ functions, the question seems wide open, while knowing the linear structures on the $\gamma_F$ functions of general APN functions $F$ would tell much on $F$. We obtain partial results in Section 5 and deduce corollaries in Subsection 5.2.

What is known from [21] is that, for every APN $(n,n)$-function $F$ with $n$ even, there exists $v \neq 0_n$ such that the component function $v \cdot F$ has no (nonzero) linear structure, that is, admits no $a \neq 0_n$ such that the Boolean function $v \cdot (D_a F)$ is constant. This is equivalent to saying that, for every nonzero $a \in \mathbb{F}_n$, the set $\{b \in \mathbb{F}_n^2; \gamma_F(a,b) = 1\}$ is neither included in $\{0, v\}^\perp$ nor disjoint from this hyperplane. In other words, $\{b \in \mathbb{F}_n^2; \gamma_F(a,b) = 1\}$ is neither equal to $\{0, v\}^\perp$ nor equal to its complement. This is good to know but it is rather thin as a piece of information on $\gamma_F$.

We shall see in Subsection 6.3 that the nonlinearity of $\gamma_F$ is closely related to that of $F$ itself; many questions remain open about them. We shall provide a lower bound in Subsection 6.2 thanks to results obtained in Subsections 6 and 6.1.

It is difficult to make conjectures about the questions evoked above, since all known APN functions, except a sporadic one due to Edel and Pott [18], are either power functions or quadratic functions, and seem then peculiar.

4 On the algebraic normal form and univariate representation of $\gamma_F$

Let $F$ be known by its ANF:

$$F(x) = \sum_{I \subseteq \{1, \ldots, n\}} u_I \prod_{i \in I} x_i; \quad u_I, x \in \mathbb{F}_2^n.$$  

Let us denote by $f_1, \ldots, f_n$ the coordinate functions of $F$. Denoting $u_I = (u_{I,1}, \ldots, u_{I,n})$, we have that, for every $j = 1, \ldots, n$, the ANF of $f_j$ writes:

$$f_j(x) = \sum_{I \subseteq \{1, \ldots, n\}} u_{I,j} \prod_{i \in I} x_i.$$
For every $a \in \mathbb{F}_2^n$, we have:

$$D_a F(x) = \sum_{I \subseteq \{1,\ldots,n\}} u_I \left( \sum_{J \subseteq I} \left( \prod_{i \in I \setminus J} a_i \prod_{i \in J} x_i \right) \right),$$

$$D_a f_j(x) = \sum_{I \subseteq \{1,\ldots,n\}} u_{I,j} \left( \sum_{J \subseteq I} \prod_{i \in I \setminus J} a_i \prod_{i \in J} x_i \right).$$

For every $a, b \in \mathbb{F}_2^n$, we have $\gamma_F(a, b) = 1$ if and only if $a \neq 0$ and $\exists x \in \mathbb{F}_2^n; b = D_a F(x)$. Since the contrary of “$\exists x \in \mathbb{F}_2^n; b = D_a F(x)$” is “$\forall x \in \mathbb{F}_2^n; \exists j \in \{1,\ldots,n\}; b_j + D_a f_j(x) + 1 = 0$” and a product of bits equals 1 if and only if all its terms equal 1, and is null if and only if one of its terms is null, we have then:

$$\gamma_F(a, b) = (\delta_0(a) + 1) \left[ 1 + \prod_{x \in \mathbb{F}_2^n} \left( \prod_{j=1}^n \left( b_j + D_a f_j(x) + 1 \right) + 1 \right) \right] = (\delta_0(a) + 1) \left[ 1 + \prod_{x \in \mathbb{F}_2^n} \left( \prod_{j=1}^n \left( b_j + \sum_{I \subseteq \{1,\ldots,n\}} u_{I,j} \left( \sum_{J \subseteq I \setminus J} \prod_{i \in I \setminus J} a_i \prod_{i \in J} x_i \right) + 1 \right) + 1 \right) \right].$$

This expression is rather complex, but the situation simplifies if we consider the univariate representation of $F$ (leading to the bivariate expression of $\gamma_F(a, b)$) instead of its ANF. Let:

$$F(x) = \sum_{i=0}^{2^n-1} u_i x^i; u_i, x \in \mathbb{F}_{2^n}.$$ 

For every $a \in \mathbb{F}_{2^n}$ and every $i = \sum_{k \in I} 2^k$, we have $(x + a)^i = \prod_{k \in I} (x^{2^k} + a^{2^k}) = \sum a^{\sum_{l \subseteq I \setminus J} 2^l} \sum_{k \in J} 2^k$ and therefore:

$$D_a F(x) = \sum_{i=0}^{2^n-1} u_i \sum_{J \subseteq I \setminus J} a^{i-j} x^j,$$

where $j \leq i$ means that the binary expansion of $j$ is covered by that of $i$. We have $\delta_0(a) = a^{2^n-1} + 1$ and for every $a, b \in \mathbb{F}_{2^n}, \gamma_F(a, b) = 1$ if $a \neq 0$ and $\exists x \in \mathbb{F}_{2^n}; b = D_a F(x)$. The contrary of “$\exists x \in \mathbb{F}_{2^n}; b = D_a F(x)$” is then “$\prod_{x \in \mathbb{F}_{2^n}} (b + D_a F(x))^{2^n-1} = 1$”. We have then, for every $a, b \in \mathbb{F}_{2^n}$:

$$\gamma_F(a, b) = \frac{1}{1 + \prod_{x \in \mathbb{F}_{2^n}} (b + D_a F(x))^{2^n-1}}.$$
Note that this expression of \( a \) and \( b \) has in general degree larger than \( 2^n \) in each variable \( a \) and \( b \). The bivariate representation of \( \gamma_F(a, b) \) is obtained after reducing Relation (12) modulo \( n \), that is, concretely, after:
- reducing modulo \( 2^n - 1 \) each exponent of \( a \) (resp. \( b \)) which is not a multiple of \( 2^n - 1 \),
- replacing by \( 2^n - 1 \) each nonzero exponent of \( a \) (resp. \( b \)) which is a multiple of \( 2^n - 1 \),
and this seems difficult to perform on the general expression.

\[
a^{2^n-1} \left[ 1 + \prod_{x \in \mathbb{F}_{2^n}} (b + D_a F(x))^{2^n-1} \right] =
\]
\[
a^{2^n-1} \left[ 1 + \prod_{x \in \mathbb{F}_{2^n}} \left( b + \sum_{i=0}^{2^n-1} u_i \sum_{j \leq i; j \neq i} a^{4-j} x^j \right)^{2^n-1} \right]. \tag{12}
\]

5 On the linear structures of \( \gamma_F \) and their relation with bent components of \( F \)

We shall see in Subsection 5.2 that the study of \( 0 \)-valued linear structures of the form \((0,\beta)\) of APN functions is related to that of their bent components. Let us first show that these linear structures are the only ones which could possibly exist. In the next proposition, \( W_{\gamma_F} \) denotes the Walsh transform of \( \gamma_F \).

**Proposition 1.** Let \( n \) be any positive integer, \( F \) any APN \((n,n)\)-function, \( \alpha \) and \( \beta \) any elements of \( \mathbb{F}_{2^n} \), and \( \epsilon \in \mathbb{F}_2 \). Function \( \gamma_F \) admits \((\alpha,\beta)\) for \( \epsilon \)-valued linear structure if and only if:

\[\forall u,v \in \mathbb{F}_{2^n}, (\alpha \cdot u + \beta \cdot v = \epsilon + 1) \Rightarrow W_{\gamma_F}(u,v) = 0.\]

Function \( \gamma_F \) admits then no \( 1 \)-valued linear structure and no \((0,\text{valued})\) linear structure \((\alpha,\beta)\) such that \( \alpha \neq 0_n \).

For every \( \beta \in \mathbb{F}_{2^n} \), \((0_n,\beta)\) is a \(0\)-valued linear structure of \( \gamma_F \) if and only if all the component functions \( v \circ F \) such that \( v \not\in \{0_n,\beta \} \) are bent.

No APN \((n,n)\)-function with \( n \) odd has linear structures.

**Proof.** It is known (see e.g. [13, Proposition 29]) that any \( n \)-variable Boolean function \( f \) admits \( \epsilon \in \mathbb{F}_2^n \) for \( 0 \)-valued (resp. \( 1 \)-valued) linear structure if and only if the support \( \{u \in \mathbb{F}_{2^n}^n \colon W_F(u) \neq 0\} \) of \( W_F \) is included in \( \{0_n,\epsilon \} \) (resp. its complement). This proves the first part of the proposition, after replacing \( n \) by \( 2n \), \( f \) by \( \gamma_F \) and \( \epsilon \) by \((\alpha,\beta)\).

It is known (see [15], or Section 6 below) that, for every \( u,v \in \mathbb{F}_{2^n}^2 \), \( W_{\gamma_F}(u,v) \) equals \( 2^n \) if \( v = 0_n \), and \( 2^n - W_F^2(u,v) \) otherwise. Since \( W_{\gamma_F}(u,v) \) is then nonzero for every \( u \) if \( v = 0_n \), this shows that, if \((\alpha,\beta)\) is a linear structure of \( \gamma_F \), then the affine hyperplane \( \{(u,v) \in (\mathbb{F}_2^n)^2 \colon \alpha \cdot u + \beta \cdot v = \epsilon + 1\} \) has empty intersection with the vector space \( \mathbb{F}_2^n \times \{0_n\} \), that is, the equation \( \alpha \cdot u = \epsilon + 1 \)
has no solution, or equivalently, \( \epsilon = 0 \) (since if \( \epsilon = 1 \) then \( u = 0 \) is a solution) and \( \alpha = 0 \) (since if \( \alpha \neq 0 \) then the equation has solutions). The rest of the proposition is straightforward.

**Open problem 1**: Address the (non)existence of the linear structures of \( \gamma_F \) functions for general APN functions. Proposition 1 allows to restrict the study to 0-valued linear structures of the form \( (0_n, \beta) \) for \( n \) even.

**Remark**. Thanks to Proposition 1, determining whether, for a given APN \((n, n)\)-function \( F \) \((n \text{ even})\), function \( \gamma_F \) has linear structures, is a sub-problem of determining what is the maximum dimension of the affine spaces of bent components of \( F \). Indeed, if \( F \) admits a linear structure \((0_n, \beta)\), then the complement, say \( H \), of \( \{0_n, \beta\}^\perp \) is an affine hyperplane of \( \mathbb{F}_2^n \) such that all the components \( v \cdot F \), \( v \in H \), of \( F \) are bent, and conversely, if we have such an affine hyperplane, then we have a linear structure. And it is easily seen (using that any APN function has nonzero nonlinearity, as proved in [9] and recalled in [13, Proposition 161]) that, for any APN function \( F \), the dimension of an affine subspace \( A \) of \( \mathbb{F}_2^n \) equals the dimension of the affine subspace \( \{v \cdot F; v \in A\} \) of \( B_n \). The functions \( v \cdot F \), \( v \in H \), above provide then an affine space of maximum dimension of bent components. This leads naturally to the following open question: what is, for a given even \( n \), the largest dimension of the affine spaces of bent functions? All these questions seem difficult (probably more difficult, but also more interesting from the viewpoint of bent functions, than determining the number of bent components of vectorial functions, see Subsection 5.2).

**Open problem 2**: Determine, for every even positive integer \( n \), the maximum dimension of affine spaces of bent components of APN \((n, n)\)-functions.

**Open problem 3**: Determine, for every even positive integer \( n \), the maximum dimension of affine spaces of bent \( n \)-variable Boolean functions.

**Remark**. Affine spaces of bent functions are addressed in [8], but not their maximum dimension. It is shown that \( k \)-dimensional affine spaces of bent Boolean \( n \)-variable functions, with \( k \) even, correspond to bent functions in \( n + k \) variables of a particular form: an affine space \( f + < f_1, \ldots, f_k > \) of Boolean functions (where \( < f_1, \ldots, f_k > \) denotes the vector space over \( \mathbb{F}_2 \) spanned by \( \mathbb{F}_2 \)-linearly independent functions \( f_1, \ldots, f_k \)) contains only bent functions if and only if the Boolean function:

\[
h : (x, y) \in \mathbb{F}_2^n \times \mathbb{F}_2^k \mapsto \sum_{i=1}^{\frac{k}{2}} (y_{2i-1} \oplus f_{2i-1}(x))(y_{2i} \oplus f_{2i}(x)) \oplus f(x)
\]

is bent. Note that, since \( f \) is bent, then it has algebraic degree at most \( \frac{n}{2} \) and since \( h \) is bent, it has algebraic degree at most \( \frac{n+k}{2} \). By applying the characterization of [8] to the affine planes in this affine space, we deduce that any two distinct functions \( f_1, f_2 \) in the direction of any affine space of \( n \)-variable bent
functions have a product $f_1(x)f_2(x)$ of algebraic degree at most $\frac{n}{2} + 1$. This puts some constraint on the affine space and probably also on its dimension. \(\diamond\)

**Remark.** An $m$-dimensional affine space of $n$-variable bent functions ($n$ even) is a set of bent functions over $\mathbb{F}_2^n$ of the form $f + \sum_{i \in I} g_i$ where $I$ ranges over the subsets of \{1, \ldots, m\} and where the $g_i$'s are linearly independent Boolean functions. Let us denote by $G$ the $(n, m)$-function whose coordinate functions are the $g_i$’s. The functions write then $f + y \cdot G$ where $y$ ranges over $\mathbb{F}_2^m$ and “$\cdot$” is the usual inner product. Note that the function $h : (x, y) \mapsto f(x) + y \cdot G(x)$ is a Maiorana-McFarland function (see [13]).

The function $x \mapsto f(x) + y \cdot G(x)$ is bent for every $y \in \mathbb{F}_2^m$ if and only if, for every nonzero $a \in \mathbb{F}_2^n$ and every $y$, the function $D_a f(x) + y \cdot D_a G(x)$ is balanced, that is, $\sum_{x \in \mathbb{F}_2^n} (-1)^{D_a f(x) + y \cdot D_a G(x)} = 0$, and using that a pseudo-Boolean function is identically null if and only if its Fourier-Hadamard transform is identically null, this is equivalent to:

$$\forall a \in \mathbb{F}_2^n, a \neq 0, \forall b \in \mathbb{F}_2^m, \sum_{x \in \mathbb{F}_2^n} (\sum_{y \in \mathbb{F}_2^m} (-1)^{D_a f(x) + y \cdot D_a G(x) + b \cdot y} = 2^m \sum_{x \in (D_a G)^{-1}(b)} (-1)^{D_a f(x)} = 0.$$  

A necessary condition for all functions $f(x) + y \cdot G(x)$ to be bent is then that, for every nonzero $a \in \mathbb{F}_2^n$ and every $b$ in $\mathbb{F}_2^m$, the size of the set $(D_a G)^{-1}(b)$ is divisible by 4. Indeed, if for some $a \neq 0$ and some $b$ we have $|(D_a G)^{-1}(b)| \equiv 2 \pmod{4}$, the sum $\sum_{x \in (D_a G)^{-1}(b)} (-1)^{D_a f(x)}$ is the double of an odd integer, since both the function $D_a f$ and the set $(D_a G)^{-1}(b)$ are invariant under translation by $a$ (in particular, if $G$ is an APN $(n, n)$-function, then it is impossible that the $n$-dimensional affine space of $n$-variable functions $f(x) + y \cdot G(x)$ is made of bent functions, only).

Once the necessary condition is satisfied, a necessary and sufficient condition is that, for every $a \neq 0$, function $D_a f$ is balanced on each pre-image by $D_a G$. \(\diamond\)

### 5.1 The difficulty of addressing 0-valued linear structures of the form $(0_n, \beta)$ in general, for $n$ even

Function $\gamma_F$ admits $(0_n, \beta)$ for 0-valued linear structure (which, according to Proposition 1, is the only possible case of linear structure of $\gamma_F$ and needs that $n$ is even, which we assume in the rest of this section) if and only if, for every $(a, b)$ such that $\gamma_F(a, b) = 1$, we have $\gamma_F(a, b + \beta) = 1$ (indeed, the condition is necessary, and it is sufficient since this implies that $\gamma_F(a, b) = 1$ is equivalent to $\gamma_F(a, b + \beta) = 1$ and therefore, $\gamma_F(a, b) = 0$ is equivalent to $\gamma_F(a, b + \beta) = 0$, and then $D(0_n, \beta)\gamma_F(a, b)$ equals 0). Consequently, function $\gamma_F$ admits $(0_n, \beta)$ for 0-valued linear structure if and only if, for every nonzero $a$ and every $x$ in $\mathbb{F}_2^n$, there exists $y \in \mathbb{F}_2^n$ such that $D_a F(x) + D_a F(y) = \beta$. Thanks to the change of variable $b = x + y$, this is equivalent to the fact that, for every nonzero $a$ and
every $x$ in $\mathbb{F}_2^n$, there exists $b \in \mathbb{F}_2^n$ such that $D_aD_bF(x) = \beta$. Note that this may be a weakness exploitable in attacks on cryptosystems using $F$ as S-box, and this is one more reason why studying the linear structures of $\gamma_F$. Note also that if $v \notin \{0_n, \beta\}^*$, then we have $D_aD_b(v \cdot F)(x) = v \cdot \beta = 1$. This does not seem enough to conclude that $D_a(v \cdot F)$ is balanced, because $b$ depends not only on $a$ but also on $x$, and this does not then allow to deduce a partition of $\mathbb{F}_2^n$ into pairs such that $D_a(v \cdot F)$ takes both values 0 and 1 (i.e. is balanced) on each pair, but we know that $D_a(v \cdot F)$ is balanced, since we know that $v \cdot F$ is bent, thanks to Proposition 1.

**Remark.** Denoting $\Delta = \{(x, x); x \in \mathbb{F}_2^n\}$, we have that $F$ being APN, the function $\phi : (a, (x, y)) \in (\mathbb{F}_2^n \setminus \{0_n\}) \times ((\mathbb{F}_2^n)^2 \setminus \Delta) \mapsto D_aF(x) + D_aF(y)$, involved in this characterization, is such that, when fixing any two elements among $a, x$ and $y$, the corresponding restriction of $\phi$ is 2-to-1. Indeed, if we fix $a \neq 0_n$ and $x$ (or $y$), then this corresponds exactly to the definition of APNness, and if we fix $x$ and $y$ such that $x \neq y$ and consider two distinct elements $a, a'$ in $\mathbb{F}_2^n \setminus \{0_n\}$, then we have that $D_aF(x) + D_aF(y) = D_{a'}F(x) + D_{a'}F(y)$ if and only if $D_aF(x)+D_aF(y)+D_{a'}F(x)+D_{a'}F(y) = D_{a+a'}F(x+a) + D_{a+a'}F(y+a) = 0$ and $F$ being APN and $x+y$ nonzero, this is equivalent to saying that $x+y = a+a'$. ♦

It seems difficult to study the 0-valued linear structures of the form $(0_n, \beta)$ of $\gamma_F$, in general. We have seen that handling $\gamma_F$ in bivariate representation is simpler than with the ANF. Let us then consider the expression in (12). The pair $(0, \beta)$ is a 0-valued linear structure of $\gamma_F$ if and only if the bivariate expression of $\gamma_F(a, b)$ is invariant under translation of $b$ by $\beta$, that is, according to (12), if for every $a \neq 0$:

$$\prod_{x \in \mathbb{F}_2^n} \left( b + \sum_{i=0}^{2^n-1} u_i \sum_{j \leq i, j \neq i} a^{-j}x^j \right)^{2^n-1} \equiv \prod_{x \in \mathbb{F}_2^n} \left( b + \sum_{i=0}^{2^n-1} u_i \sum_{j \leq i, j \neq i} a^{-j}x^j \right)^{2^n-1} \mod a^{2^n} + a, b^{2^n} + b.$$

It seems hard to go further with this method, when dealing with general APN functions; this would need to handle the reduction modulo $a^{2^n} + a$ and $b^{2^n} + b$, which is necessary before we can apply the uniqueness of the univariate representation of an $(n, n)$-function.

**Remark.** 1. It is shown in [1] that the number of bent components of a plateaued APN function of nonlinearity $2^{n-1} - \frac{1}{2} 2^{\frac{n+1}{2}}$ is at least $\frac{2}{5}(2^n - 1) + \frac{1}{5}(2^k - 2^2)$. This number being, whatever is $k$, significantly larger than $2^{n-1}$, this may give some chances of existence, for some APN functions to be found, of an $(n - 1)$-dimensional affine space of bent components and then of linear structures of $\gamma_F$, according to Proposition 1.

2. Recall from [24] that $2^n - 2^\frac{n}{2}$ is the maximum possible number of bent
components of any \((n, n)\)-function (we shall revisit this in Subsection 5.2). It is proved in [20] that plateaued APN functions \(F\) cannot reach this maximum. The idea of the proof is very simple: we know that, since \(F\) is APN, we have \(\sum_{u, v \in \mathbb{F}_2^n, v \neq 0_u} W_F^3(u, v) = 2^{3n+1}(2^n - 1)\) (see [17]), and since \(F\) is plateaued, we know that if a component function \(v \cdot F\) is not bent, that is, has amplitude \(2^{2k}\) with \(k \geq 1\), then \(\sum_{u \in \mathbb{F}_2^n} W_F^4(u, v) = 2^{n+2k} \sum_{u \in \mathbb{F}_2^n} W_F^2(u, v) = 2^{3n+2k}\) is divisible by \(2^{3n+2}\). If \(F\) has \(2^n - 2^{2\frac{n}{2}}\) bent components, then we have \(\sum_{u, v \in \mathbb{F}_2^n, v \neq 0_u} W_F^4(u, v) \equiv (2^n - 2^{\frac{n}{2}}) 2^{3n} \equiv 0 \pmod{2^{3n+2}}\), a contradiction (assuming that \(n \geq 4\)). This proof does not work for showing the non-existence of \((n - 1)\)-dimensional affine spaces of bent components of \(F\); it only tells that if such affine space exists, there necessarily exist bent components of \(F\) outside it.

\[\square\]

5.1.1 The case of APN power functions

APN power functions are easier to study. For \(F(x) = x^d\) and \(a \neq 0\), we have \(\gamma_F(a, b) = \gamma_F(1, \frac{b}{a^n})\), since \(D_aF(ax) = a^dD_1F(x)\). Then, \((0, \beta)\) is a 0-valued linear structure of \(\gamma_F\) if and only if, for every \(a \neq 0\), \(\frac{\beta}{a^n}\) is a 0-valued linear structure of the \(n\)-variable function \(\gamma_F(1, b)\). We know, according to the Dobbertin result already recalled and recorded in [13, Proposition 165], that when \(a\) ranges over \(\mathbb{F}_{2^n}\), \(a^d\) ranges over the multiplicative group \(C\) of all cubes of \(\mathbb{F}_{2^n}\). The existence of a (nonzero) 0-valued linear structure of the form \((0, \beta)\) for function \(\gamma_F\) would imply the invariance of the support of \(\gamma_F(1, b)\) under the translation by any element of the coset \(bC\), and then under translation by any element of \(b < C >\) where \(b < C >\) is the \(\mathbb{F}_2\)-vector space spanned by \(C\). It is easily seen that, \(n\) being even, \(x^3 + (x + 1)^3\) ranges over the vector space of all elements of trace 0 (let us denote it by \(E\)) and then \(C + C\) includes \(C E\), since \((a x)^3 + (a x + a)^3 = a^3 (x^3 + (x + 1)^3)\), and therefore \(|C + C| > |E| = 2^{n-1}\) since there are cubes of traces 0 and 1, and therefore \(b < C > = \mathbb{F}_{2^n}\) (since its dimension is strictly larger than \(n - 1\) and equals then \(n\)), and \(\gamma_F\) would be constant, a contradiction. We have then:

**Proposition 2.** For any \(n\) and for any APN power \((n, n)\)-function \(F\), the \(\gamma_F\) function has no (nonzero) linear structure.

**Remark.** Despite the result of Proposition 2, for every \(a \neq 0\), the Boolean function \(b \mapsto \gamma_F(a, b)\) may have linear structures. For instance in the case of Gold APN functions over \(\mathbb{F}_{2^n}\): \(F(x) = x^{2^k+1}\), \(\gcd(j, n) = 1\), we have that \(\beta\) is a linear structure of \(b \mapsto \gamma_F(a, b)\) if and only if, for every \(x \in \mathbb{F}_{2^n}\), there exists \(y \in \mathbb{F}_{2^n}\) such that \(a^{2^k} x + ax^{2^k} + a^{2^k+1} + a^{2^k} y + ay^{2^k} + a^{2^k+1} \equiv a^{2^k+1}\left(\frac{x + y}{a} + \left(\frac{x + y}{a}\right)^{2^k}\right) = \beta\) and this happens for every \(\beta\) such that \(tr_n\left(\frac{\beta}{a^{2^k+1}}\right) = 0\), but there is no \(\beta \neq 0\) which satisfies this condition for every \(a \neq 0\). \(\diamondsuit\)
5.1.2 Another class admitting no linear structure

Another case where the study of linear structures of $\gamma_F$ is simplified (in fact, is straightforward) is when $F$ is plateaued with a single amplitude. Indeed, since, according to Proposition 1, some component functions of $F$ should be bent, all should then be bent, that is, $F$ should be bent, and we know from [22] that no bent $(n,n)$-function exists.

It is possible to extend this observation: according to [10], $F$ is plateaued with a single amplitude if and only if the size of the set $\{(a,b) \in \mathbb{F}_2^n; D_aD_bF(x) = w\}$ does not depend on $x \in \mathbb{F}_2^n$ nor on $w \in \mathbb{F}_2^n$ when $w \neq 0_n$. Let us show that the condition “does not depend on $x \in \mathbb{F}_2^n$” is not necessary for proving the non-existence of linear structures:

Proposition 3. Let $n$ be any positive integer and $F$ any APN $(n,n)$-function such that, for some $x \in \mathbb{F}_2^n$, the size of the set $\{(a,b) \in \mathbb{F}_2^n; D_aD_bF(x) = w\}$ does not depend on $w \in \mathbb{F}_2^n$ when $w \neq 0_n$. Then $\gamma_F$ admits no (nonzero) linear structure.

Proof. According to Proposition 1, we can restrict ourselves to a 0-valued linear structure of the form $(0_n,\beta)$. Suppose that $(0_n,\beta)$ is such a linear structure of $\gamma_F$. Then, for every nonzero $a$ and every $x$, there exists $b \in \mathbb{F}_2^n$ such that $D_aD_bF(x) = \beta$. We have then $|\{(a,b) \in \mathbb{F}_2^n; D_aD_bF(x) = \beta\}| \geq 2^n - 1$. Taking now for $x$ one of the elements such that the size of the set $\{(a,b) \in \mathbb{F}_2^n; D_aD_bF(x) = w\}$ does not depend on $w \in \mathbb{F}_2^n$ when $w \neq 0_n$, and using that $D_aD_bF(x)$ equals 0 when $a$ or $b$ equals zero or $a = b$, we deduce that $|\{(a,b) \in \mathbb{F}_2^n; a \neq 0_n, b \neq 0_n, a \neq b\}| \geq \sum_{w \in \mathbb{F}_2^n \setminus \{0_n\}} |\{(a,b) \in \mathbb{F}_2^n; D_aD_bF(x) = w\}| = (2^n - 1) \sum_{w \in \mathbb{F}_2^n \setminus \{0_n\}} |\{(a,b) \in \mathbb{F}_2^n; D_aD_bF(x) = \beta\}| \geq (2^n - 1)^2$, a contradiction since $|\{(a,b) \in \mathbb{F}_2^n; a \neq 0_n, b \neq 0_n, a \neq b\}| = (2^n - 1)(2^n - 2)$.

Remark. The class of those APN functions such that, for some $x$, the size $|\{(a,b) \in \mathbb{F}_2^n; D_aD_bF(x) = w\}|$ does not depend on $w \in \mathbb{F}_2^n$ when $w \neq 0_n$, is larger than the class of plateaued APN functions with a single amplitude. Let us give examples of such functions which are not plateaued with a single amplitude. Let us take for instance $x = 0_n$ and restrict ourselves to those $(n,n)$-functions $F$ such that $F(0_n) = 0_n$. Using Relations (4) and (3), we have that $|\{(a,b) \in \mathbb{F}_2^n; D_aD_bF(0_n) = w\}|$ is equal to $2^{-n} \sum_{u,v \in \mathbb{F}_2^n} W_F(u,v)W_F(u',v)W_F(u'',v)(-1)^{(u+u'+a)+(u'+u'')b+v} = 2^{-4n} \sum_{u,v \in \mathbb{F}_2^n} W_F(u,v)(-1)^v \sum_{u'' \in \mathbb{F}_2^n} W_F(u'',v)(-1)^{u''} \sum_{a,b \in \mathbb{F}_2^n} W_F(u',v)(-1)^a = 2^{-2n} \sum_{u,v \in \mathbb{F}_2^n} W_F(u,v)(-1)^v$ and $|\{(a,b) \in \mathbb{F}_2^n; D_aD_bF(x) = w\}|$, does not depend on $w \neq 0_n$ if and only if $\sum_{u,v \in \mathbb{F}_2^n} W_F(u,v)W_F(u',v)(-1)^{(u+u'+a)+(u'+u'')b+v} = 2^{-n} \sum_{u,v \in \mathbb{F}_2^n} W_F(u,v)(-1)^v$ and $|\{(a,b) \in \mathbb{F}_2^n; D_aD_bF(x) = w\}$ does not depend on $v \neq 0_n$. This is for instance the case of power permutations.

Note that the proof of Proposition 3 above does not work for general plateaued functions: it is shown in [10] that $F$ is plateaued if and only if the size of the set $\{(a,b) \in \mathbb{F}_2^n; D_aD_bF(x) = w\}$ does not depend on $x \in \mathbb{F}_2^n$; but changing $x$ for another value does not change $\{(a,b) \in \mathbb{F}_2^n; D_aD_bF(x) = w\}$ into a disjoint set, contrary to changing $w$ for another value when $F$ is quadratic, it
does not even change the set at all). Hence, we cannot have \( x \) playing the role played by \( w \) in the proof above.
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\[ \text{The Titsworth relation (6) applied to } \]
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\[ \text{Since } \]
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\[ \text{We have, by definition of } \]

\[ \text{and application of the inverse Walsh transform and} \]

\[ \phi \]

\[ \text{writes } 2^{-\frac{n}{2}} \sum_{u \in \mathbb{F}_2^n} \left[ \frac{W_F(u, (w, 1))}{-1} \right]^{a \cdot u + b \cdot w} \]

\[ = 2^{-\frac{n}{2}} \sum_{u, x \in \mathbb{F}_2^n} (-1)^{u \cdot (x + a) + w \cdot (F'(x) + b) + f_n(x)} \]

\[ = 2^{\frac{4n}{2} - 1} \delta_0(F'(a) + b) (-1)^{f_n(a)}, \quad (13) \]

where \( \delta_0 \) is here the Dirac symbol over \( \mathbb{F}_2^n \) (i.e. the indicator function of the singleton \( \{0_n-1\} \)). Hence, \( \varphi \) is plateaued of amplitude \( 2^{\frac{4n}{2} - 1} \), and since the Walsh transform of \( \varphi \) is divisible by \( 2^{\frac{4n}{2} - 1} \), its algebraic degree is at most \( (2n - 1) - \left( \frac{4n - 1}{2} \right) + 1 = \frac{n}{2} + 1 \), according to a well-known result recalled in [13, Theorem 2], while each function \( u \mapsto \varphi(u, w) \) has algebraic degree at most \( \frac{n}{2} \), since it is bent. The inverse Walsh transform relation (3) applied to \( \varphi \) gives \( -1)^{\varphi(u, w)} = 2^{-\frac{n}{2}} \sum_{a \in \mathbb{F}_2^{n}} (-1)^{f_n(a) + u \cdot a + w \cdot F'(a)} \), nothing more than the definition of \( \varphi \). The Parseval relation (5) applied to \( \varphi \) writes \( 2^{4n-2} = 2^{4n-2} \) and does not give any information either. The Titsworth relation (6) applied to \( \varphi \) writes, for every nonzero \( (a_0, b_0) \in \mathbb{F}_2^n \times \mathbb{F}_2^n \):
by the fact that the dual of the dual of a bent function equals the bent function itself, that \( W_{\varphi^*}(a) = 2^2(-1)^{v \cdot F(a)} \), where \( v = (w, 1) \). Let us calculate \( W_{\varphi^*}(b) \).

We have, by the inverse Walsh transform:

\[
W_{\varphi^*}(b) = \sum_{w \in F_2^{n-1}} (-1)^{\varphi(u,w)+b \cdot w} = 2^{-(2n-1)} \sum_{a \in F_2^n} \sum_{w,c \in F_2^{-1}} W_{\varphi}(a,c)(-1)^{a \cdot u+(b+c) \cdot w} = 2^{-n} \sum_{a \in F_2^n} W_{\varphi}(a,b)(-1)^{a \cdot u} = 2^{2^{-1}} \sum_{a \in F_2^{n-1}} (-1)^{f_n(a)+a \cdot u}
\]

(the last equality being deduced from Relation (13)). Hence, by [13, Theorem 2] again, the algebraic degree of \( u \varphi \) is at most \( \frac{n}{2} + 1 \), which gives no new information.

5.2 On the bent component functions of APN functions

Since \( W_{\varphi^*}(u,v) \) equals \( 2^n - W_{\varphi}(u,v) \) if \( v \neq 0_n \), the component function \( v \cdot F \) of an APN function \( F \) is bent if and only if \( W_{\varphi^*}(u,v) \) equals 0 for every \( u \in F_2^n \).

Now, since \( W_{\varphi^*}(u,v) \) can be viewed as the value at \( u \) of the Fourier-Hadamard transform of the function \( a \mapsto \sum_{b \in F_2^n} (-1)^{\varphi(a,b)+v \cdot b} \), and since (as already used), a pseudo-Boolean function is identically null if and only if its Fourier-Hadamard transform is identically null, we have the following property, which could be proved also by using the Wiener-Khintchine formula:

**Proposition 4.** Let \( F \) be any APN \((n,n)\)-function. Then for every nonzero \( v \in F_2^n \), the component function \( v \cdot F \) is bent if and only if, for every \( a \in F_2^n \), the Boolean function \( b \mapsto \varphi_F(a,b) + v \cdot b \) is balanced.

**Remark.** In this proposition, \( v \) is assumed nonzero. If we take \( v = 0_n \) and if \( F \) is APN, then the Boolean function \( b \mapsto \varphi_F(a,b) + v \cdot b \) is balanced for every \( a \neq 0_n \), but not for \( a = 0_n \). We could have stated the proposition with \( a \) nonzero instead of \( v \) nonzero since, if \( v \neq 0_n \), \( b \mapsto \varphi_F(a,b) + v \cdot b \) is automatically balanced for \( a = 0_n \). \( \diamond \)

**Remark.** Replacing \((-1)^{\varphi(a,b)}\) (respectively, \((-1)^{v \cdot b}\)) by \(1 - 2\varphi(a,b)\) (respectively, by \(1 - 2v \cdot b\)) in the sum \( \sum_{b \in F_2^n} (-1)^{\varphi(a,b)+v \cdot b} \) and using that \( b \mapsto v \cdot b \) is balanced for \( v \neq 0_n \) (respectively, \( b \mapsto \varphi_F(a,b) \) is balanced for \( a \neq 0_n \)), we have that, for every nonzero \( v \), the component function \( v \cdot F \) is bent if and only if, for every nonzero \( a \in F_2^n \), the Boolean function \( b \mapsto v \cdot b \) is balanced on the set \( \{b \in F_2^n; \varphi_F(a,b) = 1\} \) or its complement (respectively, the Boolean function \( b \mapsto \varphi_F(a,b) \) is balanced on the hyperplane of equation \( v \cdot b = 1 \) or its complement). \( \diamond \)

**Remark.** Proposition 4 combined with Proposition 1 shows that \((0_n,\beta)\) is a linear structure of \( \varphi_F \) if and only if, for every \( v \not\in \{0_n,\beta\}^\perp \) and every \( a \in F_2^n \), the Boolean function \( b \mapsto \varphi_F(a,b) + v \cdot b \) is balanced. \( \diamond \)
It is shown in [24] that the number of bent components of any \((n,n)\)-function is at most \(2^n - 2^{\frac{n}{2}}\) and that if an \((n,n)\)-function \(F\) has \(2^n - 2^{\frac{n}{2}}\) bent components, then the set of values of \(v\) such that \(v \cdot F\) is not bent is an \(\frac{n}{2}\)-dimensional vector space. In [20] (see also some precisions in the more recent reference [1]) is shown (as we already recalled above) that the set of those \((n,n)\)-functions having \(2^n - 2^{\frac{n}{2}}\) bent components does not contain any APN plateaued function (that is, as we recalled already, any APN function \(F\) satisfying \(\forall u,v \in \mathbb{F}_2^n, W_F(u,v) \in \{0, \pm \lambda_v\}\) for some integers \(\lambda_v\) depending only on \(v\)), and then in particular any quadratic APN function.

We have:

**Corollary 1.** For every even \(n\), any APN \((n,n)\)-function \(F\) has \(2^n - 2^{\frac{n}{2}}\) bent components if and only if there exists an \(\frac{n}{2}\)-dimensional vector subspace \(V\) of \(\mathbb{F}_2^n\) such that any pair \((0, \beta)\) with \(\beta \in V\) is a 0-valued linear structure of \(\gamma_F\).

**Proof.** Let \(F\) have \(2^n - 2^{\frac{n}{2}}\) bent components, and according to [24], let \(E\) be the \(\frac{n}{2}\)-dimensional vector space such that \(v \cdot F\) is bent for \(v \not\in E\). Let us denote, for every \(a \in \mathbb{F}_2^n\), by \(f_a\) the \(n\)-variable function \(b \mapsto \gamma_F(a,b)\).

According to Proposition 4, for every \(a \in \mathbb{F}_2^n\), we have \(W_{f_a}(v) = 0\) for every \(v \not\in E\). According to the inverse Walsh transform relation (3), we have \(2^n(-1)^{f_a(b)} = \sum_{v \in \mathbb{F}_2^n} W_{f_a}(v)(-1)^{v \cdot b} = \sum_{v \in E} W_{f_a}(v)(-1)^{v \cdot b}, \forall b \in \mathbb{F}_2^n\), and this implies that, for every \(\beta \in E^\perp := \{x \in \mathbb{F}_2^n ; v \cdot x = 0, \forall v \in E\}\) and every \(b \in \mathbb{F}_2^n\), we have \(f_a(b + \beta) = f_a(b)\). We have then, for every \(a, b \in \mathbb{F}_2^n\) and every \(\beta \in E^\perp\), that \(\gamma_F(a, b + \beta) = \gamma_F(a, b)\) and \((0, \beta)\) is a 0-valued linear structure of \(\gamma_F\). This completes the proof in the direct sense since \(E^\perp\) has dimension \(\frac{n}{2}\). The converse is similar, using that \(f_a(b + \beta) = f_a(b)\) for every \(b \in \mathbb{F}_2^n\) and every \(\beta \in E^\perp\) is equivalent to \(W_{f_a}(v) = 0\) for every \(v \not\in E\). \(\square\)

Proposition 2 and Corollary 1 show then:

**Corollary 2.** For every even \(n\), any APN power \((n,n)\)-function has strictly less than \(2^n - 2^{\frac{n}{2}}\) bent components.

The following problem is posed in [24, Question 8]: are there any APN functions having \(2^n - 2^{\frac{n}{2}}\) bent components? We leave it open.

### 6 On the Walsh transform of \(\gamma_F\) and its nonlinearity

As already shown in [15], for every APN \((n,n)\)-function \(F\), we have that \(\gamma_F(a, b)\), viewed as a pseudo-Boolean function, equals \(\frac{1}{2} \|D_v F\|^2 - 2^{n-1} \delta_0(a, b)\), and then, by the linearity of the Fourier-Hadamard transform and by Relation (7), we have:

\[
\hat{\gamma}_F(u, v) = \frac{1}{2} \sum_{a, x \in \mathbb{F}_2^n} (-1)^{a \cdot x} D_v F(x) = 2^{n-1} \left( W_F(u, v) - 2^{n-1} \right).
\]
According to Relation (2) applied with \(2n\) in the place of \(n\) and \((u,v)\) in the place of \(u\), we have then \(W_{\gamma_F}(0_n,0_n) = 2^{2n} - W_F^2(0_n,0_n) + 2^n = 2^n\), and for \(u \neq 0_n\), \(W_{\gamma_F}(u,0_n) = -W_F^2(u,0_n) + 2^n = 2^n\), and for \(u \neq 0_n\) and \(v \neq 0_n\), \(W_{\gamma_F}(u,v) = -W_F^2(u,v) + 2^n\), and then, for every \(u, v\):

\[
W_{\gamma_F}(u,v) = \begin{cases} 2^n & \text{if } v = 0_n, \\ 2^n - W_F^2(u,v) & \text{if } v \neq 0_n. \end{cases} \tag{14}
\]

This implies, as already observed in [15], that \(\gamma_F\) is bent if and only if \(F\) is AB. Note that, since \(W_{\gamma_F}(u,0_n) = 2^n\) for every \(u\), this is the only case where function \(\gamma_F\) can be plateaued.

This kind of relation between the Walsh transform of a \(2n\)-variable Boolean function and the Walsh transform of an \((n,n)\)-function is remarkable. The fact that the Walsh transform of this \(2n\)-variable Boolean function has all its values bounded above by \(2^n\) (like bent functions) and that \(2^n - W_{\gamma_F}(u,v)\) is moreover always a square is probably the most distinctive we know for functions \(\gamma_F\) (with of course also the fact that each restriction \(b \mapsto \gamma_F(a,b)\) is balanced for \(a \neq 0_n\)). It would be interesting to make a computer investigation of those \(2n\)-variable Boolean functions, say \(\gamma\), such that all the values taken by \(2^n - W_\gamma\), where \(W_\gamma\) is the Walsh transform of \(\gamma\), are squares and are equal to 0 when \(v = 0_n\). Note that this latter property implies that the \(n\)-variable function \(b \mapsto \gamma(a,b)\) is balanced for every \(a \neq 0_n\) and null for \(a = 0_n\), since according to the Poisson summation formula (or by a direct calculation), we have \(\sum_{b \in \mathbb{F}_2^n} (-1)^{\gamma(a,b)} = 2^{-n} \sum_{u \in \mathbb{F}_2^n} (-1)^{u \cdot a} W_\gamma(u,0_n)\) and, when \(W_\gamma(u,0_n)\) equals constantly \(2^n\), this latter expression equals 0 for \(a \neq 0_n\) and \(2^n\) for \(a = 0_n\).

Once such functions \(\gamma\) are found, we can use for each of them the resulting values of \(|W_F(u,v)|\) and determine the possible signs so that \(F\) exists.

We study in the next subsections additional information on \(F\), respectively on \(\gamma_F\), provided by Relation (14).

**Remark.** When \(F\) is a power function \(F(x) = x^d, x \in \mathbb{F}_{2^n}\), it is well known that, for \(u \neq 0\), we have \(W_F(u,v) = W_F(1, \frac{v}{u})\) (since \(\sum_{x \in \mathbb{F}_{2^n}} (-1)^{tr_a(xd+ux)} = \sum_{x \in \mathbb{F}_{2^n}} (-1)^{tr_a(x^d+x)}\)). We have then \(W_{\gamma_F}(u,v) = W_{\gamma_F}(1, \frac{v}{u})\). Of course, this can also be checked directly. \(\square\)

**Remark.** We have seen in Section 3 that, when \(F\) is a quadratic APN \((n,n)\)-function, \(\gamma_F\) has the Maiorana-McFarland form \(\gamma_F(a,b) = G(a) \cdot b + h(a)\). Then, its Walsh transform \(W_{\gamma_F}(u,v)\) equals \(\sum_{a,b \in \mathbb{F}_2^n} (-1)^{G(a)+v \cdot b + h(a)+u \cdot a} = 2^n \sum_{a \in G^{-1}(v)} (-1)^{h(a)+u \cdot a}\). Relation (14) shows then that \(\sum_{a \in G^{-1}(v)} (-1)^{h(a)+u \cdot a}\) is bounded above by 1. If \(|G^{-1}(v)|\) is even, then \(\sum_{a \in G^{-1}(v)} (-1)^{h(a)+u \cdot a}\) is even too and it is then bounded above by 0; moreover, for \(v \neq 0_n\), we know that \(\sum_{u \in \mathbb{F}_2^n} \sum_{a \in G^{-1}(v)} (-1)^{h(a)+u \cdot a}\) equals 0, since \(\sum_{u \in \mathbb{F}_2^n} (-1)^{h(a)+u \cdot a}\) equals 0 if
\(a \neq 0_n\) and since \(0_n \not\in G^{-1}(v)\). We deduce then that if \(|G^{-1}(v)|\) is even, then \(G^{-1}(v)\) is empty (and \(v \neq 0_n\)).

If \(|G^{-1}(v)|\) is odd, then \(\sum_{a \in G^{-1}(v)} (-1)^{h(a) + u \cdot a}\) is nonzero for every \(u\). This means, according to Proposition 1, that \(\gamma_F\) has a 0-valued linear structure \((0, \beta)\) if and only if \(G^{-1}(v)\) is empty for every \(v\) such that \(v \cdot \beta = 1\), that is, if \(G\) is valued in \(\{0_n, \beta\}^\perp\). It is not clear whether this is possible. \(\Box\)

6.1 A new relation on the Walsh transform of APN functions deduced from (14)

In this subsection, we shall review the known relations satisfied by one of the functions \(W_F\) and \(W_{\gamma_F}\), and see if this gives new information on the other.

- The inverse Walsh transform relation (3) applied to the component function \(v \cdot F\) gives \(\sum_{u \in \mathbb{F}_2^n} W_F(u, v)(-1)^{u \cdot w} = 2^n (-1)^{v \cdot F(w)}\), which does not seem to allow deducing any property on \(\gamma_F\). The inverse Walsh transform relation applied to \(\gamma_F\) writes:

\[
\sum_{u, v \in \mathbb{F}_2^n} (-1)^{u \cdot a + v \cdot b} W_{\gamma_F}(u, v) = 2^n \sum_{u, v \in \mathbb{F}_2^n} (-1)^{u \cdot a + v \cdot b} - \sum_{u, v \in \mathbb{F}_2^n, v \neq 0_n} (-1)^{u \cdot a + v \cdot b} W_F^2(u, v) = 2^{2n} (-1)^{\gamma_F(a, b)},
\]

that is:

\[
\sum_{u, v \in \mathbb{F}_2^n, v \neq 0_n} (-1)^{u \cdot a + v \cdot b} W_F^2(u, v) = 2^{3n} \delta_0(a, b) - 2^{2n} (-1)^{\gamma_F(a, b)},
\]

or equivalently, using that \((-1)^{\gamma_F(a, b)} = 1 - 2 \gamma_F(a, b)\):

\[
\sum_{u, v \in \mathbb{F}_2^n} (-1)^{u \cdot a + v \cdot b} W_F^2(u, v) = 2^{3n} \delta_0(a, b) + 2^{2n+1} \gamma_F(a, b).
\]

This relation, which can also be deduced from Relation (7) applied to \(f = v \cdot F\), does not give new information.

- The Parseval relation (5) applied to the component function \(v \cdot F\) writes:

\(\forall v \in \mathbb{F}_2^n, \sum_{u \in \mathbb{F}_2^n} W_F^2(u, v) = 2^{2n}\), and implies:

\(\forall v \in \mathbb{F}_2^n, v \neq 0_n, \sum_{u \in \mathbb{F}_2^n} W_{\gamma_F}(u, v) = 0\).

This relation can also be deduced by applying the Poisson summation formula (see e.g. [13, Corollary 3]) to \(\gamma_F\) and using that the Boolean function \(b \mapsto \gamma_F(a, b)\) is balanced for each \(a \neq 0_n\); it then gives no new information either.

The Parseval relation on \(\gamma_F\) provides (again) the value of the fourth moment of the Walsh transform of an APN function, see [17]: \(\sum_{u, v \in \mathbb{F}_2^n} W_F^4(u, v) = 3 \cdot 2^{4n} - 2^{3n+1}\).

- The Titsworth relation (6) applied to \(v \cdot F\) does not seem to give anything exploitable on \(\gamma_F\). When applied to \(\gamma_F\), it writes:

\[
\forall (u_0, v_0) \neq (0_n, 0_n), \sum_{u, v \in \mathbb{F}_2^n} W_{\gamma_F}(u, v) W_{\gamma_F}(u + u_0, v + v_0) = 0,
\]

(16)
that is:

- If \( v_0 = 0_n \) (and \( u_0 \neq 0_n \)), then (by separating the case \( v = 0_n \) from the case \( v \neq 0_n \)):
  \[
  2^{3n} + \sum_{u, v \in \mathbb{F}^n_2 \atop v \neq 0_n} (2^n - W_F^2(u, v))(2^n - W_F^2(u + u_0, v)) = 0,
  \]

  that is, by using the Parseval relation on the Boolean function \( v \cdot F \):
  \[
  \sum_{u, v \in \mathbb{F}^n_2 \atop v \neq 0_n} W_F^2(u, v)W_F^2(u + u_0, v) = -2^{3n} - 2^{3n}(2^n - 1) + 2^{3n+1}(2^n - 1) = 2^{4n} - 2^{3n+1}.
  \]

- If \( v_0 \neq 0_n \) (and \( u_0 \in \mathbb{F}^n_2 \)), then (by separating the cases “\( v = 0_n \) or \( v = v_0 \)” and “\( v \neq 0_n, v_0 \)”):
  \[
  2^{n+1} \left( \sum_{u \in \mathbb{F}^n_2} (2^n - W_F^2(u, v_0)) \right) +
  \sum_{u, v \in \mathbb{F}^n_2 \atop v \neq 0_n, v \neq v_0} (2^n - W_F^2(u, v))(2^n - W_F^2(u + u_0, v + v_0)) =
  \sum_{u, v \in \mathbb{F}^n_2 \atop v \neq 0_n, v \neq v_0} (2^n - W_F^2(u, v))(2^n - W_F^2(u + u_0, v + v_0)) = 0,
  \]

  (by using again the Parseval relation on the Boolean function \( v \cdot F \), that is, :
  \[
  \sum_{u, v \in \mathbb{F}^n_2 \atop v \neq 0_n, v \neq v_0} W_F^2(u, v)W_F^2(u + u_0, v + v_0) = -2^{3n}(2^n - 2) + 2^{3n+1}(2^n - 2)
  = 2^{4n} - 2^{3n+1}.
  \]

The characterization of APNness by the fourth moment of the Walsh transform
\[
\sum_{u, v \in \mathbb{F}^n_2 \atop v \neq 0_n, v \neq v_0} W_F^2(u, v) = 2^{4n+1} - 2^{3n+1},
\]
allows us to cover all cases in the following statement:

**Theorem 1.** Any APN \((n, n)\)-function \( F \) satisfies, for every \((u_0, v_0)\), that:

\[
\sum_{u, v \in \mathbb{F}^n_2 \atop v \neq 0_n, v \neq v_0} W_F^2(u, v)W_F^2(u + u_0, v + v_0) = 2^{4n} - 2^{3n+1} + 2^{4n} \delta_0(u_0, v_0).
\]

Of course, the converse is also true (i.e. this relation implies APNness) since in the particular case \( u_0 = v_0 = 0_n \), we obtain the value of the fourth moment of \( W_F \), which is characteristic of APNness. The relation of Theorem 1 looks like
those obtained in [11], but in fact, it is quite different, for \((u_0, v_0) \neq (0_n, 0_n)\). Indeed, these latter relations involve the values at \((0_n, 0_n)\) of the convolutional products (of diverse orders) of the square of \(W_F\) with itself, and cannot then equal the expression of Theorem 1, which involves the value at a nonzero input of the convolutional product of order 2 of the square of \(W_F\). The information provided by Theorem 1 is then complementary of those obtained in [11]. It has the advantage of being as simple as Chabaud-Vaudenay’s characterization by the fourth moment of the Walsh transform, while it provides more information (and we shall see in the next subsection that it is in fact more exploitable). For instance, it tells us that, for every APN function \(F\), there does not exist \((u_0, v_0)\) nonzero such that, for every \((u, v)\), either \(W_F(u, v) = 0\) or \(W_F(u + u_0, v + v_0) = 0\). Of course, if the Walsh support of \(F\) has size larger than \(2^{2n-1}\), this is obvious. But in the case of, for instance, AB functions (whose Walsh support has size smaller than \(2^{2n-1}\)), it gives some information.

6.2 A lower bound on the nonlinearity of a large class of APN functions including all known ones

In Theorem 1, if \(|W_F(u, v)|\) takes its maximum at least twice (that is, at two positions), then denoting by \((u_0, v_0)\) the difference between two values of \((u, v)\) where this maximum is taken, we have since \(\max_{v \neq 0_n, u} W_F^2(u, v)\) appears then at least twice in

\[
\sum_{u, v \in \mathbb{F}_2^n, v \neq 0_n} W_F^2(u, v)W_F^2(u + u_0, v + v_0)
\]

Corollary 3. Let \(n\) be any positive integer and \(F\) any APN \((n, n)\)-function such that \(\{|W_F(u, v)|: u, v \in \mathbb{F}_2^n, v \neq 0_n\}\) takes its maximum for at least two different inputs \((u, v)\) (i.e. the minimum Hamming distance between the component functions of \(F\) and affine Boolean functions is achieved more than once), then we have :

\[
nl(F) \geq 2^n - \frac{1}{2} \sqrt{2^{4n-1} - 2^{3n}}.
\]

Indeed, we have, according to Theorem 1, that \(2 \max_{v \neq 0_n, u} W_F^2(u, v) \leq 2^{4n} - 2^{3n+1}\), and Corollary 3 is then deduced from Relation (9).

Note that all known APN functions satisfy the condition of Corollary 3. Indeed, all APN power functions do\(^2\) because, for \(n\) odd, all component functions \(tr_n(u x^d)\) are affine equivalent to each others, and for \(n\) even, any two component functions \(tr_n(u x^d)\) and \(tr_n(v' x^d)\) are affine equivalent when \(\frac{n}{2}\) is a cube.

All quadratic APN functions also satisfy the condition (more generally, all non-affine plateaued functions do since each non-affine component function takes its maximum Walsh absolute value at least twice) and the sporadic Edel-Pott function having the same Walsh spectrum as the Gold functions, it does too.

**Open problem 4:** Determine whether all APN functions satisfy the condition of Corollary 3. If not, then characterize, and if possible determine, all the

\(^2\)But the bound of Corollary 3 is weaker than the bound from [11], which writes that \(nl(F) \geq 2^n - 2^{\frac{3n}{2}}\) for \(n\) odd and \(nl(F) \geq 2^n - 2^{\frac{5n}{2}}\) for \(n\) even.
Remark. In the proof of the bound of Corollary 3, we take into account only two terms from the sum \( \sum_{u,v \in \mathbb{F}_2^n: u \neq 0, v \neq 0} W_F^2(u,v)W_F^2(u+u_0, v+v_0) \); we neglect all the others. Maybe it is impossible that all these other terms simultaneously vanish, and the bound of Corollary 3 is then improvable. Note also that if some APN function is found in the future which would not satisfy the hypothesis of Corollary 3, this function would probably however satisfy almost the same bound as in Corollary 3: this would be shown by taking for \((u_0, v_0)\) the difference between two pairs \((u, v)\) where \(|W_F(u, v)|\) takes, respectively, its maximum and its next value in descending order, which would be probably close (unless the maximum of \(|W_F(u, v)|\) when \(u, v \in \mathbb{F}_2^n, v \neq 0_n\), is significantly larger than each of the other values, but it is not clear whether this can happen). \(\diamond\)

Remark. Even for general \((n, m)\)-functions, it is not that easy to build functions that do not satisfy the condition of Corollary 3. The study is simplified when considering those \((n, m)\)-functions obtained by modifying the values of an affine function \(L(x) + a\) (where \(L\) is linear over \(\mathbb{F}_2^n\)) over a set \(E\) of size less than \(2^{n-2}\) (which is favorable to a search of functions with low nonlinearity), but even then, the condition is not straightforward. For such function \(F\), denoting for every \(x \in E\) by \(\phi(x)\) the vector added to \(L(x) + a\) to obtain \(F(x)\), by \(F^*\) the adjoint operator of \(L\), defined by \(v \cdot L(x) = L^*(v) \cdot x\), and by \(\delta_b\), the indicator function of the singleton \(\{b\}\) (that is, the Dirac symbol at \(b\)), we have \(W_F(u, v) = 2^n(-1)^{u \cdot \phi(v)} - \sum_{x \in E}(-1)^{u \cdot \phi(x)} + \sum_{x \in E}(-1)^{u \cdot \phi(x)} + \sum_{x \in E}(-1)^{u \cdot \phi(x)}\).

Since \(|E| < 2^{n-2}\), the value of \(\max_{u \in \mathbb{F}_2^n, v \in \mathbb{F}_2^n \setminus \{0_n\}} |W_F(u, v)|\) is achieved for \(u = L^*(v)\) and equals \(2^n - |E| + \max_{v \in \mathbb{F}_2^n \setminus \{0_n\}} \sum_{x \in E}(-1)^{v \cdot \phi(x)}\), which is reached only for one value of \((u, v) \in \mathbb{F}_2^n \times \mathbb{F}_2^n \setminus \{0_n\}\) under the necessary and sufficient condition that the maximum \(\max_{v \in \mathbb{F}_2^n \setminus \{0_n\}} \sum_{x \in E}(-1)^{v \cdot \phi(x)}\) is achieved by one value of \(v\) only (this condition is always satisfied if \(m = 1\), that is, for a Boolean function, but it is not straightforward for \(m > 1\), and in any case, the relation \(|Im(F)| \geq \frac{2^n}{2^{2n-2}}\) shown in [16, 14] on the image set size of every APN function and applied to \(F + L + a\) shows that, since \(|E| < 2^{n-2}\), function \(F\) cannot be APN. A larger class could be investigated: that of all the functions defined the same way but with \(|E|\) larger than \(\frac{2^n}{2^{2n-2}}\); characterizing that such a function does not satisfy the condition of Corollary 3 seems very complex, since \(\frac{2^n}{3 \cdot 2^{2n-2}}\) is large.

Note that the bound of Corollary 3 can be further improved if there exists \((u_0, v_0) \neq (0_n, 0_n)\) for which there exist more than two values of \((u, v)\) such that both \(|W_F(u, v)|\) and \(|W_F(u + u_0, v + v_0)|\) achieve the maximum of \(|W_F(u, v)|; u, v \in \mathbb{F}_2^n, v \neq 0_n\) according to Theorem 1, if the number of these values \((u, v)\) equals \(t\), then we have \(nl(F) \geq 2^{n-1} - \frac{1}{2} \sqrt{\frac{2^{4n-2} - 2^{2n+1}}{t}}\)
Note that the bound of Corollary 3 and its possible improvement have approximately the form \( nl(F) \geq \lambda 2^{n-1} \) (where of course \( \lambda < 1 \)) and a nonlinearity more or less equal to \( \lambda 2^{n-1} \) is asymptotically bad. It would be very interesting to determine whether some APN functions (to be found) can approach it.

### 6.3 On the relation between the nonlinearities of \( \gamma_F \) and of \( F \)

The nonlinearity of \( \gamma_F \) satisfies, thanks to Relation (8) (applied with \( 2n \) in the place of \( n \)) and to Relation (14) and to the fact that \( W_F(u, 0_n) = 0 \) for \( u \neq 0_n \):

\[
\begin{align*}
nl(\gamma_F) & = 2^{2n-1} - \frac{1}{2} \max \left( 2^n, \max_{(u,v) \in \mathbb{F}_2^n \times (\mathbb{F}_2^n \setminus \{0_n\})} |2^n - W_F^2(u,v)| \right) \\
& = 2^{2n-1} - \frac{1}{2} \max \left( 2^n, \max_{(u,v) \in \mathbb{F}_2^n \times (\mathbb{F}_2^n \setminus \{0_n,0\})} |2^n - W_F^2(u,v)| \right).
\end{align*}
\]

For being able to deduce the expression of \( nl(\gamma_F) \) by means of \( nl(F) \), we need to look separately at the distances from \( \gamma_F \) to all linear \( 2n \)-variable Boolean functions and to all of their complements:
- the former equals \( 2^{2n-1} - \frac{1}{2} \max \left( 2^n, \max_{(u,v) \in \mathbb{F}_2^n \times (\mathbb{F}_2^n \setminus \{0_n\})} (2^n - W_F^2(u,v)) \right) = 2^{2n-1} - 2^{n-1} \) and is achieved by the zero linear function (among others),
- the latter equals \( 2^{2n-1} - \frac{1}{2} \max_{(u,v) \in \mathbb{F}_2^n \times (\mathbb{F}_2^n \setminus \{0_n\})} (W_F^2(u,v) - 2^n) \).

We have \( \max_{(u,v) \in \mathbb{F}_2^n \times (\mathbb{F}_2^n \setminus \{0_n\})} W_F^2(u,v) \geq 2^{n+1} \), according to the SCV bound. We have then:

\[
nl(\gamma_F) = 2^{2n-1} - \frac{1}{2} \max_{(u,v) \in \mathbb{F}_2^n \times (\mathbb{F}_2^n \setminus \{0_n\})} W_F^2(u,v) + 2^{n-1}, \tag{17}
\]

and the nonlinearity of \( \gamma_F \) equals the minimum Hamming distance between \( \gamma_F \) and the complements of linear forms (and if \( F \) is not AB, then the best affine approximations of \( \gamma_F \) are only with such complements).

**Proposition 5.** Let \( n \) be any positive integer and \( F \) any APN \((n,n)\)-function being not almost bent. The best approximations of \( \gamma_F \) by \( 2n \)-variable affine Boolean functions are the functions \( \ell(a,b) = u \cdot a + v \cdot b + 1, v \neq 0_n \), such that the Hamming distance between the component function \( v \cdot F \) and the \( n \)-variable affine Boolean function \( u \cdot x + \epsilon \), is minimum for some \( \epsilon \in \mathbb{F}_2 \).

The fact that the complexity of the linear attack on a block cipher using an APN function \( F \) as a substitution box is related to that of the fast correlation attack on a stream cipher in the filter model (see e.g. [13, Subsection 3.1.3]) using \( \gamma_F \) as nonlinear function, is interesting. Moreover, since the nonlinearity of \( F \) equals \( 2^{n-1} - \frac{1}{2} \max_{(u,v) \in \mathbb{F}_2^n \times (\mathbb{F}_2^n \setminus \{0_n\})} |W_F(u,v)| \), Relation (17) gives:

\[
nl(\gamma_F) = 2^{2n-1} - \frac{1}{2} (2^n - 2nl(F))^2 + 2^{n-1}.
\]

Hence:
Proposition 6. For every APN \((n, n)\)-function, we have:
\[
\text{nl}(\gamma_F) = 2^{n+1}\text{nl}(F) - 2(\text{nl}(F))^2 + 2^{n-1}.
\] (18)

Note that the function \(x \mapsto 2^{n+1}x - 2x^2 + 2^{n-1}\) is strictly increasing from the interval \([0, 2^{n-1} - \frac{2^{n-1}}{2^n}]\) (within which the nonlinearity of an \((n, n)\)-function is located, according to the lower bound \(\text{nl}(F) > 0\) and to the SCV upper bound) in the interval \([2^{n-1}, 2^{2n-1} - 2^{n-1}]\) (within which the nonlinearity of the \(2^n\)-variable Boolean function \(\gamma_F\) is located, according to (18) and to the covering radius bound). The value of \(\text{nl}(\gamma_F)\) is then a strictly increasing function of \(\text{nl}(F)\) which matches it maximum \(2^{2n-1} - 2^{n-1} - 2^{2n-1}\) and Proposition 6 can be viewed as a generalization and a clarification of the fact that \(\gamma_F\) is bent if and only if \(F\) is almost bent. The puzzling question is that, while we know the maximum of each of the two nonlinearities for \(n\) odd, we ignore the minimum.

Note that, according to Proposition 6, the possible values of \(\text{nl}(\gamma_F)\) are not all the integers of the interval \([2^{n-1}, 2^{2n-1} - 2^{n-1}]\). For instance, for \(n = 5\), if \(\text{nl}(F)\) could take any value between 1 and 12, the nonlinearity of \(\gamma_F\) could take only the values 78, 136, 190, 240, 286, 328, 366, 400, 430, 456, 478, 496. In fact, the possible values of \(\text{nl}(F)\) are all known\(^3\), see [2], and they are not all the integers between 1 and 12; indeed, there are only two possible values: the nonlinearity 10 of the Dobbertin and inverse functions and the nonlinearity 12 of almost bent functions; the nonlinearity of \(\gamma_F\) can then only take the values 456 and 496.

Open problem 5: Determine, for every \(n\), which values are possible for \(\text{nl}(F)\) when \(F\) is a general APN \((n, n)\)-function, and therefore, determine which values are possible for \(\text{nl}(\gamma_F)\). There are several sub-problems: determine whether \(\text{nl}(F)\) can be an odd integer, which is equivalent to determining whether \(\text{nl}(\gamma_F)\) can be congruent with \(2\) modulo \(4\); a positive reply would imply a positive reply to the open problem whether the algebraic degree of \(F\) can be equal to \(n\), already mentioned. Note that for general functions \(F\), the fact that the algebraic degree equals \(n\) does not necessarily imply that the nonlinearity is odd (take for instance a linear function and modify one of its coordinate functions so that its Hamming weight becomes odd, the algebraic degree equals then \(n\) while the nonlinearity is zero); it is not clear whether we have the same situation when restricting ourselves to APN functions (this provides then one more open problem).

Conclusion
In this paper, we have initiated a study of the \(2n\)-variable Boolean function \(\gamma_F\) (indicating for which \((a, b) \in (\mathbb{F}_2^n)^2, a \neq 0_n,\) the equation \(F(x) + F(x + a) = b\) has solutions \(x \in \mathbb{F}_2^n\)) when \(F\) is a general APN \((n, n)\)-function. We have described how the representations of \(\gamma_F\) can be obtained from those of \(F\), and shown the difficulty of studying \(\gamma_F\), for instance through its linear structures. We have shown that linear structures \((\alpha, \beta)\) can possibly exist only for \(\alpha = 0_n\)

\(^3\)Number 5 is the largest value of \(n\) for which they are.
and for \( n \) even, and we have related their existence to that of affine spaces of bent Boolean functions. We have also shown how \( \gamma_F \) can be used for studying \( F \), and deduced a new relation satisfied by the Walsh transform of \( F \), which includes as a particular case the Chabaud-Vaudenay characterization of APN functions, and gives more information. We have more deeply studied the relationship between the nonlinearities of \( F \) and \( \gamma_F \) and derived a lower bound on the nonlinearity of a large class of APN functions including all known ones, which gives a beginning of explanation why the nonlinearity of all known APN functions is rather good. More needs to be done in this direction. We have posed five open problems (and a few sub-problems) (1) on the existence of linear structures of \( \gamma_F \) functions for \( n \) even, (2) on the largest dimension of affine spaces of bent components of APN functions, (3) on the largest dimension of affine spaces of bent Boolean functions, (4) whether all APN functions have Walsh transforms taking their maximum absolute value for at least two different nonzero inputs (whose positive answer would provide a lower bound on the nonlinearity of all APN functions), and (5) on the possible values of \( nl(F) \) and \( nl(\gamma_F) \) when \( F \) is APN. Further work is needed on these difficult problems and on other questions on \( \gamma_F \) functions that we also listed, which have not been tackled since the introduction of APN functions thirty years ago.
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