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Abstract. The security of cryptographic primitives typically relies on the storage of private secrets by each participant in a perfect manner. However, increasingly, side-channel attacks are demonstrating the pitfalls of assuming these cryptographic entities as opaque monolithic objects over the entire duration the primitive remains alive. Motivated by such concerns, there is a significant interest in revisiting well-established cryptographic primitives and their implementations to identify whether their security continues to hold in the presence of such side-channel attacks. Although there are compilers to convert any secret sharing scheme into one that is robust to local leakage on each of their shares, it is not feasible to replace every instance of traditional secret sharing schemes in use with a leakage-resilient counterpart. Beyond efficiency considerations, there may be an appropriate structure in specific secret-sharing schemes that are fundamental to their usage in a particular context. For example, the use of a linear secret sharing scheme helps perform secure aggregation of statistics in parallel (for example, the sum of the private inputs of the participants) even in the presence of malicious parties. The reconstruction threshold of these secret sharing schemes determines the threshold of corruption permissible in the secure computation protocol; a lower reconstruction threshold implies a higher efficiency.

This paper makes a two-fold contribution. First, we continue to study the local leakage resilience of Reed-Solomon codes as initiated by Benhamouda, Degwekar, Ishai, and Rabin (2018). We improve their lower bound on the reconstruction threshold for Reed Solomon codes from $0.907n$ to $0.867n$ for one-bit leakage from each secret share, where $n$ represents the number of parties receiving the secret shares.

Next, we explore whether, in the presence of local leakage, there is something inherent to maximum-distance separable (MDS) codes (Reed Solomon code is a particular example from this class of codes) that inherently demands high reconstruction thresholds. Towards this investigation, we study random MDS codes and their necessary reconstruction threshold to remain resilient to a constant local leakage from each share. Given any $\delta \in (0, 1/2)$, we prove that most random MDS codes over suitably large fields with reconstruction threshold $(1/2 + \delta)n$ are resilient to constant local leakage.

In terms of techniques, both results rely on a Fourier-analytic approach to this problem. In particular, the second result relies on new and subtle analysis techniques for random MDS codes, which we believe shall be of independent interest.

Finally, we also contribute to the impossibility of designing secret-sharing schemes based on MDS codes over prime-order fields, where the dimension of the code is very small. If one insists on exponentially small indistinguishability among the shares generated by two different secrets,
then the dimension of the code needs to be $\Omega(n/\log n)$ even when the adversary obtains only $m = 1$ bit leakage from each of the shares and the field size is arbitrarily large.
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1 Introduction

Traditionally, we interpret participants in cryptographic protocols as impervious objects interacting with their computing devices remaining shielded from all external snooping or meddling. However, sophisticated side-channel attacks have increasingly proven this assumption false. Private keys, for example, may leak during storage or computation via surprisingly novel side-channel attacks [12]. The cryptographic protocols are typically not designed to be robust to such leakage. However, some primitives have turned out to be robust to such leakage attacks [4].

One such fundamental primitive is secret-sharing schemes. In the presence of local leakage from each secret share, our objective is to characterize the specific security achieved by these secret-sharing schemes. For example, if an adversary can perform one-bit local leakage from each party’s secret share, then any linear secret-sharing scheme over fields of characteristic two is rendered entirely insecure; because an adversary who learns the last bit of each secret share can reconstruct the last bit of the secret as well.

Consequently, there are compilers to convert a linear secret sharing scheme into one that is resilient to $m$-bit local leakage from every share. However, the leakage-resilient counterpart may not be able to replace every instance of the original secret sharing scheme. The scenarios where one uses these secret-sharing schemes possibly rely on other salient features innate to them, for example, their additive nature, their ability to participate in cut-and-choose protocols, and their ability to efficiently correct errors during reconstruction. Typically, one may use linear secret sharing schemes (over large prime fields) for secure data aggregation (for example, performing the summation of private inputs of parties) in the presence of malicious participants. A reduction in the reconstruction threshold allows a smaller set of parties to recover the secret. Therefore, such a scheme can tolerate a higher number of (colluding) malicious parties in the secure computation protocol (as long as the reconstruction threshold is higher than the number of adversarial parties).

Consequently, there is a significant interest in constructing secret-sharing schemes with lower reconstruction threshold. However, ensuring local leakage resilience may require the reconstruction threshold to be high. This paper studies the reconstruction threshold necessary for some fundamental secret-sharing schemes.
1.1 Our Contribution

Our paper makes two contributions towards enhancing our understanding of local leakage resilience of secret-sharing schemes over prime-order fields. Briefly, in this setting, an adversary chooses an arbitrary vector of leakage functions with \( m \) bit output each to be applied to every share, and receives the output of these functions to a random sharing of a secret. Its goal is to distinguish between some pair of secrets with as large an advantage as possible. The \( m \)-leakage error of a scheme corresponds to the distinguishing advantage of the best such adversary. See [4] for more details and motivation on the setting.

In this paper, we focus on the easiest case for local leakage resilience of \( m = 1 \) bits of leakage, which is still far from well-understood. First, we study the local leakage resilience of the Shamir secret-sharing scheme.

**Informal Theorem 1 (Shamir Secret Sharing: Reconstruction Threshold for One-bit Leakage)** Consider \((n, t)\)-Shamir secret sharing scheme over a prime-order field \( \mathbb{F}_p \), where \( t \) is the reconstruction threshold. If the reconstruction threshold satisfies \( t \geq 0.867n \) then the leakage error for \( m = 1 \) is at most \( 2^{-\Omega(n)} \).

Recently, Benhamouda, Degwekar, Ishai, and Rabin [4] proved that the threshold needs to be \( t \geq 0.907n \).\(^1\) The decrease in the reconstruction threshold for the Shamir’s secret sharing scheme potentially helps increase the security of its applications; for example, in a verifiable secret sharing scheme implemented using a linear error-correcting code, the reconstruction threshold directly translates into the number of honest parties required to force adversarial parties into behaving honestly. So, a higher reconstruction threshold must need a large number of honest parties. Shamir’s scheme is, in fact, a special case of a linear scheme for \((n, t)\)-threshold access structure derived from a linear \([n+1, t, \mathbb{F}_p]\)-MDS codes via [17]. In fact, both our and [4]'s result holds for every such scheme derived from an MDS code as described above - hereafter referred to as a ‘Massey scheme [17].’

Next, we proceed to exploring whether the structure of linear maximum distance separable (MDS) codes have some inimical property to local leakage resilience. Towards this objective, we explore the local leakage resilience of random linear MDS codes over prime-order fields of sufficiently large (yet still practical) size. We prove that, roughly, a random Massey scheme is \( m \)-leakage resilient for constant \( m \) for \( t \) arbitrarily close to \( n/2 \) with high probability.

**Informal Theorem 2 (Random MDS Codes: Reconstruction Threshold for Constant Leakage)** Fix a constant \( \delta \in (0, 1/2) \) and a constant leakage threshold \( m \). Let \( n \) be the number of parties receiving the secret shares. Let \( C \) be

\(^1\) Our techniques can be used to improve the upper bounds for larger \( m \) appearing in [4] to a certain extent, but we explicitly state the results for \( m = 1 \) for simplicity and clarity. The eprint version of their paper [5] claims a smaller constant in Theorem 1.2, which is a consequence of an incorrect calculation. We have interacted with the authors to ensure that the constant mentioned here is an accurate reflection of their result.
a random MDS code over a prime-order field $\mathbb{F} = \mathbb{F}_p$ such that $|\mathbb{F}| = 2^{O_{\delta,m}(n)}$. Let $Sh_C$ be the secret sharing scheme corresponding to the code $C$ with reconstruction threshold $t$. An adversary can perform at most $m$-bit leakage from each party’s secret share. If the reconstruction threshold of $Sh_C$ is $t \geq (1/2 + \delta)n$ then it is $m$-leakage resilient with leakage error $2^{-\Omega(n)}$ with overwhelming probability over the choice of $C$.

Our proof of the above theorem is non-constructive, making use of the probabilistic method (overcoming some technical hurdles to get reasonable parameters for the size of $p$). This leaves open the intriguing question of whether a threshold below $n/2$ is possible. A positive answer would open the door to “BGW-based” information-theoretic leakage resilient MPC with honest majority for general functions in the plain model. As we show below, new analysis techniques are required to resolve this question.

On applications to MPC. Leakage resilient MPC has been constructed in various setting based on leakage resilient secret sharing schemes constructed using general compilers as described above against local leakage with very large $m$, approaching share size. However, these compilers do not preserve linearity of the secret sharing scheme, for instance, incurring additional overhead on the resulting MPC scheme. Furthermore, it is important to note that achieving an LSSS for $t < 0.5n$ is not directly sufficient for general MPC. The LSSS should also be multiplicative, as is Shamir’s scheme, but additional linear schemes have this property as well (see [6] for details). We hope that if we manage to prove that a random $[n, t, \mathbb{F}_p]$ linear code is an LSSS with high probability, we will be able to make a similar argument for random multiplicative additive codes.

Both positive results above proceed by undertaking a Fourier analytic approach to the problem of upper bounding the distinguishing advantage for $m$-bit local leakage from each party’s secret share. In particular, our bound for Shamir secret sharing proceeds along the lines of [4]’s analysis, and we gain an extra advantage by more precise accounting for the 0-coordinates of the dual code $C^\perp$ of the Reed-Solomon code corresponding to Shamir’s secret sharing. In a nutshell, this helps as these 0-coordinates correspond to the 0-Fourier coefficients of certain boolean functions related to the leakage functions, which are the largest (in absolute value) coefficient for each of these functions. For a given local leakage function vector, the leakage error is such that many large coefficients in a single codeword of $C^\perp$ make a large contribution to the overall achievable leakage error.

The analysis of the second result proceeds by carefully carrying out subtle accounting for the magnitude of Fourier coefficients. In some more detail, we observe that non-0 coefficients may be large as well, and rely on Parseval’s identity to bound their number in each coordinates’ leakage function. Then, we prove that with high probability over the choice of the code, only few codewords of $C^\perp$ have “many” coordinates corresponding to large Fourier coefficients simultaneously, so their overall contribution to the maximal achievable leakage advantage can not be very large.
We also extend the known lower-bounds for locally leakage-resilient secret sharing schemes that are constructed from MDS error-correcting codes. First, we observe that $k$, the dimension of the error-correcting code, cannot be very small relative to $n$, if an exponentially-small local leakage resilience of $\epsilon = 2^{-\Omega(n)}$ is to be achieved even for $m = 1$ bits of local leakage, for any field size $p$. In particular, we must have $k = \Omega(n/\log(n))$. Previously, a similar bound was known only for fields of size polynomial in $n$ [19].

**Informal Theorem 3 (Lower bound on $k$)** Let $C$ denote a linear MDS code $[n+1, k, \mathbb{F}_p]$ such that the corresponding $(k, n)$-secret sharing scheme $(Sh_C, Rec_C)$ has leakage resilience $\epsilon = 2^{-\Omega(n)}$ for $m = 1$ bits of leakage from each share, and any field size $p(n)$. Then, it must be the case that $k = \Omega(n/\log(n))$.

In a somewhat different direction, we observe regarding natural hurdles to proving the result for $k < n/2$ using Fourier analytic techniques used in the LSS papers so far (including the current results). Consider an approach where we bound the Fourier coefficients using only their absolute values and rely on the Parseval's identity. Then, such approaches shall fail in meaningfully bounding the distinguishing advantage. We provide a (hypothetical) Fourier spectrum that is transparent to the class of techniques used in the line of work. In this example, the upper-bound for the distinguishing advantage diverges (to infinity) with the field size $p$. This indicates that additional properties of the Fourier spectrum of boolean functions should be used to improve the upper bounds, if at all.

### 1.2 Prior Works

Leakage-resilience has been a major topic in cryptography and there is a vast literature in this line of work (to name a few, [14, 9, 15, 13, 18, 8, 7]). Below, we only discuss those works that are closely related to this work.

In the field of code repairing, Guruswami and Wootters [11] showed that, for fields of characteristic 2, it might be possible to recover the secret by learning one-bit information from each share. Inspired by their work, Benhamouda, Degwekar, Ishai, and Rabin [4] initiated the study of leakage resilience of linear secret sharing schemes over a prime order field. Subsequently, Nielsen and Simkin [19] studied the upper bound on the amount of leakage. In particular, for $(n, t)$-Shamir-secret sharing, they showed that the amount of leakage from each share cannot exceed $\frac{t \log n}{n^2}$.

Recently, there also have been many works [10, 2, 16, 20, 1] trying to construct compilers that strengthen existing secret-sharing schemes with various guarantees of leakage-resilience.

### 2 Preliminaries

We denote by $I(p) = -p \cdot \ln(p) - (1 - p) \cdot \ln(1 - p)$ the Shannon entropy of $0 < p < 1$. For $j \leq k$, where $(n - j)/n, j/n = \Theta(1)$ it follows from Stirling’s
approximation that
\[
\binom{n}{j} = (1 + o(1)) 2^{\Omega(j/n)}
\]  
(1)

By \(\log(x)\) we refer to the base 2 logarithm unless stated otherwise.

Given two matrices \(M_1 \in \mathbb{F}_{a \times b}, M_2 \in \mathbb{F}_{a \times b}\), we denote by \((M_1; M_2)\) the matrix resulting from concatenating \(M_2\) under \(M_1\), i.e., the matrix \([M_1, M_2]\). We denote the rows (resp., columns) of \(M_1\) by \(\text{Rows}(M_1)\) (resp., \(\text{Cols}(M_1)\)), and the number of rows (resp., columns) by \(\text{rows}(M_1)\) (resp., \(\text{cols}(M_1)\)). By default, vectors are row vectors (which are sometimes viewed as \(1 \times a\) matrices). A submatrix corresponding to index sets of rows and columns \(X,Y\) respectively is denoted by \(M_{[X,Y]}\). In this context, \(*\) stands for the set of all rows or columns respectively, and abbreviate singleton sets via the element contained in it. We sometimes use \(M_{[X]}\) as an abbreviation for \(M_{[X,*]}\). Similarly, for a vector \(v\), \(v[I]\) denotes the vector resulting from projecting \(v\) to a subset \(I\) of its coordinates. For a set of vectors \(G \subseteq A^r\), and a set of indices \(I \subseteq [r]\), we also denote \(G[I] = \{a[I] \mid a \in G\}\).

For a set \(A\), when there is no risk of confusion, we sometimes abuse notation, and view \(A\) as the uniform distribution over \(A\).

\subsection{Error correcting codes.}

An \([n,k,\mathbb{F}_p]\) linear error-correcting code (ECC) \(C\) is a subspace of \(\mathbb{F}_p^n\) of dimension \(k\). A code is said to have distance \(d\) if every pair of distinct codewords have Hamming distance at least \(d\). A generating matrix \(G = (g_1; \ldots; g_n) \in \mathbb{F}_p^{n \times k}\) of \(C\) is a matrix whose columns constitute a basis of \(C\). The dual code \(C^\perp\) of a linear code \(C\) is \(\{x \in \mathbb{F}_p^n \mid \forall c \in C, \langle x,c \rangle = 0\}\), and we denote the generating matrix of \(C^\perp\) by \(H = (h_1; \ldots; h_n) \in \mathbb{F}_p^{n \times (n-k)}\).

We say a code is Maximum Distance Separable (MDS) if \(d = n - k + 1\). We will need a few well known equivalent formulations of MDS codes.

Claim. Let \(C\) be a linear \([n,k,\mathbb{F}_p]\) code. Then the following statements are equivalent:

- \(C\) is a linear \([n,k,\mathbb{F}_p]\)-MDS code.
- \(C^\perp\) is a linear \([n,k' = n-k,\mathbb{F}_p]\)-MDS code.
- Every set of \(k\) rows of \(G\) are linearly independent.

\subsection{Fourier Analysis}

For our purposes, we only recall Fourier analysis for \(G\) which is the additive group of a finite field. Let \(\mathbb{F} = \{0,\ldots,p-1\}\) be a field of order \(p\), where \(p\) is prime. Let \(f: \mathbb{F} \to \mathbb{C}\) be an arbitrary complex-valued function. For \(z \in \mathbb{C}\), we let \(\tau z\) denote the complex conjugate of \(z\). We define the inner-product of two functions \(f, g: \mathbb{F} \to \mathbb{C}\) as follows

\[
\langle f, g \rangle := \frac{1}{p} \sum_{x \in \mathbb{F}} f(x) \overline{g(x)}.
\]  
(2)
A character of $\mathbb{F}$ is a homomorphism from the additive group $\mathbb{F}$ to the multiplicative group $\mathbb{C}^*$. The set of characters of $\mathbb{F}$, to which we refer to as $\hat{\mathbb{F}}$, itself forms a group under coordinate-wise multiplications. In fact $\hat{\mathbb{F}} = \{\chi_0, \chi_1, \ldots, \chi_{p-1}\}$ precisely satisfies $\chi_i(x) = \exp(2\pi i \cdot ix/p)$. The $\chi_i$’s form an orthonormal basis of $\mathbb{C}^p$. That is, we have:

$$
\langle \chi_i, \chi_j \rangle = \begin{cases} 
0, & \text{if } i \neq j \\
1, & \text{if } i = j.
\end{cases}
$$

(3)

For $i \in \mathbb{F}$, we define the Fourier coefficient $\hat{f}(i) := \langle f, \chi_i \rangle$. Furthermore, the mapping $f \mapsto \hat{f}$ is a full-rank linear mapping. Parseval’s identity states that

$$
\langle f, f \rangle = \sum_{i \in \mathbb{F}} \hat{f}(i)^2.
$$

(4)

As [5], we follow the “standard” notation in additive combinatorics. In this notation, when working over $\mathbb{F}$, the Haar measure as in Equation 2, and the counting measure assigning 1 to each $i \in \hat{\mathbb{F}}$ is used when working over $\hat{\mathbb{F}}$. So, norms will be taken with respect to the underlying measure. Using this convention, we can compactly rephrase Parseval’s identity as $\langle f, f \rangle = \langle \hat{f}, \hat{f} \rangle$.

2.3 Leakage resilient secret sharing

We consider the standard notion of perfect secret sharing schemes for general (monotone) access structures $\mathcal{A} \subseteq P([n])$ (specifying the qualified sets of parties) for some $n$ parties. For the $t$-threshold access structure, where the qualified subsets $I \subseteq [n]$ are those of size at least $t$, we refer to secret sharing schemes implementing this access structure by $(n, t)$-secret sharing scheme. We will only consider linear secret sharing schemes over some finite field $\mathbb{F}_p$. Recall, that such a secret sharing scheme is a pair of algorithms $(\text{Sh}, \text{Rec})$, where $\text{Sh} : \mathbb{F}_p \rightarrow S_1 \times \ldots \times S_n$ is a randomized mapping taking a secret $s \in \mathbb{F}_p$ to a sequence of shares $\text{sh} = (sh^1, \ldots, sh^n)$, where $S_i = \mathbb{F}_p^{\ell_i}$ for some $\ell_i \in \mathbb{N}^+$. For $I \subseteq [n]$, let us

\[\lim_{p \to \infty} c_1 = 2/\pi.\]
denote \( sh^I = (sh^i)_{i \in I} \). Additionally, for each \( a, b, s_0, s_1 \in \mathbb{F}_p \), and valid sharings \( sh_0, sh_1 \) respectively, it holds that \( \{sh_0 + bsh_1 \} \in \text{support}(Sh(as_0 + bs_1)) \). A secret sharing scheme (not necessarily linear) implementing \( \mathcal{A} \) is correct in the sense that for each \( I \in \mathcal{A} \), and \( sh \leftarrow Sh(s) \), it holds that \( \text{Rec}(I, sh^I) = s \) with probability 1 (over the random choices of \( Sh \)). It is private in the sense that for every pair of secrets \( s_0, s_1 \), \( sh_0 \leftarrow Sh(s_0), sh_1 \leftarrow Sh(s_1) \), and every \( I \notin \mathcal{A} \), \( SD(sh^I_0, sh^I_1) = 0 \). See [3] for more details.

In this work, we study the leakage resilience of secret sharing schemes arising from linear codes in a natural way as in Massey’s construction [17]. That is, given a linear \([n + 1, k, \mathbb{F}_p]\) code \( C^+ \) with generating matrix \( G^+ = (g_1; \ldots; g_{n+1}) \), the corresponding Massey (linear) \( n \)-party secret sharing scheme over \( \mathbb{F}_p \) is defined as follows. \( Sh(s) \) samples a random vector \( \beta = (\beta_1, \ldots, \beta_k) \in \mathbb{F}_p^k \) conditioned on \( (G^+ \cdot \beta^T)[n + 1] = s \), and sets the share of party \( i \) to be \( sh^i = (\beta, g_i^+) \). For \( I \subseteq [n] \) such that \( \text{Rows}(G^+[I]) \) spans \( G^+[n+1] \) (otherwise \( I \) is not qualified) via \( \sum_{i \in I} \alpha_i G^+[i] \), \( \text{Rec}(I, sh^I) \) outputs \( s = \sum_{i \in I} \alpha_i sh^i \).

We observe that the set of sharings of \( s = 0 \) is a linear \([n, k-1, \mathbb{F}_p]\) code, we denote by \( C \). We denote the secret sharing above by \( (Sh_C, \text{Rec}_C) \). We will mostly work with \( C^+ \) which are MDS codes. Note that in this case, \( C \) is also an MDS code, and \( (Sh_C, \text{Rec}_C) \) is a \((n, t = k - 1)\)-secret sharing scheme. Here and elsewhere, when we refer to [5], we refer to their eprint version [5]. We follow the definition of local leakage resilient secret sharing schemes as in [3], Definition 4.1. For completeness, we briefly recall this notion, restricted to Massey secret sharing schemes.

For \( n \)-party secret sharing schemes with \( S_i = \mathbb{F}_p \), let \( \mathcal{L}_{m,n,p} \) denote the set of all functions \( \mathbb{F}_p^m \rightarrow (\{0, 1\}^m)^n \) (representing \( m \)-bit local leakage on each share of the \( n \) parties). We say the scheme \((Sh_C, \text{Rec}_C)\) is a \((m, \epsilon)\)-leakage resilient secret sharing scheme, if for all leakage function vectors \( L = (L_1, \ldots, L_n) \in \mathcal{L}_{m,n,p} \), and all pairs of secrets \( s_0, s_1 \in \mathbb{F}_p \), we have \( SD(L(Sh_C(s_0)), L(Sh_C(s_1))) \leq \epsilon \).

For a party \( P_i \), and \( \ell_i \in \{0, 1\}^m \), let \( A_{\ell_i} = \{x \in \mathbb{F}_p | L_i(x) = \ell_i \} \). We denote by \( 1_{A_{\ell_i}}(x) : \mathbb{F}_p \rightarrow \mathbb{C} \) the boolean function mapping \( x \) to 1 if \( x \in A_{\ell_i} \), and to 0 otherwise. When \( i \) is clear from the context we sometimes abuse notation and let \( 1_{\ell_i} \) denote \( 1_{A_{\ell_i}} \).

For simplicity, our definition above corresponds to the setting with \( \Theta = 0 \) as considered in [5], where the adversary does not see any parties’ shares, but only the output of the leakage function, so we exclude \( \Theta \) from the notation. Our results can be translated into resilience for other values with a certain loss in parameters of \( \Theta \) as explained in [5].

It is observed in [5] that given a leakage functions vector \( L = (L_1, \ldots, L_n) \), the leakage advantage \( (\max_{L \in \mathcal{L}_{m,n,p}} SD(L(Sh(s_0)), L(Sh(s_1)))) \) of the scheme

\[ \text{Max} \]
is upper bounded by the statistical distance of $L(X), L(Y)$ for a certain pair of
distributions $X, Y$.

**Observation 1.** Let $(Sh_C, Rec_C)$ denote an $n$-player Massey secret sharing scheme
over $\mathbb{F}_p$. Fix an integer $m \leq \log(p)$. Then for $m$-bit local leakage functions vector
$L \in \mathcal{L}_{m,n,p}$, we have: $\max_{L, s_0, s_1} SD(L(Sh(s_0)), L(Sh(s_1))) \leq 2 \max_{L} SD(L(C), L(\mathbb{F}_p^n))$.

We include a proof, since [5] only prove it for a special case.

**Proof.** The case as for every $L, s_0, s_1$,

\[
SD(L(Sh(s_0)), L(Sh(s_1))) \leq SD(L(C + v_0), L(\mathbb{F}_p^n)) + SD(L(C + v_1), L(\mathbb{F}_p^n))
\]

\[
\leq 2 \max_{L} SD(L(C), L(\mathbb{F}_p^n))
\]

Here $v_0, v_1$ are some sharings of secrets $s_0, s_1$ respectively, both are multiples
of the same vector $v$. The inequality 5 is due to the triangle inequality for the
Euclidean space with the $\ell_1$-norm. Indeed, by linearity of the scheme, $Sh_C(s_0)$
is uniformly distributed over $C + v_0$ for $v_0 = s_0 v$, for every $s_0 \in \mathbb{F}_p$. The inequality 6 follows from the claim that $SD(L(C + v_0), L(\mathbb{F}_p^n)) = SD(L'(C), L'(\mathbb{F}_p^n))$
for $L' = (L'_1, \ldots, L'_n)$, where $L'_j(x) = L_j(x + s_0 v[j])$ for each $j \in [n]$. In
particular, $SD(L'(C), L'(\mathbb{F}_p^n)) \leq \max_{L} SD(L(C), L(\mathbb{F}_p^n))$. Finally, we get that
$SD(L(C + v_0), L(\mathbb{F}_p^n)) \leq \max_{L} SD(L(C), L(\mathbb{F}_p^n))$. By similar reasoning it holds
that $SD(L(C + v_1), L(\mathbb{F}_p^n)) \leq \max_{L} SD(L(C), L(\mathbb{F}_p^n))$, and the claim follows. 5

We will need the following claim from [5] connecting $SD(L(C), L(\mathbb{F}_p^n))$ to
evaluations of the $\hat{\ell}_i$ stemming from $L$ on elements of $C^\perp$. See Lemma 4.18 [5]
for proof details.

**Claim.** Let $C$ be a linear $[n, k, \mathbb{F}_p]$ code and let $L \in \mathcal{L}_{m,n,p}$ be an $m$-bit local
leakage vector. Then,

\[
SD(L(C), L(\mathbb{F}_p^n)) = \sum_{\ell \in \{0,1\}^n} \left| \sum_{\alpha \in C^\perp \setminus \{0\}} \prod_{i=1}^n \hat{\ell}_i(\alpha_i) \right|
\]

\[
= \sum_{\ell \in \{0,1\}^n} \left| \sum_{\beta \in \mathbb{F}_p^{n-t+1} \setminus \{0\}} \prod_{i=1}^n \hat{\ell}_i((\beta, h_i)) \right|
\]

**Remark 1.** Both our positive results, those applying to all MDS-induced Massey
schemes with given parameters $n, t$ (Theorem 1) and those applying to a large
fraction of such schemes (Theorem 2), can be extended to work for non-MDS
schemes with a certain loss of parameters. The details are a subject of currently
ongoing subsequent.

---

5 The last step generalizes the reasoning of Claim 4.8.1 in [5], for additive secret
sharing schemes
3 Improved result for Shamir Secret Sharing and $m = 1$

As in [5], we prove that for every linear $[n, k, \mathbb{F}_p]$-MDS code $C$, the $(n, t = k)$-secret sharing scheme $ShC$ induced by it is leakage resilient for sufficiently large $t$. We improve from about $t > 0.907 \cdot n$ in [5] (their full version), to a smaller constant for Shamir and the case of $m = 1$ and leakage advantage $\epsilon = 2^{-O(n)}$. Our analysis improves the bound for larger constant $m$ as well, but the bound $t = \Omega(n)$ quickly approaches 1 as $m$ grows (similarly to [5] analysis, albeit slightly slower).

**Theorem 1.** There exists a constant $\epsilon > 0$, so that for every linear $[n, k, \mathbb{F}_p]$-MDS code $C$, the corresponding Massey $(n, t = k)$-secret sharing scheme $(ShC, RecC)$ allows for a leakage of a single bit ($m = 1$) and error $\leq 2^{-\epsilon n}$, for sufficiently large $n$ and any $t \geq 0.867 \cdot n$.

Because of space constraints, we shall only present a proof overview for this theorem. A complete proof is included in Appendix A.

**Proof overview.** We follow a Fourier-analysis based approach. We start with a description of [5]’s analysis, and explain where our analysis departs from it. In [5] they prove the following upper bound on the leakage advantage achieved by a leakage functions vector $L = (L_1, \ldots, L_n)$ for a Massey scheme based on a linear $[n, k, \mathbb{F}_p]$-MDS code. Let $H$ denote the generating matrix of $C^\perp$. Then

$$SD(L(C), L(\mathbb{F}_p^n)) = \sum_{\ell \in \{0,1\}^m} \left| \sum_{\beta \in \mathbb{F}_p^n \setminus \{0\}} \prod_{i=1}^n \hat{1}_{\ell_i}(\langle \beta, h_i \rangle) \right|$$

Then, rearrange the sums and take an absolute value of all summands:

$$SD(L(C), L(\mathbb{F}_p^n)) \leq \sum_{\beta \in \mathbb{F}_p^n \setminus \{0\}} \prod_{i=1}^n \left| \sum_{\ell_i} \hat{1}_{\ell_i}(\langle \beta, h_i \rangle) \right|$$

Recall that by Observation 1, $\max \limits_{L} SD(L(C), L(\mathbb{F}_p^n))$ upper bounds the leakage error of $C$ (but does not necessarily lower-bounds it well). This step may lose on parameters, but greatly simplifies analysis. To evaluate the above bound, one uses the fact that there are at most $k-1$ zero coordinates $\alpha_i$ in every codeword. Thus, the contribution of some $\beta$ corresponds to

$$\Delta_{\beta} = \prod_{i \in [n]} \left( \sum_{\ell_i} \hat{1}_{\ell_i}(\langle \beta, h_i \rangle) \right)$$

Since every boolean function’s Fourier coefficient $\hat{f}(0)$ is the largest one (in absolute value), it makes sense to bound the number of such coefficients appearing together.

6 Indeed, as we demonstrate in Section 5.2, taking absolute values is very likely sub-optimal.
Then, leaving out many details, they bound the contribution of any individual non-0 coefficients as $\max_{\alpha \neq 0} f(\alpha)$ by some constant $c_1 < 1$, resulting in a contribution bounded by $c_1^k$ of each $\beta$.

However, bounding every contribution individually turns out to yield very weak bounds on $t = (1 - o(1))n$ (even for $m = 1$). Cauchy-Schwartz combined with Parseval’s identity allows to obtain a better bound. Parseval’s identity is useful here, as it bounds the $\ell_2$-norm of each $I_{\ell_i}$ by $|A_{i,\ell_i}|/p \leq 1$. The final bound takes advantage of the fact that $\hat{f}(0)$ is not much larger than $\hat{f}(\alpha)$ for nice boolean functions $f'$. Then, they replace the $I_{\ell_i}$’s involved by such nice functions, in a way that the expression for the bound can only increase, and bound this expression instead. The need for the replacement stems from the fact that nothing is assumed about the locations of the 0-coefficients in $H\beta^T$ (indeed, these locations vary for different $\beta$’s).

Our improvement here stems by grouping the $\beta$’s by the locations of $H\beta^T$’s 0-coefficients, and bounding the contribution of each group separately. Knowing the locations of 0’s allows to use a bound on $\max_{\alpha \neq 0} I_{\ell_i}(\alpha)$.

4 A result for random MDS code over a large fields

Next, we prove that for sufficiently large prime-order fields, ‘almost all’ Massey $(n, t)$-secret sharing schemes over $\mathbb{F}_{p(n)}$ for sufficiently large $p(n)$, are leakage-resistant for smaller values of $t$ - all the way down to $t \geq (0.5 + \delta)n$, for every constant $\delta > 0$.

We will need a few technical linear-algebraic claims. The first one is a certain generalization of the rank method used in the communication complexity literature, stating that boolean matrices with a distinct rows have rank at least $\log a$ over the reals. We show that over any field, a matrix with a distinct rows where the entries in every column belong to a set of constant size, has rank at least $O(\log a)$.

Claim. Let $M \in \mathbb{F}_p^{a \times b}$ denote a matrix with distinct rows, where $a = 2^b$ for some constants $c > 0$ and $\gamma \geq 2$. Assume further, that for every $y \in [b]$, there exists a set $V_y \subseteq \mathbb{F}_p$ of size $\gamma$ such that for all $x \in [a]$ and $y \in [b]$ it holds that $M[x, y] \in V_y$. Then $\text{rank}(M) \geq \frac{c}{\log(\gamma)} b$.

Proof. Let $r$ be the rank of $M$. Let $M' = (v_1; \ldots; v_r)$ be a submatrix of $M$, whose rows form a basis for the row space of $M$. Let $I$ denote the (index) set of $r$ independent columns of $M'$. w.l.o.g. assume that $I = [r]$. Let $M'' = M'|_{*, I}$. Then, every vector $u \in V_1 \times \ldots \times V_r \cap \text{rowspan}(M)$ equals some $h \cdot M'$, where $h \cdot M'' \in V_1 \times \ldots \times V_r$. As $M''$ is invertible, $h$ is of the form $h = u[I]M''^{-1}$ - that is, $u[I]$ uniquely determines $h$. As there are at most $\gamma^r$ such $u[I]$-values,

$$|V_1 \times \ldots \times V_r \cap \text{rowspan}(M)| \leq \gamma^r \tag{9}$$

So, to generate all (distinct) $a$ rows of $M$, we would need $r \geq \frac{c}{\log(\gamma)} b$.

---

7 The ‘max’ is enforced by the expression resulting from the Cauchy-Schwartz based expression in the sequel.
Let $C^{\perp}$ denote a linear $[n, k^{\perp}, \mathbb{F}_p]$-MDS code generated by the matrix $H = (h_1; \ldots ; h_n)$. For a number $\gamma$ and a vector $\mathbf{V} = (V_1, \ldots , V_n) \in (\mathbb{F}_p)^n$ (each $V_i$ is a set of $\gamma$ field elements), let us denote

$$\text{Bad}_{I, \mathbf{V}} (C^{\perp}) = \left\{ \beta \in \mathbb{F}_p : \forall i \in I \text{ and } \langle \beta, h_i \rangle \in V_i \right\},$$

and

$$\text{Bad}_{\mathbf{V}, \delta} (C^{\perp}) = \bigcup_{I \subseteq [n] \text{ of size } (1-\delta)n} \text{Bad}_{I, \mathbf{V}} (C^{\perp}).$$

For a constant $c$ we also denote

$$\text{Bad}_{\delta, c} = \bigcup_{\mathbf{V} \in (\mathbb{F}_p)^n} \{ C^{\perp} : |\text{Bad}_{\mathbf{V}, \delta} (C^{\perp})| \geq c^n \}.$$

For a vector $v \in \mathbb{F}_p^n$ we write $v \in \mathbf{V}$ to mean that $v_i \in V_i$ for all $i \in [n]$.

The following lemma is a key lemma in our analysis. Roughly, it states that for a small $\gamma$, ‘most’ MDS codes with certain parameters do not have ‘many’ ‘bad’ codeword, such that ‘many’ coordinates out of each bad codeword fall in for a small $\log(1/\gamma)$, and approximating the number of $\gamma$ coordinates out of each bad codeword fall in a set of size $\gamma$ (sets may differ for different coordinates).

**Lemma 2.** Let $p(n) \geq 2^n$ be a function returning primes, and let $c > 1$, $\gamma \geq 2, 0 < \delta < 1/2$ be constants. We further require that $\log c > \Omega(\delta)$. Consider the set $C^{\perp}$ of linear $[n, k^{\perp}, \mathbb{F}_p]$-MDS codes $C^{\perp}$, where $\Omega(n) = k^{\perp} \leq (1-2\delta)n$, and the uniform probability distribution over $C^{\perp}$. Then,

$$\Pr_{C^{\perp} \leftarrow \mathcal{C}} [C^{\perp} \in \text{Bad}_{\delta, c}] = \text{neg}(n).$$

**Proof.** Fix a sufficiently large $n$ and $p(n), c, \gamma, \delta, k^{\perp}$ as in the lemma. Consider some linear MDS code $C^{\perp} \in \text{Bad}_{\delta, c}$. So, by definition $\text{Bad}_{\delta, c}$, there exists some $\mathbf{V}$ such that $\text{Bad}_{\mathbf{V}, \delta} (C^{\perp}) \geq c^n$. By the assumption that $c > \Omega(\delta)$, there exists a set of coordinates $I$ of size $(1-\delta)n$, so that $\text{Bad}_{I, \mathbf{V}} (C^{\perp})$ is of size $\Omega(2^{\log(c) - \Omega(\delta)n})$.

This follows by a simple averaging argument, and approximating the number of $I$’s of size $(1-\delta)n$ using estimation 1 (note that $\Omega(1-\delta) = \Omega(\delta)$). Let $c'$ be such that $\log(c') = 0.99(\log(c) - \Omega(\delta))$, which is by assumption a positive constant. For each $I$ as above, denote the first $k^{\perp}$ coordinates in $I$ by $I'$.

Note that for a vector $\mathbf{u} = H\beta^T$ for $\beta \in \text{Bad}_{I, \mathbf{V}} (C^{\perp})$, $\mathbf{u}[I']$ uniquely determines a $\beta$. This holds since $C^{\perp}$ is an MDS code, so $H[I']$ is invertible, and determines $\beta$. Consequently, to determine an element in $\text{Bad}_{I, \mathbf{V}} (C^{\perp})$, it suffices to specify it as a sequence of indices into the set $\mathbf{V}[I']$, where the set $\mathbf{V}[I']$ is ordered according to some fixed ordering (say, lexicographically).

We thus sometimes denote elements of $\text{Bad}_{I, \mathbf{V}} (C^{\perp})$ as indices $b \in [\gamma]^{k^{\perp}}$, and sometimes explicitly as vectors $\beta \in \mathbb{F}_p^{k^{\perp}}$ determined by them (for a fixed $\mathbf{V}, I$). For an index $b$, we denote the (unique) corresponding $\beta$ by $\beta_b$, and the vector $\mathbf{u} \in \mathbf{V}$ such that $\mathbf{u} = H\beta_b^T$ by $\mathbf{V}_{I, b}$. From now on, by $\mathbf{V}$ we implicitly refer to $\mathbf{V} \in (\mathbb{F}_p)^n$ and by $I$ we implicitly denote elements of $\binom{n}{1-\delta}$ (with $I'$ defined based on $I$ as above).

Our plan consists of two steps:
1. Fix some $\mathbf{V}$ and $I$ and $\text{Bad}' \subseteq [\gamma]^{k^+}$ of size $c^{\prime n}$ for some $c'$. Prove the fraction of codes for which $\text{Bad}' \subseteq \text{Bad}_I, \mathbf{V}(C^\perp)$ is very small. We refer to such codes $C^\perp$ as bad for $(\mathbf{V}, I, \text{Bad}')$.

2. Then, take a union bound over all possible $\mathbf{V}, I$ and possible choices of $\text{Bad}'$ as above.

The above plan would already work as is, but would require an even larger, double exponential, $p(n)$. Instead, we observe that each $C^\perp$ that is bad for some $(\mathbf{V}, I, \text{Bad}')$, is also `bad' for $(\mathbf{V}, I, B)$ for some $B \subseteq \text{Bad}'$ (which is always the case), where $B$ is much smaller than $\text{Bad}'$, and has a certain special property. Instead, we bound in step 1 the fraction of the set of $C^\perp$ bad for $(\mathbf{V}, I, B)$, for $B$'s as above, and take a union bound over these in step 2. Here, we gain in step 2, since the number of triples is much smaller than before. As before, the bound for $(\mathbf{V}, I, B)$ we get in step 1 decreases with $p$, but now we can afford making $p(n)$ only single exponential, due to the smaller number of summands in 2.

We proceed to show how $B$ is derived from $\text{Bad}'$.

**Observation 2** Let $(\mathbf{V}, I, \text{Bad}')$ where $\text{Bad}' \subseteq ([\gamma]^{k^+}^{\varepsilon_n})$ and $C^\perp$ bad for it. Then, there exists $B \subseteq \text{Bad}'$ of size $r = \Theta(n)$, such that $\{\mathbf{V}_{I,d} | d \in B\}$ consists of linearly independent vectors. In particular, $C^\perp$ is bad for $(\mathbf{V}, I, B)$ (by definition of bad for $(\mathbf{V}, I, D)$ for some $D \subseteq [\gamma]^{k^+}$).

**Proof.** We observe that $\{\mathbf{V}_{I,b}[I]\}_{b \in \text{Bad}'}$ has rank at least $r = \frac{\log(c')}{\log(c)} n$. The observation follows immediately from applying Claim 4 to $M = (H\beta^T[I]; \ldots; H\beta^{T_{c,n}}[I'])$ where $\text{Bad}' = \{\beta^T[I]; \ldots; \beta^{T_{c,n}}[I']\}$ (indeed, note that $|\text{rows}(M)| = 2^{\log(M)}$ for some constant $\tilde{c}$, since $\text{cols}(M) = k^+ = \Theta(n)$, so the precondition of the claim holds). We set $B$ to be a basis of $M$’s rows.

Next, following our plan outlined above, we bound the fraction of $C^\perp$'s bad for a given $(\mathbf{V}, I, B)$, where $B$ is as guaranteed by Claim 2 for $(\mathbf{V}, I, \text{Bad}')$ where $\text{Bad}' \subseteq ([\gamma]^{k^+}^{\varepsilon_n})$.

**Claim.** Let $\mathbf{V}, I, B$ where $B \subseteq ([\gamma]^{k^+}^{\varepsilon_n})$ and $D = \{\mathbf{V}_{I,d} | d \in B\}$ consists of linearly independent vectors. Then,

$$\Pr_{\mathbf{C}^\perp \leftarrow \text{linear } [n,k^+,\mathbb{F}_p],\text{-MDS codes}} \left[ C^\perp \text{ is bad for } (\mathbf{V}, I, B) \right] = p^{-\Omega(n^2 \log p)} \quad (10)$$

**Proof.** We sample a uniformly $C^\perp$ by sampling its generating matrix $H$. As the code should be MDS, every set of $k^+$ rows of $H$ form a basis for $\text{rows}(H)$. In particular, given $I$, $H[I']$ is a basis of its row set. For simplicity of notation, we assume w.l.o.g. that $I' = [1, \ldots, k^+]$. Then to determine the rest of $H[I]$ (which is the part we will be interested in), we should set the variables $\alpha_{i,j}$ in

$$h_i = \sum_{j \in [I']} \alpha_{i,j} b_j$$
for each \( i \in I \setminus I' \).

In fact, we do not directly sample the matrix \( H[I] \) to be consistent with and MDS code, but rather sample it according to the following distribution \( D_H \),

1. First sample \( h_1, \ldots, h_{k^\perp} \) as random linearly independent vectors.
2. Sample the \( \alpha_{i,j} \)'s as random independent element of \( \mathbb{F}_p \).

We require that \( H \) satisfies the following constraints

1. Every \( k^\perp \) rows in the resulting \( H[I] \) are linearly independent (to actually obtain \( H[I] \) consistent with an MDS code). Let us denote this event by \( E_1 \).
2. Every resulting row \( h_i \) is consistent with each \( V_{I,d} \) for each \( d \in B \). Let us denote this event by \( E_2 \).

Let us explicitly state condition 2. For each \( d \in B \), and \( i \in I \setminus I' \) we have

\[
\sum_{j \in [I']} \alpha_{i,j} V_{I,d}[j] = V_{I,d}[i].
\] (11)

That is, having fixed \( H[I'] \), \( H[I \setminus I'] \) satisfies a linear equation system of the form

\[
M_B \alpha_i^T = v_i
\] (12)

where \( M_B \in \mathbb{F}_p^{r \times k^\perp} \) is a full-rank matrix, whose rows are elements in \( \{ V_{I,b}[I'] \}_{b \in B \setminus d' \} \).

We are now ready to prove our theorem - in particular, note that \( M_B \) depends only on \( V, I, B \), rather than on the code itself. This follows as

\[
V_{I,d}[i] = H \beta_d^T [i] = H[i] \beta_d^T
\]

Making the same observation on the left side, together with \( h_i = \sum_{j \in [I']} \alpha_{i,j} h_j \) implies Equation 11. We can restate Equation 11, as requiring that every \( \alpha_i \) satisfies a linear equation system \( M_B \alpha_i^T = \tilde{u}_i \), where \( M_B \) is invertible (note that \( M_B \) is the same for all \( i \)).

Now we prove that the probability (over a uniform choice of all \( \alpha_{i,j} \in \mathbb{F}_p \) and \( H[I'] \) that constraint 2 holds conditioned on constraint 1 holding, is \( p^{-\Omega((k^\perp)^2 \log(p))} \). That is, we prove

\[
Pr_{H \leftarrow D_H} [C^\perp \in E_2 | C^\perp \in E_1] \leq
\]

\[
\frac{Pr_{H \leftarrow D_H} [C^\perp \in E_2]}{Pr_{H \leftarrow D_H} [C^\perp \in E_1]} = p^{-\Omega(n^2 \log(p))}
\] (13)

To prove Equation 13, we bound the denominator and the numerator of the expression in 13 separately.

Claim. \( Pr_{H \leftarrow D_H} [C^\perp \in E_2] = p^{-\Omega(n^2 \log(p))} \)
Proof. Consider having chosen the first $h_1, \ldots, h_{k^+}$ in $H$ (which are linearly independent). Next we move to picking the rows in $I \setminus I'$, represented in basis $h_1, \ldots, h_{k^+}$ for convenience (by choosing the $a_i, j$'s). Consider the next $i \in I \setminus I'$ for which we pick $h_i$. By properties of linear transformations, and Equation 12, every such coefficient vector $\alpha_i$, belongs to a coset $K + x_i$ of the right kernel $K$ of $M_B$, for some $x_i \in \mathbb{F}_p^r$. Therefore, a randomly chosen such vector $\alpha_i$ only satisfies the above condition with probability $q = p^{-r}$, since $|K| = \mathbb{F}_{k^+}^r$ by the rank-nullity theorem. Note that this holds independently of the concrete choice of $H[I']$. Now, $q$ equals $p^{-\Theta(n)}$, since indeed $r = \Theta(n)$ by Observation 2, and $k^+ = \Theta(n)$ by the choice of $\delta$. As the choice of each $h_i$ is independent of the choice of $h_j$ for every $i, j \in I \setminus I'$, the overall probability of the event $E_2$ is

$$\prod_{i \in I \setminus I'} p^{-r} = p^{-r((1-\delta)n-k^+)} = p^{-\Theta(n^2)}$$  \hfill (14)

Claim. $\Pr_{H \leftarrow \mathcal{D}_H} [C \perp \in E_1] > 1/2$ assuming $p(n) \geq 2^n$.

Proof. Consider the process of randomly choosing the rows in $H[I \setminus I']$, after picking $H[I']$ according to $\mathcal{D}_H$. We pick the rows $h_i$ ($i \in I \setminus I'$) one by one. For each row $h_i$ being picked, let us denote the set $I$ of rows picked so far (including $H[I']$ and excluding $h_i$). We require that the invariant, that every $k^+ \times k^+$ submatrix of $H[I \cup \{i\}]$ remains invertible, is not broken upon choosing $h_i$. To keep the invariant, we need that every submatrix $\tilde{H}$ of $H[I]$ with $k^+ - 1$ rows, remains invertible when appending $h_i$ to it. In the worst case - when choosing the last row, we have at least a fraction

$$1 - \left(\frac{n}{k^+}\right)/p > 1/2$$  \hfill (15)

of vectors in $\mathbb{F}_p^{k^+}$ to choose from. This follows by taking a union bound over all submatrices $\tilde{H}$ as above. Indeed, complementing each $\tilde{H}$ succeeds with probability $1 - 1/p$. Picking $p(n)$ large enough - $p(n) \geq 2^n$ suffices, keeps Equation 15 true.

Now, Equation 13, follows immediately from Claim 4 and Claim 4, which completes the proof of Claim 4.

Back to the proof of Lemma 2 (following step 2 of the plan), we take a union bound over all possible $V \in \binom{\mathbb{F}_p^r}{n}, I \in \binom{[n]}{\lceil (1-\delta)n \rceil}, B \in \binom{[n]}{k^+}$. By a crude estimation, there exist at most

$$\binom{p}{\gamma} (2^n) (2^{n^2} (\log p + k^+)) n$$

such triples. Thus, from Claim 4, the probability of $C \perp$ being bad for $(n, \delta, c, \gamma)$ is upper bounded by

$$2^{\log p(O(n) - O(n^2)) + O(n^2)} = 2^{n^2 (\log p) + O(1)} = 2^{O(-n^3)} = neg(n),$$
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where the last equality is implied by \( \log p = \Omega(n) \). This concludes the proof of Lemma 2.

**Theorem 2.** Let \( 0 < \delta < 1 \) and \( m \in \mathbb{N}^+ \) be constants, where \( \delta \) is sufficiently small\(^8\). Then for every field size function \( p(n) \geq 2^n \), outputting primes, every sufficiently large \( n \), and every \( k \geq (0.5 + \delta/2)n \), the Massey secret sharing scheme \((\text{Sh}_C, \text{Rec}_C)\) corresponding to a random linear \([n, k, \mathbb{F}_p]-\text{MDS} \) code \( C \), allows for a local leakage of \( m \) bits from each party’s secret share and leakage error \( \leq 2^{-\Omega(n)} \) with overwhelming probability \( 1 - \text{neg}(n) \).

**Proof.** **Proof overview.** We consider the hardest case of \( k = (0.5 + \delta/2)n \). Note that since the dual of a linear \([n, k, \mathbb{F}_p]-\text{MDS} \) code \( C \) is a linear \([n, k^⊥] = n - k = (0.5 - \delta/2)n, \mathbb{F}_p]-\text{MDS} \) code \( C^⊥ \), a random \( C \) as above (as considered in the theorem), can be uniformly sampled by uniformly sampling a linear \([n, k^⊥, \mathbb{F}_p]-\text{MDS} \) code (and taking the dual \( C = (C^⊥)^⊥ \)). Indeed, it will be more convenient to consider sampling of \( C^⊥ \) throughout the proof. We use the probabilistic method to prove that the \( C^⊥ \) based expression for \( \text{SD}(L(C), \text{L}(\mathbb{F}_p^n)) \) from Claim 2.3 is small for ‘almost all’ codes \( C^⊥ \). This will correspondingly imply the Theorem for almost all codes \( C \) as required.

Our proof proceeds by applying Lemma 2 to \( \mathbf{V} \), where each \( V_i \) represents a set of values \( \alpha_i \in \mathbb{F}_p \) corresponding to Fourier coefficients with ‘large’ (say \( \geq 0.01 \)) absolute value, of any of the local leakage functions \( \hat{1}_\ell \).

On a high level, we prove that with overwhelming probability, for a random linear \([n, k^⊥, \mathbb{F}_p]-\text{MDS} \) code \( C^⊥ \), not only that every non-0 codeword has less than \( k^⊥ \) 0-coordinates (which holds for every MDS code), but also, for every vector of boolean functions \((1_\ell_1, \ldots, 1_\ell_n)\), very few codewords \((\alpha_1, \ldots, \alpha_n)\) have a ‘large’ number of ‘large’ coefficients (say, coefficients larger than 0.01). That is, 0-coefficients \( |\hat{1}_\ell_i(\alpha_i = 0)| \) are large in absolute value, and contribute a lot to the bound in Claim 2.3 if a lot of them ‘come together’ in a single codeword. Indeed the 0-coefficient is the largest in absolute value for all boolean functions \( f \).

However, if possibly smaller but still large coefficients (including the 0-coefficient, and a few other that are function-specific) tend to ‘come together’ sufficiently often in a single codeword, this also pushes the bound up, albeit a bit slower. We can afford more such ‘somewhat heavy’ codewords, but not much more. In our previous analysis for Shamir, we gained a little by pinpointing the locations of the 0-coefficients exactly, instead of assuming the worst possible \( (k^⊥) \) number of 0’s in every codeword, as done in [5].

Here we go a step forward, and prove that for almost all \( C^⊥ \)’s as above, for every leakage functions vector \( \mathbf{L} \in \mathcal{L}_{m,n,p} \), only few sufficiently ‘heavy’ codewords \( H \cdot \beta \) (where ‘too many’ of the coefficients \( (\hat{1}_\ell_i(\alpha_1), \ldots, \hat{1}_\ell_n(\alpha_n)) \) are large) exist. Details follow.

\(^8\) The strange situation where we handle small \( \delta > 0 \) but not larger \( \delta \) is an artifact of the proof of Lemma 2. A slightly more complicated proof would remove this restriction. See the full version for details.
A key technical observation our proof relies on, is that for any function \( f : \mathbb{F}_p \to \{0, 1\} \), there are very few large Fourier coefficients. More precisely, for constant (independent of \( p \)) \( \epsilon \) let us define \( \text{Big}_{f, \epsilon} = \{ \alpha \in \mathbb{F}_p | \hat{f}(\alpha) \geq \epsilon \} \). Then we have,

**Claim.** Let \( p \) be a prime, and let \( f : \mathbb{F}_p \to \{0, 1\} \) be a boolean function. Then, for any \( \epsilon \in (0, 1] \), \( |\text{Big}_{f, \epsilon}| \leq \epsilon^{-2} \).

The above simple fact follows immediately from Parseval’s identity,

\[
\sum_{\alpha \in \mathbb{F}_p} \hat{f}^2(\alpha) = \frac{|f^{-1}(1)|}{p} \leq 1
\]

By Claim 2.3, we have:

\[
\text{SD} (L(C), L(\mathbb{F}_p^n)) = \sum_{\ell} \sum_{\beta \in \mathbb{F}_p^\perp \setminus \{0\}} \prod_{i=1}^n \hat{1}_{\ell_i} (\langle \beta, h_i \rangle) .
\] (16)

Rearranging, we obtain an upper bound

\[
\text{SD} (L(C), L(\mathbb{F}_p^n)) \leq \sum_{\beta \in \mathbb{F}_p^\perp \setminus \{0\}} \sum_{\ell} \prod_{i=1}^n \hat{1}_{\ell_i} (\langle \beta, h_i \rangle) .
\] (17)

We now consider parameters \( c, \delta, \epsilon, \gamma = [2^n \epsilon^{-2}] \) for \( c, \epsilon, \delta \) to be determined later in a way satisfying the conditions of Lemma 2. Then, a random linear \([n, k^\perp, \mathbb{F}_p]\)-MDS code \( C^\perp \) satisfies the condition of Lemma 2 with overwhelming probability. Fix any such code \( C^\perp \) and let \( H \) be its generating matrix.

Consider the sequence \( V = (V_1, \ldots, V_n) \subseteq \left( \mathbb{F}_p^\gamma \right)^n \) where \( V_i = \bigcup_{\ell_i \in \{0, 1\}^m} \text{Big}_{1_{\ell_i}, \epsilon} \)

is the set of all values of codeword coordinate \( \alpha_i \) corresponding to a large coefficient for some function \( 1_{\ell_i} \).

Let \( \text{BadNon0}_{V, \delta} = \text{Bad}_{V, \delta}(C^\perp) \setminus \{0\} \), \( \text{GoodNon0}_{V, \delta} = \mathbb{F}_p^{k^\perp} \setminus (\text{BadNon0}_{V, \delta} \cup \{0\}) \). For a set \( I \subseteq [n] \), we denote

\[
\text{GoodNon0}_{\delta, I} = \{ \beta \in \text{GoodNon0}_{V, \delta} | \forall i \in I (H \beta^T[i] \notin V_i) \}
\]

Next, we split the sum in Equation 17 applied to \( C = (C^\perp)^\perp \) as follows,

\[
\text{SD} (L(C), L(\mathbb{F}_p^n)) \leq 
\sum_{\beta \in \text{GoodNon0}_{V, \delta}} \sum_{\ell} \prod_{i=1}^n \hat{1}_{\ell_i} (\langle \beta, h_i \rangle) 
+ 
\sum_{\beta \in \text{BadNon0}_{V, \delta}} \sum_{\ell} \prod_{i=1}^n \hat{1}_{\ell_i} (\langle \beta, h_i \rangle) .
\] (18)

---

9 Padding \( V_i \) to size \( \gamma \) arbitrarily
10 In particular, the \( V_i \)'s will always include 0. We could further limit the structure of \( V \) in Lemma 2, for instance, that \( V_i \) consists of pairs of values of the form \( \alpha, -\alpha \), but as it seemingly does not help improve our bounds, we do not.
Let us bound each of the two summands separately. For a given \( I \subseteq [n] \), let us denote by \( I_1, I_2 \) a partition of \([n] \setminus I\) into two subsets of equal size, in some predetermined way (depending only on \( I \)). We bound the contribution of \( \text{GoodNon}_0 \beta \) first,

\[
\sum_{\beta \in \text{GoodNon}_0 \beta} \sum_{\ell \in \{1, \ldots, m\}} \left| \sum_{i=1}^n \hat{I}_{\beta,i}((\beta, h_i)) \right| \leq \sum_{I \in \binom{[n]}{|I|}} \sum_{\beta \in \text{GoodNon}_0 \beta} \sum_{\ell \in \{1, \ldots, m\}} \left| \sum_{i \in I} \hat{I}_{\beta,i}((\beta, h_i)) \right| \leq \hat{O}(2^{(\delta)n}) \cdot \max_I \left( \sqrt{\sum_{\beta \in \text{GoodNon}_0 \beta} \prod_{i \in I_1} \left( \sum_{\ell_i} \left| \hat{I}_{\beta,i}((\beta, h_i)) \right|^2 \right)} \cdot \sqrt{\sum_{\beta \in \text{GoodNon}_0 \beta} \prod_{i \in I_2} \left( \sum_{\ell_i} \left| \hat{I}_{\beta,i}((\beta, h_i)) \right|^2 \right)} \right),
\]

(19)

\[
\hat{O}(2^{(\delta)n}) \cdot \max_I \left( \prod_{\beta \in \text{GoodNon}_0 \beta} \prod_{i \in I} \left( \sum_{\ell_i} \left| \hat{I}_{\beta,i}((\beta, h_i)) \right| \right) \right) \leq \hat{O}(2^{(\delta)n}) \cdot \max_I \left( \prod_{\beta \in \text{GoodNon}_0 \beta} \prod_{i \in I} \left( \sum_{\ell_i} \left| \hat{I}_{\beta,i}((\beta, h_i)) \right| \right) \right) \leq \hat{O}(2^{(\delta)n}) \cdot \max_I \left( \prod_{\beta \in \text{GoodNon}_0 \beta} \prod_{i \in I} \left( \sum_{\ell_i} \left| \hat{I}_{\beta,i}((\beta, h_i)) \right| \right) \right) \leq \hat{O}(2^{(\delta)n}) \cdot (2^{2m})^\beta = \hat{O}(2^{(\delta+\beta(2m+\log \epsilon))n}) \leq 2^{-\epsilon'n}
\]

(23)

for \( \epsilon' > 0 \) constant, for a proper choice of \( \epsilon \).

Inequality 19 follows by Cauchy–Schwarz. Let \( I \) be the set selected by the \( \max_I \). Inequality 20 holds since each \( \beta \in \mathbb{F}_p^k \) contributes a non-negative summand \( \prod_{i \in I_1} (\ldots) \) (similarly \( I_2 \)), and all values in the product are non-negative. Thus, adding \( \beta \)'s beyond \( \text{GoodNon}_0 \beta \) can only increase the expression’s value. Inequality 21 holds since \( |I_1|, |I_2| = (1-\delta)n/2 = (0.5-\delta/2)n \) and this equals exactly \( k^{-1} \). As our code is an MDS code, indeed going over all \( \beta \in \mathbb{F}_p^k \), contributes exactly

\[
\prod_{i \in I_1} \left( \sum_{\alpha \in \mathbb{F}_p} \left| \hat{I}_{\beta,i}(\alpha) \right|^2 \right),
\]

18
for each fixed vector of \((\ell_i)_{i \in I_1}\).\footnote{We should indeed make sure that the rounding works out and \((0.5 - \delta) n\) is integral and even, because otherwise, if \(I_1\) is smaller by 1 than \(k^+\), every \(\prod_{i \in I_1} (\sum_{\alpha \in \mathbb{F}_p} \tilde{1}_{\ell_i}(\alpha))^2\) would appear \(p\) times, causing the whole \(\sqrt{\prod_{i \in I_1} (\ldots)}\) expressing be multiplied by \(\sqrt{p}\).} A similar analysis holds for the other \(\sqrt{\cdots}\) and \(I_2\).

The inequality 22 follows by observing that for every fixed \(\ell_i\), \(\sum_{\alpha \in \mathbb{F}_p} |\tilde{1}_{\ell_i}(\alpha)|^2 = |I_{\ell_i}(1)|^2 / p\) by Parseval’s identity, which is upper bounded by 1. So, summing over all \(2^m\) of the \(\ell_i\) values results in \(2^m\). This implies a \(2^{mn}\delta n\) bound on the product of the two squares. Now, each \(i \in I\) satisfies \(\sum_{\ell_i} |\tilde{1}_{\ell_i}(\langle \beta, h_i \rangle)| \leq 2^m \epsilon\). This is guaranteed to hold for every \(\beta \in \text{GoodNon0}_{\mathcal{V}, \delta}\), by the choice of \(C^\perp\). Thus, the product of the two contributions is bounded by \(2^{m^2 n} (2^m \epsilon)^{\delta n} = (2^m \epsilon)^{\delta n}\).

The inequality 23 follows by choosing

\[ \epsilon < 2^{-(\Omega(\delta)/\delta + 2m)}, \]

so \(\epsilon' > 0\) is indeed constant, which concludes the analysis of the bound on \(\text{GoodNon0}_{\mathcal{V}, \delta}\)’s contribution.

The contribution of \(\text{Bad}_{\{(0), (1-\delta)\}}\) requires somewhat more care. In particular, we need to show that every fixed \(\beta\) makes a contribution which is (much) smaller than 1. We have

\[
\begin{align*}
\sum_{\beta \in \text{BadNon0}_{\mathcal{V}, \delta}} & \sum_{\ell} \left| \prod_{i=1}^n \tilde{1}_{\ell_i}(\langle \beta, h_i \rangle) \right| \\
\sum_{\beta \in \text{BadNon0}_{\mathcal{V}, \delta}} & \prod_{i=1}^n \left( \sum_{\ell_i} \left| \tilde{1}_{\ell_i}(\langle \beta, h_i \rangle) \right| \right) \leq c^n c_m^{(0.5 + \delta/2)n} = 2^n (\log c + (0.5 + \delta/2) \log c_m) \leq 2 - \epsilon'n
\end{align*}
\]

for \(\epsilon' > 0\) constant, for a proper choice of \(c\) and \(\delta\).

Inequality 25 holds since by Lemma 2, we have \(|\text{Bad}_{\{(0), (1-\delta)\}}| \leq c^n\). The second term in the expression \(c^n c_m^{(0.5 + \delta/2)n}\) follows from Lemma 1, applied to each \(i \in [n]\), for each fixed \(\beta \in \text{BadNon0}_{\mathcal{V}, \delta}\). In our case, at most \((0.5 - \delta/2)n\) coordinates \(\langle \beta, h_i \rangle\) of the codeword \(\alpha = H\beta^T\) equal 0, since \(\text{BadNon0}_{\mathcal{V}, \delta}\) does not contain \(\beta = 0\) and our code \(C^\perp\) is MDS. Therefore, the contribution of the non-0 coordinates (at least \((0.5 + \delta/2)n\) coordinates) to the product accounts to at most \(c_m^{(0.5 + \delta/2)n}\).

The inequality 26 and everything so far that relies on Lemma 2 follows by choosing

\[
\begin{align*}
c &\leq c_m^{-0.5} \quad \text{and} \\
c &\geq 2^{\Omega(\delta)}.
\end{align*}
\]
The requirement 27 suffices to ensure $\epsilon' > 0$, since $\delta > 0$. In particular, $c$ satisfying requirement 27 can be chosen to be a constant strictly larger than 1, since $c_m$ is a constant that falls in $(0, 1)$. The requirement 28 is to satisfy the precondition $\log(c) > I(\delta)$ of Lemma 2. To satisfy requirement 28, we would need to set $\delta > 0$ to be a very small constant, and $\epsilon$ about $2^{-\Theta_n(\delta)}$ by requirement 24. This is inconsequential to the scheme’s parameters in the current setting.\textsuperscript{12}

5 Lower bounds

5.1 A Lower bound on $t(n)$

First, we extend the lower bound of Nielsen et al. [19] to the (hardest) setting of $m = 1$ bits of leakage and arbitrarily large $p$ for the case of linear secret sharing schemes (which have the most applications, as for efficient leakage-resilient MPC). Recall their bound relies on $p$ being relatively small - polynomial in $n$, as originally considered in [5] - on the other hand, their bound is more general in the sense that it is not limited to linear schemes. More precisely, we have:

**Theorem 3.** Let $C^+$ be an arbitrary $[n + 1, k, \mathbb{F}_p]$ code, where $2k < p, k \leq n$. Let $\text{Sh}_C$ be a Massey secret-sharing scheme corresponding to the linear error-correcting code $C^+$, as described in Section 2. Suppose the secret-sharing scheme $\text{Sh}_C$ is $\epsilon$-local leakage resilient against $\mathcal{L}_{m=1,n,p}$. Then $\epsilon \geq \left(\frac{1}{k}\right)^c$, where $c$ is a universal positive constant.

The statement in Theorem 3 holds for arbitrary $n, p$, and is not asymptotic in nature. One simple corollary (as $n$ goes to infinity), restating as a bound on $k$.

**Corollary 1.** Let $C^+$ be an arbitrary $[n + 1, k, \mathbb{F}_p]$ code, where $2k < p, k \leq n$. Let $\text{Sh}_C$ be a Massey secret-sharing scheme corresponding to the linear error-correcting code $C^+$. Let $\mathcal{L}_{m,n,p}$ be the set of all functions $\mathbb{F}_p^n \rightarrow (\{0, 1\}^m)^n$ representing $m$-bit local leakage on each share of the $n$ parties. Suppose the secret-sharing scheme $\text{Sh}_C$ is $2^{-\Omega(n)}$-local leakage resilient against $\mathcal{L}_{m=1,n,p}$. Then $k = \Omega\left(\frac{n}{\log(n)}\right)$.

The proof of Theorem 3 is based on an argument similar to the one made in [5], when proving that $n$ can not be too small, lower bounding the distinguishing advantage attainable for a constant $n$ and additive scheme, by choosing a carefully designed $L$. The extension of the statement and argument are indeed quite simple, and is brought here mostly for completeness.

**Proof.** We let $G$ to be the generating matrix of $C^+$. Consider the shares given to minimal qualified parties $sh[I]$. It is a well known fact about linear secret sharing schemes as above, that a set of parties can recover the secret iff the rows.

\textsuperscript{12} It only increases $\gamma$ in Lemma 2, which only possibly affects the smallest $n$ for which a code $C^\perp$ is guaranteed to exist.
set of $G[I]$ spans $G[n+1]$. As $C^+$ is of dimension $k$, we must have $|I| = k' \leq k$ - assume w.l.o.g. that $I = [k']$. Denote $G' = G[I, \cdot]$ and $G'' = G[n+1, \cdot]$ (which is a vector). Let $K = \text{Kernel}(\text{span}(\{G''\}))$. Let $\beta \in \mathbb{F}_p^k$ be a vector such that $\beta \cdot G' = G''$. Then, from simple linear algebra, for a random sharing $\text{sh}_0$ of secret $s = 0$, $\text{sh}_0[I]$ is uniform over $C' = \{G' \cdot k^T | k \in K\} \subseteq \mathbb{F}_p^{k'}$. In particular, every $\text{sh}_0[I]$ satisfies

$$\langle \beta, \text{sh}_0[I] \rangle = \beta^T \cdot G' k = G'' k = 0 \quad (29)$$

Where $k$ is some element of $K$. Let $i \in [k']$ where $\beta_i \neq 0$ (it exists, as $G'' \neq 0$). Rewriting Equation 29, we get

$$\text{sh}_0[i] = - \sum_{j \in [k'] \setminus \{i\}} \frac{\beta_j}{\beta_i} \text{sh}_0[j] \quad (30)$$

Let $h_0 = \lfloor p/(2k') \rfloor$. For each $j \in [k'] \setminus \{i\}$, if $\beta_j \neq 0$, set $A_j = \{ \frac{\beta_j}{\beta_i} a | a \in \{0, \ldots, h_0 - 1\} \}$. Otherwise, set $A_j = \{0, \ldots, h_0 - 1\}$ (in fact, the latter can be an arbitrary sufficiently large set). For $i$ let $A_i = \{0, \ldots, (p-1)/2\}$. Let $L = (L_1, \ldots, L_n)$ where $L_n(\text{sh}_0[i]) = 1$ if $sh_i \in A_i$, and $L_n(\text{sh}_0[i]) = 0$ otherwise. Now, we observe

**Claim.** $Pr[\text{sh}_0[I] \in A_1 \times \ldots \times A_{k'}] = \Pi_{j \in [k'] \setminus \{i\}} |A_j|/p$

**Proof.** To see this, we observe that for a random $x \in C'$, $x[I \setminus i]$ is uniform over $\mathbb{F}_p^{k'-1}$. Then, by definition of the $A_j$’s, the probability of

$$Pr \left[ \text{sh}_0[I \setminus \{i\}] \in A_1 \times \ldots \times A_{i-1} \times A_{i+1} \ldots A_{k'} \right] = \Pi_{j \in [k'] \setminus \{i\}} |A_j|/p.$$  

Now, conditioned on the event - $\text{sh}_0[I \setminus \{i\}] \in A_1 \times \ldots \times A_{i-1} \times A_{i+1} \ldots A_{k'}$, $\text{sh}_0[i] \in A_i$ by Equation 30, and the choice of the other $A_j$’s. Namely - with probability 1, $\text{sh}_0[i]$ is the sum of at most $k' \leq k$ elements, each in $\{0, \ldots, h_0 - 1\}$, and the result follows.

To prove that $x[I \setminus i]$ is uniform over $\mathbb{F}_p^{k'-1}$, it suffices to prove $C'[I \setminus i]$ is indeed of dimension $k'-1$. As $P_I$ is a minterm of $\text{Sh}_C$, all rows in $G'$ are linearly independent. Furthermore, as $K$ is the right kernel of $\text{span}(G'')$, $\text{span}(G'')$ is the entire left kernel of $K$. Assuming for contradiction that $\text{rowspan}(G[I \setminus \{i\}, \cdot])$ has dimension $< k' - 1$, this implies the existence of a vector $\beta'$ with $\beta'[i] = 0$, such that $\beta' \cdot G''$ is in the left kernel of $K$, and thus a multiple of $G''$, contradicting the fact that $P_I$ is a minterm.

Substituting the sizes of the $|A_j|$’s in Claim 5.1, we have

$$Pr \left[ \text{sh}_0[I] \in A_1 \times \ldots \times A_{k'} \right] \geq \left( \frac{p}{(2k')} \right)^{k'-1} \geq \left( \frac{1}{(k)} - (1 - 1/2k)/p \right)^{k-1} \geq \left( \frac{1}{k(2k + 1)} \right)^k \geq \frac{1}{(3k)^{2k}}$$
Here the second transition is due to rounding issues, and the one before last transition uses the fact that $p \geq 2k + 1$.\(^{13}\)

On the other hand, for a random sharing of a random secret $s \in \mathbb{F}_p$, the distribution of $\text{sh}[I]$ is uniform over $\mathbb{F}_p^{k'}$ (as now the randomness vector used by the sharing scheme is picked at random from $\mathbb{F}_p^k$), and $G'$ is of full rank. Thus,

$$\Pr[\text{sh}[I] \in A_1 \times \ldots \times A_{k'}] = \Pr[\text{sh}_0[I] \in A_1 \times \ldots \times A_{k'}] | A_i | / p$$

$$\leq 0.5 \Pr[\text{sh}_0[I] \in A_1 \times \ldots \times A_{k'}]$$

Thus, from Equation 31 we have $\Pr[\mathbf{L}(\text{sh}_0)[I] = 1] - \Pr[\mathbf{L}(\text{sh})[I] = 1] \geq 0.5/(3k)^{2k}$. Therefore, by an averaging argument, there exists a secret $s_1$, such that $\text{SD}(\text{sh}_s[I], \text{sh}_0[I]) \geq 0.5/(3k)^{2k}$. Therefore,

$$\text{SD}(\mathbf{L}(\text{sh}_s)[I], \mathbf{L}(\text{sh}_0)[I]) \geq 0.5 \left( \Pr[\mathbf{L}(\text{sh}_0)[I] = 1] - \Pr[\mathbf{L}(\text{sh}_s)[I] = 1] \right)$$

$$\geq 0.25/(3k)^{2k}$$

**Remark 2.** In fact, it follows from the proof that the lower bound is slightly stronger than stated, if a minterm of size $k' \leq k$ exists. This is possible only in non-MDS codes.

### 5.2 Limitations of current techniques

In our proofs of Local Leakage Resilience so far, both for all MDS codes, and random MDS codes, we relied on bounding the magnitudes of the Fourier coefficient products in the expression for the bound in Equation 7. The bounds were based on combining Parseval’s identity to classify the set of possible Fourier distributions of the boolean leakage functions with Cauchy-Shwartz, to obtain our bound on the leakage advantage of any function in $\mathcal{L}_{m,n,p}$. Here we prove that this approach is inherently limited to $t = (0.5 + \Omega(1)) n$, and the main culprit is not in bounding the coefficients, but rather in replacing them with their absolute values, preventing vital cancellations. We achieve this by demonstrating an explicit subset $\mathcal{A} \subseteq \mathbb{F}_p$ of density $\Omega(1)$, so that its characteristic function $1_{\mathcal{A}}$ has such coefficients, that replacing coefficients by their absolute values results in a bound of $\omega(1)$ on the Leakage error for $t = (0.5 - \Omega(1)) n$ (that is, we use the precise coefficients, without using any bounds on them).

Let $p$ be a prime, and let $QR_p$ denote the set of quadratic residues modulo $p$, and $NQR_p$ the set of quadratic non-residues (0 not included in either). Set $\mathbf{L} = (L_1, \ldots, L_n)$ be such that $L_i(x) = 1$ if $x$ is in $QR_p = QR_p \cup \{0\} = \{x \in \mathbb{F}_p | \exists y \in \mathbb{F}_p \text{ such that } x = y^2\}$, and 0 otherwise. For $a \in \mathbb{F}_p$, the quadratic Gaussian sum $g(a, p)$ is defined as $g(a, p) = \sum_{j=0}^{p-1} \chi_a(j^2)$. It is known that $g(1, p)$ satisfies:

\(^{13}\) Taking the bound on $p$ to be slightly larger, say $p \geq 3k$ would make the bound on the error about $(1/\Omega(k))^k$, but this is not very significant.
Fact 1

\[ g(1, p) = \begin{cases} \sqrt{p}, & \text{if } p \equiv 1 \mod 4 \\ i\sqrt{p}, & \text{if } p \equiv 3 \mod 4 \end{cases} \quad (32) \]

We limit ourselves to \( p \equiv 1 \mod 4 \) to simplify the proof of the following corollary on the Fourier coefficients of \( \widehat{1}_{\ell_i} \). The (technical) reason for it is that \(-1\) is a quadratic residue mod \( p \) in this case. It’s not hard to prove that a similar result holds for \( p \equiv 3 \mod 4 \).

Corollary 2. Let \( p \equiv 1 \mod 4 \). Then, for \( L \) above, for each \( i \in [n], \ell_i \in \{0, 1\} \) and \( a \in \mathbb{F}_p \), we have:

\[ |\widehat{1}_{\ell_i}(a)| = \begin{cases} 0.5p^{-0.5} \pm O(1)/p, & \text{if } a \neq 0 \\ 0.5 \pm O(1)/p, & \text{if } a = 0 \end{cases} \quad (33) \]

Proof. The corollary follows by:

1. Calculating \( \widehat{1}_{QR_p^+}(1) \) by observing it equals \((g(1, p) + 1)/2p\), which in any case has absolute value in the range \( 0.5p^{-0.5} \pm 1/(2p) \). Here we use the fact that \(-1\) is in \( QR_p \), so \( \widehat{1}_{QR_p^+}(1) = \widehat{1}_{QR_p^-}(-1) \) (we need the fact that \(-1 \in QR_p \), as \( \widehat{1}_{QR_p^+}(a) = (1_{QR_p^+}, \chi^-)/p \), rather than \( \widehat{1}_{QR_p^+} = (1_{QR_p^+}, \chi)/p \), as it appears in \( g(a, p) \)).

2. Observing that for each \( a \in QR_p \), it holds that \( \widehat{1}_{QR_p^+}(a) = \widehat{1}_{QR_p^-}(1) \) (as \( QR_p \) is a subgroup of \( \mathbb{Z}_p^* \)), and for \( a \in NQR_p \), it holds that \( \widehat{1}_{QR_p^+}(a) = -\widehat{1}_{QR_p^-}(1) + 1/p \). Here we use the fact that for \( a \neq 0 \), it holds that

\[ \widehat{1}_{A}(a) = -\widehat{1}_{F_p \setminus A}(a) \quad (34) \]

and the observation that \( a \cdot QR_p = NQR_p \) if \( a \in NQR_p \).

3. The corollary for \( 1_{NQR_p} = 1_{F_p \setminus QR_p^+} \) (\( \ell_i = 0 \)) follows directly from 34.

Replacing all coefficients with their absolute values (and neglecting the \( 1/p \) additive terms) and substituting into Equation 7, we would get a bound of

\[
SD(L(C), L(F_p^n)) = \sum_t \left| \sum_{\alpha \in C^+ \{0\}} \prod_{i=1}^n \widehat{1}_{\ell_i}(\alpha_i) \right| \\
\leq 2^m \left| \sum_{\alpha \in C^+ \{0\}} \prod_{i=1}^n \widehat{1}_{\ell_i=0}(\alpha_i) \right| \\
\approx 2^m \prod_{i \in [n-k]} \left( \sum_{\alpha_i \in \mathbb{F}_p} \widehat{1}_{\ell_i=0}(\alpha_i) \right) \left( \frac{1}{2\sqrt{p}} \right)^k \\
= 2^m \left( \frac{1}{2\sqrt{p}} \cdot p + O(1) \right)^{n-k} \left( \frac{1}{2\sqrt{p}} \right)^k \\
\approx 2^m \left( \frac{1}{2} \right)^{n-2k} \sqrt{p} 
\]
Here \( x \approx y \) means that \( y = x \pm o(1) \). The expression in line 35 is the bound actually used by the analysis. Approximation 36 holds as instead of removing the contribution of the zero-codeword, we treat it as if the 0-Fourier coefficients have the same magnitude as other coefficients for the last \( k \) functions, which increases the bound only by a negligible fraction.

Equality 37 follows since adding the \( O(1) \) to each of the first \( n - k \) multiplicands, accounts for the 0-Fourier coefficient of each 1, that equals 0.5.

Note that indeed, for large enough \( p \) (\( p \gg 2^n \)), the above bound can be made an arbitrarily large integer for for \( k = (0.5 + \Omega(1))n \). This is clearly not tight, as all leakage vectors' contributions together sum up to 1, as these are expressions for a statistical distance between a certain pair of probability distributions.

Remark 3. A simple calculation reveals that taking absolute values of Fourier coefficients as above, yields similar lower bounds for the true statistical distance between the leakage from sharings of any pair of secrets \( s_1, s_2 \) (rather than upper bounding it by a statistical distance between leakage from a sharing of \( s = 0 \) and leakage from a uniform distribution over \( \mathbb{F}_p \), as we currently do).

We conclude that to get a true estimation of the leakage, additional ideas will be needed to get a more precise Fourier Analysis (or use a different approach altogether).
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A Proof of Theorem 1

Let $C$ be a linear $[n+1, k, F_p]$-MDS code. The scheme induces a $(n, t = k)$ linear secret sharing scheme $Sh_C$ as explained in Section 2. As mentioned in Section 2, the leakage advantage of the scheme is upper bounded by $SD(L(C), L(F_p^n))$, which we bound next.

We start as in [5], in the proof of their Lemma 4.18. These (identical) calculations appear in the first three lines of the derivation below. Here $I_1, I_2$ are disjoint sets of coordinates of size $n - t + 1$ each, and $I_3 = [n] \setminus (I_1 \cup I_2)$. For $\beta \in F_p^{n-t+1} \setminus \{0\}$ we define $K_j = \{ k' \in I_j | k' = 0 \}$.

\[
SD(L(C), L(F_p^n)) = \sum_\ell \left| \sum_{\alpha \in C^{n} \setminus \{0\}} \prod_{i=1}^{n} \hat{1}_{\ell_i}(\alpha_i) \right|
\]

\[
= \sum_\ell \left| \sum_{\beta \in F_p^{n-t+1} \setminus \{0\}} \prod_{i \in I_1} \hat{1}_{\ell_i}(\langle \beta, h_i \rangle) \right|
\]

\[
= \sum_\ell \left| \sum_{\beta \in F_p^{n-t+1} \setminus \{0\}} \left( \prod_{i \in I_1} \hat{1}_{\ell_i}(\langle \beta, h_i \rangle) \right) \cdot \left( \prod_{i \in I_2} \hat{1}_{\ell_i}(\langle \beta, h_i \rangle) \right) \cdot \left( \prod_{i \in I_3} \hat{1}_{\ell_i}(\langle \beta, h_i \rangle) \right) \right|
\]

\[
\leq \sum_\ell \sum_{0 \leq \ell_1 + \ell_2 \leq n-t+1} \sum_{\beta \in F_p^{n-t+1} \setminus \{0\}} \left| \prod_{x \in I_1} \hat{1}_{\ell_x}(\langle \beta, h_x \rangle) \right| .
\]

\[
= \sum_\ell \sum_{0 \leq \ell_1 + \ell_2 \leq n-t+1} \sum_{\beta \in F_p^{n-t+1} \setminus \{0\}} \sum_{s.t. \: |K_1| = \ell_1, \: |K_2| = \ell_2, \: |K_3| = \ell_3} \left| \prod_{x \in I_1} \hat{1}_{\ell_x}(\langle \beta, h_x \rangle) \right| .
\]

\[
= \sum_\ell \sum_{0 \leq \ell_1 + \ell_2 \leq n-t+1} \sum_{\beta \in F_p^{n-t+1} \setminus \{0\}} \sum_{s.t. \: k_1 = k_1', \: k_2 = k_2', \: k_3 = k_3'} \left| \prod_{x \in I_1} \hat{1}_{\ell_x}(\langle \beta, h_x \rangle) \right| .
\]
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\[
\sum_{\ell} \sum_{0 \leq i + j + l \leq n - t + 1} \sum \ S_{I', I', I'}
\]

Recall \( H \) is a matrix who’s columns span \( C^\perp \), and let \( h_j \) denote the \( j \)'s row of \( H \). Similarly to [5], the next step is to bound the last expression in the chain using the Cauchy-Schwarz inequality. The main innovation we introduce is splitting the sum in the expression into several sums as in Equation 41, and applying the bound separately to each sum. Note the implicit definition of \( S_{I', I', I'} \) in the last line.

Let us denote

\[
B_{i,j,l} = \{ \beta \in \mathbb{F}_p^{n-t+1} \setminus \{0\} \mid |K_1| = i, |K_2| = j, |K_3| = l \}
\]

We further denote

\[
B_{I', I', I'} = \{ \beta \in B_{i,j,l} \mid I'_1 = K_1, I'_2 = K_2, I'_3 = K_3 \}
\]

Rewriting the above inequality, we get

\[
\text{SD} \left( \mathbf{L}(C), \mathbf{L}(\mathbb{F}_p^n) \right) 
\leq \sum_{\ell} \sum_{0 \leq i + j + l \leq n - t + 1} \sum_{\beta \in B_{i,j,l}, \text{s.t. } |K_1| = i, |K_2| = j, |K_3| = l} \left| \prod_{x \in I_1} \hat{\mathbf{1}}_{\ell_x}(\langle \beta, h_x \rangle) \right| \left( \prod_{y \in I_2} \hat{\mathbf{1}}_{\ell_y}(\langle \beta, h_y \rangle) \right) \cdot \max_{\beta \in B_{i,j,l}} \left| \prod_{z \in I_3} \hat{\mathbf{1}}_{\ell_z}(\langle \beta, h_z \rangle) \right|
\]

\[
\leq \sum_{\ell} \sum_{0 \leq i + j + l \leq n - t + 1} \sum_{\beta \in B_{i,j,l}, \text{s.t. } |K_1| = i, |K_2| = j, |K_3| = l} \sqrt{\sum_{\beta \in B_{I', I', I'}} \prod_{x \in I_1} \hat{\mathbf{1}}_{\ell_x}(\langle \beta, h_x \rangle)^2} \cdot \max_{\beta \in B_{i,j,l}} \left| \prod_{z \in I_3} \hat{\mathbf{1}}_{\ell_z}(\langle \beta, h_z \rangle) \right|
\]

The inequality 44 is simply due to splitting the sum according to the exact locations of 0 coordinates in \( H \beta^T \). The inequality 45 is by Cauchy-Schwarz, where the maximum is taken over a larger set than needed, which clearly only increases the bound.

To continue, we will use the following technical observation.
Observation 3  For sets $A_1, A_2$ with $|A_1| + |A_2| = p$, we have $\sum_{i \neq 0} \sqrt{\sum_{\alpha \neq 0} \left| \hat{1}_{A_i}(\alpha) \right|^2} \leq 1$.

Proof. By Parseval’s identity, we have $||\hat{1}_{A_i}||_2^2 = ||\hat{1}_{A_i}||_2^2 = \frac{|A_i|}{p}$. Let us denote $q_i = \frac{|A_i|}{p}$. Thus

$$\sum_{\alpha \neq 0} \left| \hat{1}_{A_i}(\alpha) \right|^2 = q_i - q_i^2$$

as $|\hat{1}_{A_i}(0)| = q_i$. Thus, we have

$$\sum_{i=1}^2 \sum_{\alpha \neq 0} \left| \hat{1}_{A_i}(\alpha) \right|^2 = \sqrt{q_1 - q_1^2} + \sqrt{q_2 - q_2^2} \quad (46)$$

We denote $g(x) = \sqrt{x(1-x)}$ and observe that the expression in Equation 46 equals $g(q_1) + g(1 - q_1) = 2g(q_1)$ (as $q_2 = (1 - q_1)$ and $g(q) = g(1 - q)$. The maximum of $2g(q_1)$ in $[0, 1]$ is easily seen to be obtained at $q_1 = 0.5$, and equal $1$.

Let us bound the contribution of the portion a single $I_1', I_2', I_3'$ contributed to the expression in Equation 45 - we denote this contribution by $S_{I_1', I_2', I_3'}$.

$$S_{I_1', I_2', I_3'}$$

$$= \sum_{\ell} \sqrt{\sum_{\beta \in B_{I_1', I_2', I_3'}} \prod_{x \in I_1} \left| \hat{1}_{\ell_x}(\langle \beta, h_x \rangle) \right|^2} \cdot \sqrt{\sum_{\beta \in B_{I_1', I_2', I_3'}} \prod_{y \in I_2} \left| \hat{1}_{\ell_y}(\langle \beta, h_y \rangle) \right|^2} \cdot \max_{\beta \in B_{I_1', I_3'}} \left| \prod_{z \in I_3} \hat{1}_{\ell_z}(\langle \beta, h_z \rangle) \right| \quad (47)$$

$$\leq \sum_{\ell} \prod_{x \in I_1'} \left( \frac{|A_x|}{p} \right)^2 \cdot \prod_{y \in \text{free}_1} \left( \sum_{\alpha \in F_1 \setminus \{0\}} \left| \hat{1}_{\ell_x}(\alpha) \right|^2 \right) \cdot \prod_{x \in I_1 \setminus (\text{free}_1 \cup I_1')} \max_{\alpha \in F_1 \setminus \{0\}} \left| \hat{1}_{\ell_x}(\alpha) \right|^2 \cdot \prod_{y \in I_2'} \left( \frac{|A_y|}{p} \right)^2 \cdot \prod_{y \in \text{free}_2} \left( \sum_{\alpha \in F_2 \setminus \{0\}} \left| \hat{1}_{\ell_y}(\alpha) \right|^2 \right) \cdot \prod_{y \in I_2 \setminus (\text{free}_2 \cup I_2')} \max_{\alpha \in F_2 \setminus \{0\}} \left| \hat{1}_{\ell_y}(\alpha) \right|^2 \quad (48)$$

Part of our gain comes from a more careful analysis for the case of two sets. Here we compute the maximum exactly instead of using concavity arguments to bound it, as is done in [5]. This is not surprising, because they did not attempt to optimize bounds for the case of $m = 1$.  
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\[
\prod_{z \in I'_3} \left( \frac{|A_z|}{p} \right) \cdot \prod_{z \in I_3 \setminus I'_3} \max_{\alpha \in \mathbb{F}_p \setminus \{0\}} \hat{t}_z(\alpha)
\]

Therefore we have

\[
SD \left( L(C), L(\mathbb{F}_p^n) \right) \leq \sum_{(I'_1, I'_2, I'_3) \subseteq I \setminus \{I'_3\}, \text{s.t. } \forall j \in [3], I'_j \subseteq I_j, \text{ and } |\bigcup_{j \in [3]} I'_j| \leq n-t+1} S_{I'_1, I'_2, I'_3}^T \tag{49}
\]

We start by separately bounding each of the sums \(S_{I'_1, I'_2, I'_3}^T\).

We define the notation free (\(\cdot, \cdot, \cdot\)) and explain the above sequence of inequalities next.

For \(I \subseteq [n]\) satisfying \(|I| \geq n-t+1\) and \(I'_1, I'_2, I'_3\) with \(|\bigcup_{j \in [3]} I'_j| \leq n-t+1\), we let free \((I; I'_1, I'_2, I'_3)\) denote a subset of \(I \setminus \bigcup_{j \in [3]} I'_j\) of size \(n-t+1 - |\bigcup_{j \in [3]} I'_j|\) (picked arbitrarily, say according to lexicographic order). When \(I'_1, I'_2, I'_3\) are clear from the context, we abbreviate \(\text{free}(I) = \text{free}(I; I'_1, I'_2, I'_3)\).

Consider a superset \(B'_{I'_1, I'_2, I'_3}\) of \(B_{I'_1, I'_2, I'_3}\) consisting of all \(\beta \in \mathbb{F}_p^{-t+1}\) such that \(H\beta^T\) has 0's at all coordinates \(\bigcup_{j \in [3]} I'_j\), but may as well have 0's elsewhere. Restricting \(\beta\) to \(B'_{I'_1, I'_2, I'_3}\) results in a linear code \(B' = \{H\beta^T | \beta \in B'_{I'_1, I'_2, I'_3}\}\). From now on, for a set \(B \subseteq \mathbb{F}_p^{-t+1}\) we abbreviate the multi-set \(\{H\beta^T | \beta \in B\}\) by \(H \cdot B\).

It is well known that \(C\) corresponding to \((n, t)\)-Shamir secret sharing scheme (which is a special case of a Massey code) is linear \([n, k = t-1, \mathbb{F}_p]\)-MDS code. Therefore, \(C^\perp\) is linear \([n, k^\perp = n-t+1, \mathbb{F}_p]\)-MDS code. Therefore (holds for all linear MDS codes), every set of \(n-t+1\) rows of \(H\) are independent. Therefore, the resulting linear code \(B_I\)\(^{15}\), projected onto any subset \(I \subseteq [n]\) with \(|I| \geq n-t+1\), is the set of all vectors of the form \((\mathbf{0}, \mathbf{g}, f^\perp(\mathbf{g}))\) where:

- \(\mathbf{0}\) is a vector of 0's corresponding to the coordinate set \(I \cap (I'_1 \cup I'_2 \cup I'_3)\).
- \(\mathbf{g}\) is an arbitrary vector in \(\mathbb{F}_p^{\text{free}(I; I'_1, I'_2, I'_3)}\).
- \(f^\perp(\mathbf{g})\) is the (vector) value at coordinates \(I \setminus \left(\bigcup_{j \in [3]} I'_j \cup \text{free}(I; I'_1, I'_2, I'_3)\right)\).

This value is obtained by applying the linear function \(f^\perp\), determined by \(C^\perp\), to \((\mathbf{0}, \mathbf{g})\) (that together determine the codeword), complementing the required coordinates.

Now, the set \(H \cdot B_{I'_1, I'_2, I'_3}\) is a subset of \(H \cdot B_{I'_1, I'_2, I'_3}\), where additionally the codeword at coordinates \(I_1 \setminus I_3\) (similarly for the \(I_2\) part) must be non-0. The transition from Equation 47 to Equation 48, bounds each of the first two \(\sqrt{n}\) expressions by summing over \(\beta\) in \(B_{I'_1, I'_2, I'_3}\), by going over all \(\mathbf{g}\) values not containing a 0 coefficient, and assuming that the resulting \(f^\perp(\mathbf{g})\) also has no 0 coefficients (taking the maximal possible coefficient as a bound for each). However, for some such \(\mathbf{g}\)’s, additional 0 coefficients may turn up in \(f^\perp(\mathbf{g})\), so the contribution of that \(\beta\) shouldn’t have been accounted for (as \(\beta \notin B_{I'_1, I'_2, I'_3}\)).

\(^{15}\) Jumping ahead, we will only consider \(B_I\) for \(I \in \{I_1, I_2\}\).
But, this may only increase the upper bound. This only potentially increasing the expression, as all summands are non-negative (in particular, each $g$ may appear at most once, as in $H : B_{I'}^T, I, t$). A similar phenomena occurs in the part for responding to $I_2$, so the inequality follows. Another fact we use in this transition, is that $\hat{1}_t(0) = \frac{|A_{h,\ell}|}{p}$ for any boolean function $1_t$ we consider.

Further simplifying, we get:

$$S'_{I_1, I_2, I_3} = \sum_{\ell} \prod_{i \in I_1 \cup I_2 \cup I_3} \frac{|A_{i,\ell}|}{p} \prod_{i \in \text{free}_2} \left( \sum_{\ell_i \in \{0,1\}} \frac{|A_{i,\ell_i}|}{p} \left( 1 - \frac{|A_{i,\ell_i}|}{p} \right) \right) \prod_{i \in I_1 \setminus (\text{free}_1 \cup I'_1) \cup I_2 \setminus (\text{free}_2 \cup I'_2) \cup I_3 \setminus I'_3} \left( \sum_{\ell_i \in \{0,1\}} \max_{\alpha \in \mathbb{F}_p \setminus \{0\}} |\hat{1}_{\ell_i}(\alpha)| \right)$$

$$\leq c_1^{j+2l+2n-2(t-1)^{-k}} = O(c_1^{2t-n+i+j+l})$$

Here the equality 50 is simply using Parseval’s identity, and the observation that $\hat{1}_t(0) = \frac{|A_{h,\ell}|}{p}$, and additionally simple arithmetic manipulation. The inequality 51 relies on Claim 3 for upper bounding each multiplicand in the second product by 1. Each multiplicand in the first product sums to 1, and each multiplicand in the third product is upper bounded by $c_1$, as follows from Lemma 1.

Let us denote by

$$S'_{i,j,l} = \sum_{I_1', I_2', I_3'} S'_{I_1', I_2', I_3'}.$$

The number of summands $S'_{i,j,l}$ in the bound 49, rewritten in terms of the $S'_{i,j,l}$s, is only $\text{poly}(n)$ ($O(n^2)$, to be precise). Thus to bound $\text{SD}(L(C), L(\mathbb{F}_p^n))$ we may as well bound $t$ based on the maximum among the sums.
\[ \log SD \left( \mathbf{L}(C), \mathbf{L}(E_{p}^{n}) \right) \leq \log \left( \sum_{i+j+l \leq n-t+1} S'_{i,j,l} \right) \leq \log \left( O (n-t+1)^3 \max_{i,j,l} S'_{i,j,l} \right) \leq \log \max_{i,j,l} S'_{i,j,l} + O(n) \]

Unless stated otherwise, here and elsewhere log stands for \( \log_{2} \). As the bound on the maximum \( \log(S'_{i,j,l}) \) will be \( \Omega(n) \) (for any \( t = c \cdot n \) for constant \( c \)), we may indeed search for \( t \) for which \( \log(\max_{i,j,l} S'_{i,j,l}) = -\Omega(n) \) (for arbitrarily small non-0 hidden constants, so the \( O(\log(n)) \) factor indeed has no effect).

Let us fix some \( n-t+1 = \gamma n \) for some constant \( \gamma \in (0, 1) \). We want to find the range of \( \gamma \) values for which \( \max_{i+j+l \leq n-t+1} S'_{i,j,l} \) is \( 2^{-\Omega(n)} \). Let \( p \) and \( n \) both go to infinity. The above requirement translates into the following,

\[
\log \left( \max_{i+j+l \leq n-t+1} S'_{i,j,l} \right)
\leq \log \left( \max_{i+j+l \leq n-t+1} \left( \log \left( \sum_{I_{1} \subseteq I_1, I_{2} = j, I_{3} = l} S'_{I_{1},I_{2},I_{3}} \right) \right) \right)
\leq \log \max_{i+j+l \leq n-t+1} \left( \log \left( \binom{n-t+1}{i} \cdot \binom{n-t+1}{j} \cdot \binom{2t-2-n}{l} \cdot \max_{I_{1},I_{2},I_{3}} S'_{I_{1},I_{2},I_{3}} \right) \right)
\leq n \cdot \left( \gamma \cdot (a_{1}) + \gamma \cdot (a_{2}) + (1 - 2\gamma) \cdot (a_{3} \cdot b/(1 - 2\gamma)) - (1 + \gamma \cdot (a_{1} + a_{2} + a_{3} - 2)) \right) \log(c_{1}) + \text{poly log(n)} \quad (53) \]

Here \( a_{1}, a_{2}, a_{3} \) denote \( \frac{i}{n-t+1}, \frac{j}{n-t+1}, \frac{l}{n-t+1} \) respectively. In the last step, we use Stirling’s approximation, \( \log(n!) = n \log(n) - n \log e + O(\log(n)) \), neglecting the \( O(\log(n)) \) term. Also, we replace \( c_{1} \) with its limit \( \lim_{p \to \infty} \). In this case, \( c_{1} \) tends (from above) to \( \log(2/\pi) \). We conclude that the set of \( \gamma \)'s satisfying Equation 54 below, result in \( (n, (1 - \gamma)n) \)-Shamir being Leakage resilient, as required in Theorem 1:

\[
\max_{a_{1},a_{2},a_{3}} \left( (a_{1}) + (a_{2}) + (1 - 2\gamma) \cdot (a_{3} \cdot \gamma/(1 - 2\gamma)) - (1 + \gamma \cdot (a_{1} + a_{2} + a_{3} - 2)) \right) \log(2/\pi) \leq 0 \quad (54) \]
In particular, the left hand side is well defined for all $0 < \gamma < 0.5$. Fix some $\gamma$, using standard multi-variate analytic techniques (on the expressions as a function of $a_1, a_2, a_3$) over the domain $\{(a_1, a_2, a_3) | a_1 + a_2 + a_3 \leq 1, a_1, a_2, a_3 \geq 0\}$, we get that $\gamma \leq 0.133\pi$ leads to a negative value. This concludes the proof of Theorem 1.