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Abstract. We give upper bounds for the solving degree and the last fall degree of the polynomial system associated to the HFE (Hidden Field Equations) cryptosystem. Our bounds improve the known bounds for this type of systems. We also present new results on the connection between the solving degree and the last fall degree and prove that, in some cases, the solving degree is independent of coordinate changes.

1 Introduction

Multivariate cryptography is one of a handful of proposals of post-quantum cryptosystems, i.e. cryptosystems that would remain secure even in the presence of a quantum computer. In multivariate cryptography, the hard computational problem that one has to solve in order to retrieve the original message from the ciphertext is solving a system of multivariate polynomial equations over a finite field.

Gröbner bases are a widely used tool for solving systems of polynomial equations. In positive characteristic, along with SAT solvers, they are essentially the only tool of general applicability at our disposal, since we have no numerical methods available. Bounds on the complexity of computing a (degree reverse lexicographic) Gröbner basis of a system of polynomial equations associated to a given cryptosystem provide bounds on the complexity of recovering the secret message from the ciphertext, hence bounds on the security of the cryptosystems. Such bounds are of fundamental importance, as they give us an indication on how to choose the parameters of the cryptosystem in order to achieve the desired level of security.

Beyond Buchberger’s Algorithm, a family of algorithms based on linear algebra are available for computing Gröbner bases. They are based on an idea of Lazard [Laz83] and many variations of such algorithms are currently used. This family of algorithms includes $F_4/F_5$ [Fau99, Fau02] and XL/Mutant XL [CKPS00], whose complexity is measured by the solving degree. For other variations of these algorithms, the complexity is measured by the last fall degree, first introduced in [HKY15].

In this paper, we study the systems associated to the cryptosystem HFE in its basic version, as it was proposed by Patarin in [Pat96]. It has been experimentally observed that Gröbner basis algorithms perform much better on HFE systems than on generic
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More precisely, the solving degree appeared to be much smaller for HFE systems than for generic systems with the same number of variables and the same degrees.

In this paper, we provide upper bounds on the solving degree and on the last fall degree of such systems, which improve on the known ones. Our bound on the solving degree relies on results from [CG17], which connect the solving degree of a system of inhomogeneous equations to the Castelnuovo-Mumford regularity of the ideal generated by the homogenization of the equations. In particular, our bound on the solving degree relies on [CG17] Theorem 3.14, Theorem 3.23, and Corollary 3.25] and on a new estimate of the degree of the equations obtained by fake Weil descent, which we prove in Lemma 6 and Remark 7. Differently from other bounds on the solving degree that appeared previously in the literature, the bounds that we obtain are rigorously proved, meaning that our approach does not rely on any unproved assumptions or heuristics.

Our bound on the last fall degree is inspired by the bound from [HKYY18]. Our main result is Theorem 11, where we prove that the last fall degree of the Weil descent system of a set of polynomials over $\mathbb{F}_q^n$ is bounded by $(q-1)\lfloor \log_q(d) + 1 \rfloor + 1$ for a certain $d$. When applied to HFE systems, this improves the bound given in [HKYY18] by approximately a factor of 2. The improvement in the bound is a consequence of Lemma 8, where we obtain a bound which is tighter than in previous work. Our tighter bound allows us to produce a more precise estimate of the degrees in which certain polynomials are computed by a linear-algebra based Gröbner basis algorithm, allowing us to get a tighter grip on the last fall degree of the system.

1.1 Organisation of the paper

The paper is organised as follows. In Section 2, we recall the definitions of the solving degree and last fall degree and introduce the notation. In Section 3, we relate the solving degree and the last fall degree. In Section 4, we show that the solving degree is invariant under coordinate changes, for systems which have a single solution of multiplicity one over the algebraic closure. In Section 5, we give a provable bound for the solving degree of HFE systems. Finally, in Section 6 we prove our main theorem, which gives a better bound on the last fall degree for Weil descent systems, and in particular a better bound for HFE systems.

2 Preliminaries and notation

Let $k$ be a field, let $R = k[X]$ and $S = k[X_0, \ldots, X_{n-1}]$ be polynomial rings with coefficients in $k$. Let $R_{\leq d}$ and $S_{\leq d}$ be the $k$-linear spaces of polynomials of degree $\leq d$ in $R$ and $S$, respectively. For an ideal $I \subseteq S$, denote by $I_{\leq d}$ the vector space $I \cap S_{\leq d}$. For polynomials $f, g \in R$, write $f \mod g$ for the remainder of the division of $f$ by $g$. Let $\mathcal{E}$ be a finite subset of $S$, and let $I$ be the ideal generated by $\mathcal{E}$. Let $\deg(\mathcal{E}) = \max\{\deg(f) : f \in \mathcal{E}\}$. 
2.1 Last fall degree

We will closely follow the notations in [HKYY18] and briefly recall some of its definitions, which we will need later. The reader is referred to [HKYY18] for more details.

Definition 1 For \( i \in \mathbb{Z}_{\geq 0} \), we let \( V_{E,i} \) be the smallest \( k \)-vector space such that

\[
- E \cap S_{\leq i} = \{ f \in E : \deg(f) \leq i \} \subseteq V_{E,i};
- \text{if } g \in V_{E,i} \text{ and if } h \in S \text{ with } \deg(gh) \leq i, \text{ then } gh \in V_{E,i}.
\]

If \( E \) is fixed, we write \( V_i \) instead of \( V_{E,i} \). Let \( V_{E,\infty} = \bigcup_{i \geq 0} V_{E,i} \).

Intuitively, we construct \( V_i \) from \( E \) by doing ideal operations which only involve polynomials of degree at most \( i \).

Remark 1. It is easy to show that \( V_{E,\infty} = I \).

Notation 1 For \( g, h \in S \) and \( i \in \mathbb{Z}_{\geq 0} \), we write \( g \equiv_{E,i} h \) if \( g - h \in V_{E,i} \). If \( E \) is fixed, we write \( g \equiv_i h \).

Definition 2 [HKY15] Let \( E \) be a finite subset of \( S \) and let \( I = (E) \) be the ideal generated by \( E \). The minimal \( d \in \mathbb{Z}_{\geq 0} \cup \{\infty\} \) such that for all \( f \in I \) we have \( f \in V_{\max\{d, \deg(f)\}} \) is called the last fall degree of \( E \) and is denoted by \( d_E \).

Notice that neither the last fall degree nor the vector spaces \( V_{E,d} \) depend on the choice of a term order.

We now briefly recall how the last fall degree is related to the complexity of solving a system \( E \subset S \). Suppose that the ideal generated by \( E \) is radical and let \( e \) be the number of solutions of \( E \) over \( \overline{k} \). Suppose also that one can factor a polynomial of degree \( t \) in a number of field operations that is polynomial in \( g(t) \), for some given function \( g \) of \( t \). In [HKYY18] Proposition 2.3 and Proposition 2.8] the authors outline an algorithm that computes the solutions of \( E \) in a number of field operations which is polynomial in \( (m + d)^d, g(d) \), and the size of \( E \), where \( d = \max\{d_E, e\} \).

2.2 Solving degree

For the ease of the reader, we describe the computations carried on by a linear algebra-based Gröbner basis algorithm as in [Laz83]. Fix a term order \( \sigma \) and a degree \( d \geq 1 \). Let \( [d] \) denote the set \( \{0, \ldots, d\} \) and let

\[
M_d = \{ a \in [d]^n \mid a_0 + \ldots + a_{n-1} \leq d \}.
\]

The elements of \( M_d \) correspond to the monomials in \( S_{\leq d} \) via

\[
a = (a_0, \ldots, a_{n-1}) \leftrightarrow X_0^{a_0} \cdots X_{n-1}^{a_{n-1}}.
\]

Build a matrix \( M \) whose columns are indexed by the elements of \( M_d \) in decreasing order from left to right with respect to \( \sigma \). The rows correspond to polynomials of the
form $uf$ where $u \in S$ is a monomial, $f \in E$, and $\deg(uf) \leq d$. Notice that this includes the possibility that $u = 1$. In order to associate a row $r(g)$ to a polynomial $g$, write

$$g = \sum_{a=(a_0, \ldots, a_{n-1}) \in M_d} \alpha_a X_0^{a_0} \cdots X_{n-1}^{a_{n-1}},$$

then $r(g)_a = \alpha_a$.

Perform Gaussian elimination on $M$ to obtain a matrix in reduced row echelon form. Any row $r = (r_a \mid a \in M_d)$ in the reduced row echelon form of $M$ corresponds to a polynomial

$$f_r = \sum_{a \in M_d} r_a X_0^{a_0} \cdots X_{n-1}^{a_{n-1}}.$$

If $\deg(f_r) < d$, we add new rows to $M$ corresponding to polynomials of the form $uf_r$, where $u$ is a monomial, $\deg(uf_r) \leq d$ and $uf_r \notin \text{rowsp}(M)$. Here $\text{rowsp}(M)$ denotes the rowspace of $M$. Repeat the computation of the reduced row echelon form and the operation of adding new rows, until there are no new rows added.

**Notation 2** For any $d \geq 1$ let $W_d$ be the vector space generated by the rows of $M$ after running the algorithm that we just described.

It is clear that $W_d \subseteq I \leq d$. For a given $d$, one may have $W_d \neq I \leq d$. However, it is well-known that $W_d = I \leq d$ for $d \gg 0$. In particular, $W_d$ contains a Gröbner basis of $I$ with respect to $\sigma$ for $d \gg 0$.

**Definition 3** The solving degree of $E$ with respect to a term order $\sigma$ is the least $d$ such that $W_d$ contains a Gröbner basis of $I$ with respect to $\sigma$. We denote it by $sd_{d, \sigma}(E)$.

**Remark 2.** Notice that the elements of a reduced Gröbner basis of $I$ appear as rows of the matrix obtained from $M$ by running the algorithm described above. In fact, since the matrix is in reduced row echelon form, then no cancellation is possible among the leading terms of different rows. In particular, the leading terms of the elements of $W_d$ are exactly the leading terms of the rows of the matrix. Therefore, if $W_d$ contains a Gröbner basis of $I$ with respect to $\sigma$, then there is a set of rows of the matrix which forms a Gröbner basis of $I$. Take a minimal set of such rows. Since the matrix is in reduced row echelon form, they form a reduced Gröbner basis of $I$.

### 2.3 Weil descent

Again, we closely follow the setup and notations from [HKYY18]. Let $q$ be a prime power and $n \in \mathbb{Z}_{\geq 1}$. Let $k$ be a finite field of cardinality $q^n$ and let $k'$ be its subfield of cardinality $q$. Let $R = k[X]$ be a polynomial ring and let $\mathcal{F}$ be a finite subset of $R$. Let $\alpha_0, \ldots, \alpha_{n-1}$ be a basis of $k/k'$.

**Definition 4** Write $X = \sum_{j=0}^{n-1} \alpha_j X_j$. For $f \in \mathcal{F}$ we define $[f]_j \in k'[X_0, \ldots, X_{n-1}]$, $j = 0, \ldots, n - 1$, by

$$f \left( \sum_{j=0}^{n-1} \alpha_j X_j \right) \equiv \sum_{j=0}^{n-1} [f]_j \alpha_j \mod (X_j^q - X_j \mid j = 0, \ldots, n - 1)$$
with \([f]_j\) of minimal degree, i.e. \(\deg_{X_i}([f]_j) \leq q - 1\) for all \(i\). Let

\[ F' = \{([f]_j) : f \in F, j = 0, \ldots, n-1\} \]

be the Weil descent system of \(F\) with respect to the basis \(\{\alpha_j\}\), and let

\[ F'_f = F' \cup \{X^q_j - X_j : j = 0, \ldots, n-1\}. \]

Let

\[ F_f = F \cup \{X^q - X\}. \]

Remark 3. We have followed here the notation of [HKYY18]. The subscript \(f\) refers to the field equations added.

Now we recall the fake Weil descent defined in [HKY15] and [HKYY18]. Unlike the Weil descent system, this system is defined over the larger field \(k\).

Definition 5 Let \(X^e' = X^e \mod X^q - X\) and write \(e' = \sum_{j=0}^{n-1} e'_j q^j\) in base \(q\) expansion with \(e'_j \in \{0, 1, \ldots, q-1\}\). We let

\[ \overline{X^e} = X^{ar{e}'}_0 \cdots X^{ar{e}'}_{n-1} \in S = k[X_0, \ldots, X_{n-1}]. \]

This definition can be extended \(k\)-linearly to all polynomials in \(R\) and gives a map from \(R\) to \(S\). For any \(f \in R\), we denote by \(\bar{f} \in S\) the image of \(f\) via this map. Let

\[ F = \{f : f \in F\} \]

be the fake Weil descent system of \(F\). Let

\[ F_f = F \cup \{X^q - X\}. \]

Remark 4. One has \(\deg(F) = \max\{\deg([f]_j) : j = 0, \ldots, n-1\}\).

Remark 5. [HKYY18, Proposition 4.1] relates the last fall degree of the two types of Weil descents by showing that

\[ \max\{d_{F'_f}, q, \deg(F'_f)\} \leq \max\{d_{F_f}, q, \deg(F_f)\}. \]

We are interested in finding an upper bound for the last fall degree and therefore mostly work with the system \(F_f\).

## 3 Relating the solving degree and last fall degree

In this section, we clarify the relationship between solving degree and last fall degree, for degree-compatible term orders.

Theorem 1 Let \(E \subset S\) be a finite set of polynomials and let \(\sigma\) be a degree-compatible term order. Let \(W_d\) be the vector space constructed as in Notation 2 Then \(V_{E,d} = W_d\) for all \(d \geq 0\). Moreover

\[ \text{sd}_\sigma(E) \geq d_E. \]
polynomials of degree smaller than $d$ and no cancellation among leading terms is possible, then the rows corresponding to $W$ described in Section 2.2 are a basis of rows of the matrix in reduced row echelon form, say $V$.

Let $f \in \mathcal{E}$, then $E \cap S_{\leq d}$ with $\deg(f) \leq d$. Let $g \in \mathcal{E} \cap S_{\leq d}$, let $h \in S_{d-\deg(g)}$ be a monomial. Then $g$ is a linear combination of some rows of $M$, say $r_1, \ldots, r_t$. Since the algorithm terminated, then $hr_i \in \mathcal{W}$ for each $i = 1, \ldots, t$, hence $hg \in \mathcal{W}$.

In order to show that $\text{sd}_\sigma(\mathcal{E}) \geq d_\mathcal{E}$, it suffices to show that for all $f \in (\mathcal{E})$ one has $f \in V_{\mathcal{E}, \max\{\text{sd}_\sigma(\mathcal{E}), \deg(f)\}}$. Let $g_1, \ldots, g_t$ be a Gröbner basis of $(\mathcal{E})$ with respect to $\sigma$. Then
\[
f = \sum_{i=0}^t h_i g_i,
\]
with $\deg(h_i) + \deg(g_i) \leq \deg(f)$ for all $i$. By definition of solving degree and since $V_{\mathcal{E}, d} = W_d$ for all $d$, then $g_i \in V_{\mathcal{E}, \text{sd}_\sigma(\mathcal{E})}$ for all $i$. Therefore, $f \in V_{\mathcal{E}, \max\{\text{sd}_\sigma(\mathcal{E}), \deg(f)\}}$.

Notice that it is possible that $\text{sd}_\sigma(\mathcal{E}) > d_\mathcal{E}$.

**Example 1.** Let $\mathcal{E} = \{g\}$ consist of a single polynomial. Then $\text{sd}_\sigma(\mathcal{E}) = \deg(g)$ for any term order $\sigma$, but $d_\mathcal{E} = 0$. In fact, for any $f \in S$ one has $fg \in V_{\max\{0, \deg(fg)\}} = V_{\deg(fg)}$.

Moreover, the conclusion of Theorem 1 is false in general for term orders which are not degree-compatible.

**Example 2.** Let $d \geq 2$ be an integer. Let $\mathcal{E} = \{X_0 - X_0 X_2^{d-1}, X_1 - X_2^d\}$ and let $\sigma$ be the lexicographic order on $k[\mathcal{X}_0, \mathcal{X}_1, \mathcal{X}_2]$ with $\mathcal{X}_0 > \mathcal{X}_1 > \mathcal{X}_2$. The elements of $\mathcal{E}$ are a Gröbner basis of the ideal that they generate, since their leading terms are coprime. Therefore, $\text{sd}_\sigma(\mathcal{E}) = d$. Let
\[
f = X_0 X_2 - X_0 X_1 = X_2(X_0 - X_0 X_2^{d-1}) - X_0(X_1 - X_2^d) \in V_{d+1}.
\]
Since $f \notin V_d = \langle X_0 - X_0 X_2^{d-1}, X_1 - X_2^d \rangle$, then
\[
d_\mathcal{E} \geq d + 1 > \text{sd}_\sigma(\mathcal{E}).
\]

4 Solving degree and coordinate changes

One difficulty in estimating the solving degree comes from the fact that the degrees of the elements of a reduced Gröbner basis of $I$ may vary with the term order. While many results from commutative algebra allow us to provide estimates for the solving degree of
polynomial systems in generic coordinates (see e.g. [CG17 Section 3.3]), results that hold for a given (non generic) system of coordinates are often much harder to prove and require ad-hoc arguments. With this in mind, in this section we find a sufficient condition for the solving degree to be independent of coordinate changes. It turns out that it suffices to assume that the system has a unique solution (of multiplicity one) over the algebraic closure.

Let \( S = k[X_0, \ldots, X_{n-1}] \), let \( K \supseteq k \) be a field extension and let \( \varphi \in \text{Aff}_n(K) \) be a change of coordinates over \( K \), where \( \text{Aff}_n(K) = K^n \rtimes \text{GL}_n(K) \) is the affine group of degree \( n \) over the field \( K \). \( \text{Aff}_n(K) \) is isomorphic to the group of maps \( \{ x \rightarrow Ax + b \} \) where \( A \) is an invertible \( n \times n \) matrix (over \( K \)) and \( b \) is an element of \( K^n \). The goal of this section is showing that the solving degree with respect to a degree-compatible term order does not depend on the system of coordinates, for systems \( E \) which have a simple zero.

**Definition 6** We say that \( E \subset S \) has a single solution of multiplicity one over the algebraic closure, or a simple zero, if \( I = (E) \) is radical and \( E \) has exactly one solution over the algebraic closure \( k \) of \( k \).

We concentrate on \( I \) not homogeneous, since all the results that we prove are trivial in the homogeneous case. Then \( E \) has a simple zero if and only if the zero locus of \( I \) over \( k \) is a point \( (a_0, \ldots, a_{n-1}) \in k^n \) and \( I = (X_0 - a_0, \ldots, X_{n-1} - a_{n-1}) \.

Equivalently, \( E \) has a simple zero if and only if \( I \) contains \( n \) linearly independent linear forms. Moreover, \( I \) contains \( n \) linearly independent linear forms if and only if \( I^h = (f^h \mid f \in I) \) is generated by linear forms.

**Theorem 2** Assume that \( E \) has a simple zero, say \( (a_0, \ldots, a_{n-1}) \in k^n \), and that \( V_{E \cdot d} \) contains \( n \) linearly independent linear forms. Then they can be obtained by computing the reduced row echelon form of the Macaulay matrix \( M \) of \( E \) in degree \( d \) with respect to any degree-compatible term order.

In particular, \( X_0 - a_0, \ldots, X_{n-1} - a_{n-1} \) is the reduced Gröbner basis of \( I \) with respect to any term order and it may be obtained by running the algorithm described in Section 2.2 in degree \( d \) with respect to any degree-compatible term order.

**Proof:** By assumption \( X_0 - a_0, \ldots, X_{n-1} - a_{n-1} \in V_{E \cdot d} \). Assume now that we have brought the Macaulay matrix in degree \( d \) in reduced row echelon form. By Theorem 1 \( X_i - a_i \) is a linear combination of the rows of the matrix for all \( i \). Such a combination cannot involve rows whose leading term is strictly larger than \( X_i \). In fact, no cancellation is possible among leading terms of the rows, since the matrix is in reduced row echelon form. In addition, there must be a row that has leading term \( X_i \) and this holds for all \( i \). Since the term order is degree compatible, each of these rows corresponds to a linear form. Therefore, the last \( n \) nonzero rows of the matrix in reduced row echelon form are the polynomials \( X_0 - a_0, \ldots, X_{n-1} - a_{n-1} \). \( \Box \)

**Lemma 3** ([HKYY18], Proposition 2.3.iv) Let \( K \supseteq k \) be a field extension and let \( \varphi \in \text{Aff}_n(K) \). Then

\[
\varphi(V_{E \cdot d}) = V_{\varphi(E) \cdot d}
\]

for all \( d \in \mathbb{N} \).
Theorem 4 Let $K \supseteq k$ be a field extension. Assume that $\mathcal{E} \subset k[X_0, \ldots, X_{n-1}]$ has a simple zero and let $\sigma$ be a degree-compatible term order. Then

$$sd_\sigma(\mathcal{E}) = \min\{e \in \mathbb{N} \mid \dim(\mathcal{V}_{\mathcal{E},e} \cap S_{\leq 1}) \geq n\}.$$

In addition, the solving degree of $\mathcal{E}$ does not depend on the choice of a coordinate change defined over $K$, nor on the choice of a degree-compatible term order.

Proof: Let $\varphi \in \text{Aff}_n(K)$. Since $\mathcal{E}$ has a simple zero over $\overline{k}$, then $I = (X_0 - a_0, \ldots, X_{n-1} - a_{n-1})$ for some $a_0, \ldots, a_{n-1} \in \overline{k}$. Let $\varepsilon(\mathcal{E})$ be the smallest integer $e$ such that $\mathcal{V}_{\mathcal{E},e}$ contains $n$ linearly independent linear forms. Hence $\varepsilon(\mathcal{E}) = sd_\sigma(\mathcal{E})$, by definition of solving degree, Theorem 1, and Theorem 2. By Lemma 3, $\varepsilon(\mathcal{E}) = \varepsilon(\varphi(\mathcal{E}))$.

Combining all equalities one gets

$$sd_\sigma(\mathcal{E}) = \varepsilon(\mathcal{E}) = \varepsilon(\varphi(\mathcal{E})) = sd_\tau(\varphi(\mathcal{E}))$$

for any $\sigma, \tau$ degree-compatible term orders. $\square$

Remark 6. Notice that, in general, $\tilde{I} = (f^h \mid f \in \mathcal{E})$ is not generated by linear forms, hence it does not have a simple zero, even under the assumption that $I = (f \mid f \in \mathcal{E})$ does. In particular, the result of Theorem 4 by itself is not sufficient to conclude that the assumptions of [CG17, Theorem 3.23] are satisfied and hence conclude that $sd(I) \leq \text{reg}(\tilde{I})$. Nevertheless, in Section 5 we bypass this problem and prove directly that the systems that interest us have $\tilde{I}$ in generic coordinates, which allows us to apply [CG17, Theorem 3.23] to bound their solving degree.

Notice that, when $\mathcal{E}$ does not have a simple zero, the solving degree may depend on the choice of a system of coordinates.

Example 3. Let $\mathcal{E} = \{X_0^2, X_1^2\} \subseteq S = \mathbb{F}_3[X_0, X_1]$ and let $\sigma$ be any term order with $X_0 > X_1$. Let $\varphi(X_0) = X_0$ and $\varphi(X_1) = X_0 + X_1$. Then

$$\varphi(\mathcal{E}) = \{X_0^2, X_1^2 - X_0X_1 + X_1^2\}$$

and

$$X_1^3 = -X_0 \cdot X_0^2 + (X_0 + X_1)(X_0^2 - X_0X_1 + X_1^2) \in (\varphi(\mathcal{E})).$$

It is easy to check that the reduced Gröbner basis of $(\varphi(\mathcal{E}))$ with respect to $\sigma$ is

$$\{X_0^2, X_0X_1 - X_1^2, X_1^3\},$$

therefore

$$sd_\sigma(\mathcal{E}) = 2 < 3 = sd_\sigma(\varphi(\mathcal{E})).$$
5 A simple bound for the solving degree of HFE

In this section we provide a simple bound for the solving degree of systems of the form $F_f$. These bounds apply in particular to the fake Weil descent system of the basic version of HFE, as proposed in [Pat96]. Experimental evidence that the solving degree of the Weil descent system of HFE is smaller than that of generic systems was obtained in [FJ03]. A provable bound for the solving degree can be obtained using the techniques from [CG17]. The next theorem is inspired by the proof of [CG17, Theorem 3.26].

**Theorem 5** Let $k$ be a finite field of cardinality $q^n$ and let $F = \{ f \} \subset R$, $d = \deg(f)$. Let $DRL$ denote the Degree Reverse Lexicographic term order. Then

$$\text{sd}_{DRL}(F_f) \leq \deg(J) + (q-1)n \leq (q-1)(\lfloor \log_q(d) + 1 \rfloor + n).$$

In particular, if

$$f = \sum_{i,j} \beta_{i,j} X^{q^i+j} + \sum \alpha_{\ell} X^{q^\ell} + \mu \in k[X],$$

then $\deg(J) \leq 2$, hence

$$\text{sd}_{DRL}(F_f) \leq (q-1)n + 2.$$

**Proof:** Let $F_f^h = \{ f^h \mid f \in F_f \}$ be the system obtained from $F_f$ by homogenizing each equation with respect to $X_n$, where $X_n$ is a new variable. Let

$$J = (f^h \mid f \in F_f) \subset S[X_n].$$

We claim that $J$ is in generic coordinates. According to [BS87, Theorem 2.4 and Definition 1.5], in our situation $J$ is in generic coordinates if and only if $X_n$ is not a zero divisor on $S[X_n]/J^\text{sat}$, where $J^\text{sat}$ is the saturation of $J$ with respect to the irrelevant maximal ideal of $S[X_n]$. Substituting $X_n = 0$ in $E^h$ one obtains the equations $X_0 = \ldots = X_{n-1} = 0$. Therefore the projective zero locus of $J$ does not contain any point with $X_n = 0$. This means that $X_n \nmid 0$ modulo $J^\text{sat}$, hence proving that $J$ is in generic coordinates.

Denote by $\text{reg}(J)$ the Castelnuovo-Mumford regularity of $J$ (see [CG17, Definition 3.17] for a definition of Castelnuovo-Mumford regularity). Since $J$ is in generic coordinates, then

$$\text{sd}_{DRL}(F_f) \leq \text{reg}(J) \leq (q-1)(\lfloor \log_q(d) + 1 \rfloor + n),$$

where the first inequality follows from [CG17, Theorem 3.23]. By Remark 7 we have $\deg(J) \leq (q-1)(\lfloor \log_q(d) + 1 \rfloor$. The second inequality in (1) now follows from the fact that $F_f$ consists of one equation of degree smaller than or equal to $(q-1)(\lfloor \log_q(d) + 1 \rfloor$ and $n$ equations of degree $q$. \(\square\)
6 An improved bound on the last fall degree

In this section we study the last fall degree \( d_{\mathcal{F}'} \) of the system \( \mathcal{F}' \). Let \( k \) be a finite field of cardinality \( q^n \), \( R = k[X] \), and \( S = k[X_0, \ldots, X_{n-1}] \). In [HKYY18, Theorem 4.5] it is shown that

\[
d_{\mathcal{F}'} \leq \max \{ \lfloor 2(q-1)(\log_q(\deg(\mathcal{F}) + 1) + 1) \rfloor, q \}.
\]

As proved in [HKYY18, Proposition 4.1], it suffices to bound the last fall degree of the system

\[
\mathcal{F}_f = \{ f \in \mathcal{F} \} \cup \{ X_0^q - X_1, \ldots, X_{n-2}^q - X_{n-1}, X_n^q - 1 \}.
\]

In this section, we improve the bound on the last fall degree of \( \mathcal{F}_f \) proven in [HKYY18] by approximately a factor two. This results in a bound that improves (2) by the same factor, and ultimately leads to Theorem 11.

Notation 3 Throughout the section, we write \( \equiv \) in place of \( \equiv_{\mathcal{F}_f,i} \).

Definition 7 For \( e \in \mathbb{Z}_{\geq 0} \), write \( e = \sum a_i q^i \) with \( a_i \in \{ 0, \ldots, q-1 \} \) in base \( q \) expansion. Then the weight of \( e \) is \( w(e) = \sum a_i \).

Definition 8 Let \( f \in R, f = \sum b_i X^i \). The weight of \( f \) is

\[
w(f) = \max \{ w(i) : b_i \neq 0 \}.
\]

The next lemma collects some useful facts on the weight and on the degree of the fake Weil descent. The proof is easy and left to the reader.

Lemma 6 Let \( e \in \mathbb{Z}_{\geq 0}, f \in R \). Then:

1. \( w(e) = w(eq) \)
2. \( w(e) \leq (q-1)(\log_q(e) + 1) = (q-1)[\log_q(e) + 1] \)
3. \( \deg(f) \leq (q-1)[\log_q(\deg(f)) + 1] \)
4. \( \deg(X^e) = \begin{cases} (q-1)n \leq w(e) & \text{if } q^n - 1 \mid e, \\ w(e \mod q^n - 1) \leq w(e) & \text{otherwise}. \end{cases} \)

Remark 7. It follows from part 4 of Lemma 6 that \( \deg(\overline{f}) \leq w(f) \). Thus, by part 3, \( \deg(\overline{f}) \leq (q-1)[\log_q(\deg(f)) + 1] \).

The first three points of the next lemma are shown in [HKYY18, Lemma 3.2], while the fourth is stated in [HK15, pg. 586].

Lemma 7 Let \( h_1, h_2, h_3 \in R, \) let \( h \in S \). Then:

1. \( h_1 + h_2 \equiv_{\max\{ \deg(h_1), \deg(h_2) \}} h_1 + h_2 \)
2. \( h_1 h_2 \equiv_{\deg(h_1) + \deg(h_2)} h_1 \cdot h_2 \)
3. there exists \( g \in R \) with \( \deg(g) < q^n \) such that \( h \equiv_{\deg(h)} \overline{g} \)
4. if \( \overline{r_1} = r_2 \) then \( \overline{r_1} \cdot \overline{r_3} = \max\{d, \deg(\overline{r_1} \cdot \overline{r_3}), \deg(\overline{r_2} \cdot \overline{r_3})\} \overline{r_2} \cdot \overline{r_3} \)

The next lemma is similar to [HKYY18] Lemma 4.2, but we improve the bound by approximately a factor two.

**Lemma 8** Let \( h_1, h_2 \in R \) and assume that \( \deg(h_2) = d > 0 \). Let \( h_3 = h_1 \mod h_2 \).

Let \( u = (q - 1)[\log_q(d) + 1] + 1 \). Assume that \( \overline{h_2} \equiv u \).

Then \( \overline{h_3} \equiv \max\{w(h_1), u\} \overline{h_1} \).

**Proof:** Write \( h_2 = \sum_{i=0}^{d-1} b_i X^i \) with \( b_d \neq 0 \). Let \( r_e = X^e \mod h_2 \). Notice that if \( h_1 = \sum_{i=0}^{d-1} a_i X^i \), then \( h_3 = \sum_{i=0}^{d-1} a_i r_i \). Since \( \deg(r_e) < d \), then by Lemma 6.3 and Remark 7, \( \deg(\overline{r_e}) \leq (q - 1)[\log_q(\deg(r_e)) + 1] = (q - 1)[\log_q(\deg(r_e) + 1)] \leq (q - 1)[\log_q(d)] \). Hence \( \overline{h_3} \equiv u \sum_{i=0}^{d-1} a_i \overline{r_e} \) and \( \overline{h_1} \equiv w(h_1) \sum_{i=0}^{d-1} a_i \overline{X^i} \), by Lemma 7.1. If \( \overline{X^e} = \max\{w(e), u\} \overline{r_e} \), then \( \overline{h_3} \equiv \max\{w(h_1), u\} \overline{h_1} \), since by definition \( w(h_1) = \max\{w(e) : a_e \neq 0\} \). Thus, we will now show in several steps that \( \overline{X^e} = \max\{w(e), u\} \overline{r_e} \).

**Claim 0:** Write \( r_e = \sum_{i=0}^{d-1} c_i X^i \). Then \( r_{e+j} = \sum_{i=0}^{d-1} c_i r_{i+j} \) for all \( j \geq 0 \).

**Proof of Claim 0:** By definition \( r_{e+j} = X^{e+j} \mod h_2 = X^j r_e \mod h_2 \), hence \( r_{e+j} = \sum_{i=0}^{d-1} c_i X^{i+j} \mod h_2 = \sum_{i=0}^{d-1} c_i r_{i+j} \). Notice that the last polynomial has degree smaller than \( d \), since \( \deg(r_i) < d \) for all \( i \).

**Claim 1:** If \( e \in \{0, 1, \ldots, qd\} \), then \( \overline{X^e} = u \overline{r_e} \).

**Proof of Claim 1:** If \( e \leq d - 1 \), then \( r_e = X^e \), and hence \( \overline{X^e} = u \overline{r_e} \). For \( e = d \), we have \( r_d = \frac{-1}{b_d} \sum_{i=0}^{d-1} b_i X^i \), i.e. \( b_d (X^d - r_d) = h_2 \) and hence \( \overline{X^d} = u \overline{r_d} \). Now we prove the claim by induction. Assume we have \( \overline{X^{e}} = u \overline{r_e} \) for all \( e' < e \) and \( e' \leq qd \). Write \( r_{e-1} = \sum_{i=0}^{d-1} c_i X^i \). Then \( r_e = \sum_{i=0}^{d-1} c_i r_{i+1} \) by Claim 0. Now \( e - 1 \leq qd - 1 < q^2 [\log_q(d) + 1] \), thus \( w(e - 1) \leq (q - 1)[\log_q(d) + 1] \) by Lemma 6.2. Hence, \( \deg(X) + \deg(X^{e-1}) \leq 1 + (q - 1)[\log_q(d) + 1] = u \), where the inequality follows from Lemma 7.4. Therefore,

\[
\begin{align*}
\overline{X^e} &\equiv u \overline{X} \cdot \overline{X^{e-1}} \quad \text{(by Lemma 7.2)} \\
&\equiv u X \cdot \overline{r_{e-1}} \quad \text{(by induction and Lemma 7.4, since } w(e) \leq u) \\
&\equiv u \sum_{i=0}^{d-1} c_i X^{i+1} \quad \text{(by Lemma 7.2)} \\
&\equiv u \sum_{i=0}^{d-1} c_i r_{i+1} \quad \text{(by Lemma 7.1 and since } \overline{X^i} = u \overline{r_i} \text{ for } i \leq d) \\
&\equiv u \overline{r_e} \quad \text{(by Claim 0)}.
\end{align*}
\]
Claim 2: If \(e\) satisfies \(w(e) < u\) and \(X^e \equiv_u r_e\), then \(X^{e+1} \equiv_u r_{e+1}\).

Proof of Claim 2: We have

\[
\begin{align*}
X^{e+1} &\equiv_u X \cdot X^e \\
&\equiv_u X \cdot r_e \\
&\equiv_u r_{e+1}.
\end{align*}
\]

(by Lemma 7.2) \hfill (by Lemma 7.4)

Claim 3: Assume that \(w(e) < u, w(e') = 1, X^e \equiv_u r_e, \text{ and } X^{e'} \equiv_u r_{e'}\) for some \(e, e'.\) Then \(X^{e+e'} \equiv_u r_{e+e'}\).

Proof of Claim 3: Write \(r_e = \sum_{i=0}^{d-1} c_i X^i\). We have

\[
\begin{align*}
X^{e+e'} &\equiv_u X^e \cdot X^{e'} \\
&\equiv_u r_e \cdot X^{e'} \\
&\equiv_u \sum_{i=0}^{d-1} c_i X^{i+e'}
\end{align*}
\]

(by Lemma 7.2) \hfill (by Lemma 7.4) \hfill (by Lemma 7.2)

But \(X^{e'} \equiv_u r_{e'}\). If \(d = 1\), we are done, so assume \(d > 1\). By Claim 2, \(X^{e'+1} \equiv_u r_{e'+1}\). Since \(w(e'+1) < u\), we can apply Claim 2 again. By repeated application of Claim 2, we get \(X^{e'+i} \equiv_u r_{e'+i}\) for \(i \leq d - 1\) since \(w(i + e') \leq w(i) + w(e') \leq (q - 1)[\log_q(d)] + 1 \leq u\). Thus

\[
\sum_{i=0}^{d-1} c_i X^{i+e'} \equiv_u \sum_{i=0}^{d-1} c_i r_{i+e'} \equiv_u r_{e+e'}
\]

by Claim 0.

Claim 4: If \(e = mq^k\) for some \(k \geq 0, 1 \leq m < q\), then \(X^e \equiv_u r_e\).

Proof of Claim 4: We will prove the claim by induction on \(k\) and \(m\). If \(k = 0\) then the statement is true for all \(m\) by Claim 1. We now assume that the statement holds for \(e = mq^{k-1}\) for all \(m\) and we show it for \(e = q^k\). Letting \(e = (q - 1)q^{k-1} + q^k\) and \(e' = q^{k-1}\) in Claim 3, we get \(X^{q^k} \equiv_u r_{q^k}\). To complete the proof, assume that the statement holds for \(e = \ell q^k\) for \(1 \leq \ell \leq m - 1\) and show it for \(e = mq^k\). By Claim 3 with \(e = (m - 1)q^k\) and \(e' = q^k\), we get \(X^{mq^k} \equiv_u r_{mq^k}\).

Claim 5: If \(e\) satisfies \(w(e) \leq u\), then \(X^e \equiv_u r_e\).

Proof of Claim 5: We will prove the claim by induction on \(w(e)\). Let \(w(e) = 1\). Then \(e = q^k\) for some \(k \geq 0\) and by Claim 4, \(X^e \equiv_u r_e\). So assume \(X^e \equiv_u r_e\) for \(w(e') < w(e)\). We can write \(e = e_1 + e_2\) such that \(w(e) = w(e_1) + w(e_2)\) and \(w(e_2) = 1\). Let \(e_2 = q^{[\log_q(w(e_2))]}\). Then by Claims 3 and 4 and by induction, we have \(X^e \equiv_u r_e\).

Claim 6: \(X^e \equiv_{\max\{w(e), u\}} r_e\).

Proof of Claim 6: As before, write \(e = e_1 + e_2\) such that \(w(e) = w(e_1) + w(e_2)\) and \(w(e_2) = 1\). If \(w(e_1) < u\), the thesis follows by Claim 3 and Claim 5. If \(w(e_1) = u\),
then by Claim 5, $X^{e_1} \equiv_u r_{e_1}$. Thus we have

$$X^e = X^{e_1 + e_2} \equiv_{\max\{w(e), u\}} X^{e_1} \cdot X^{e_2} \quad \text{ (by Lemma\[7\]2)}$$

$$\equiv_{\max\{w(e), u\}} r_{e_1} \cdot X^{e_2} \quad \text{ (by Lemma\[7\]4)}$$

$$\equiv_{\max\{w(e), u\}} r_{e_1 + e_2} = r_e.$$  

Here the last equality can be proved using the same argument as in Claim 3, noticing that by Claim 4, $X^{e_2} \equiv_u r_{e_2}$. This proves Claim 6 if $w(e) \leq u + 1$. Proceed by induction on $w(e)$. Letting $e = e_1 + e_2$ with $w(e) = w(e_1) + w(e_2)$ and $w(e_2) = 1$ and assuming by induction that $X^{e_1} \equiv_{\max\{w(e), u\}} r_{e_1}$, the same argument as above shows that $X^e \equiv_{\max\{w(e), u\}} r_e$. □

Remark 8. The factor 2 improvement in the previous lemma is achieved mainly in Claims 2 and 3. It follows from the idea that instead of multiplying a polynomial by $X^{e'}$ and then reducing mod $h_2$, we can repeatedly ($e'$ times) multiply by $X$ and reduce mod $h_2$ at every step, and thereby the intermediate polynomials have lower degrees.

The next example shows that the bound of Lemma\[8\]is sharp.

Example 4. Let $k = \mathbb{F}_2[t]/(t^2 + t + 1)$. Let $h_1 := X^3 + tX^2 + X + t^2 \in R = k[X]$, and let $h_2 := X + 1 \in R$. Then $h_3 = 1$ and $h_1 - h_3 = X_0X_1 + tX_1 + X_0 + t \in S = k[X_0, X_1]$ and $u = 2$.

The following proposition is similar to [HKYY18 Proposition 4.3], but yields a tighter bound, due to the improvement in Lemma\[8\].

 Proposition 9 Let $\mathcal{F} = \{f\}$ with $\deg(f) > 0$. Let $u = (q - 1)\lceil\log_q(\deg(f)) + 1\rceil + 1$ and let $g = \gcd(f, X^{q^n} - X)$. Then $\pi \in V_{\mathcal{F}, u}$.

Proof: Write $V_u$ for $V_{\mathcal{F}, u}$. We use the Euclidean algorithm to compute the GCD of $f$ and $X^{q^n} - X$. It works as follows: At every step $k$, the Euclidean algorithm computes the remainder $g_k$ as $g_k := g_{k-2} \mod g_{k-1}$, where $g_0 = f$ and $g_1 = X^{q^n} - X$. The algorithm terminates when $g_k = 0$ for some $k$. Then $g_{k-1} = g = \gcd(f, X^{q^n} - X)$.

We claim that for every polynomial $g_j$ with $j \geq 1$, one has $g_j \equiv_u 0$. We proceed by induction on $j \geq 1$. For $j = 1$, the algorithm computes $g_1 := X^{q^n} - X$ mod $f$. By Lemma\[8\]letting $h_1 = X^{q^n} - X$, $h_2 = f$, and $h_3 = g_1$, we obtain $g_1 \equiv_u X^{q^n} - X = 0$, since $w(h_1) = 1 \leq u$.

Assume now that $g_i \equiv_u 0$ for $1 \leq i < j - 1$. By Lemma\[8\]letting $h_1 = g_{j-2}$, $h_2 = g_{j-1}$, and $h_3 = g_j$, we get $g_j \equiv_u g_{j-2} \equiv_u 0$, since $w(g_{j-2}) \leq u$. Notice that $\deg(g_{j-1}) > 0$, except possibly for $j = k$. If $\deg(g_{k-1}) = 0$, then $g_{k-1} \in V_u$ is invertible, hence $g_k \equiv_u 0$. □

The following theorem corresponds to [HKYY18 Theorem 4.5] and [HKY15 Theorem 1]. The proof is very similar, but we use our improved bound. We will also use the following lemma.
Lemma 10 ([HKYY18], Lemma 3.3) \(\text{Let } h \in R. \text{ Then } h \in I \text{ if and only if } \overline{h} \in \overline{I}, \) where \(I \subseteq R \) is the ideal generated by \(\mathcal{F}_f \) and \(\overline{I} \subseteq S \) is the ideal generated by \(\overline{\mathcal{F}}_f \).

In the next theorem we assume that \(\mathcal{F} \) does not contain any constants. In fact, if \(\mathcal{F} \) contains the zero polynomial, then it can be removed without affecting the last fall degree of \(\mathcal{F} \). If \(\mathcal{F} \) contains a nonzero constant, then its last fall degree is zero.

**Theorem 11** Let \(k \) be a finite field of cardinality \(q^n \), and let \(\mathcal{F} \subseteq R \setminus k \) be finite. Let \(d \in \mathbb{Z}_{>0} \) be the smallest integer such that \(\deg(f) \leq d \) for some \(f \in \mathcal{F} \) and such that for all \(f \in \mathcal{F} \), we have \(\deg(\overline{f}) \leq (q - 1)\lceil \log_q(d + 1) \rceil + 1 \). Then

\[
d_{\mathcal{F}'} \leq (q - 1)\lceil \log_q(d + 1) \rceil + 1.
\]

**Proof:** By Remark 4, \(d_{\mathcal{F}'} \leq \max\{d_{\overline{\mathcal{F}}_f}, q, \deg(\overline{\mathcal{F}}')\} \), so we will study \(d_{\overline{\mathcal{F}}_f} \), and we define \(\equiv_i \) with respect to \(\overline{\mathcal{F}}_f \). Let \(u = (q - 1)\lceil \log_q(d + 1) \rceil + 1 \). Let \(g = \gcd(\mathcal{F} \cup \{X^{q^n} - X\}) \) and let \(f \in \mathcal{F} \) with \(0 < \deg(f) \leq d \). Then \(\overline{f} \in V_u \) by Proposition 9, since \(V_{\overline{\mathcal{F}}_f} \supseteq V_{\overline{\mathcal{F}}_f'} \) for all \(i \).

Let \(h \in \overline{I} = (\overline{\mathcal{F}}_f) \). By Lemma 7, there exists \(h_1 \in k[X] \) with \(\deg(h_1) < q^n \) such that \(\overline{h}_1 = \deg(h) \). Thus \(\overline{h}_1 \in \overline{I} \) and by Lemma 10, \(h_1 \in I \). Thus \(h_1 = 0 \mod g \), and by Lemma 8, \(h_1 = \max\{w(h_1), u\} \). Hence \(h \equiv \max\{\deg(h), u\} \) \(w(h_1) = \deg(h_1) \leq \deg(h) \). Thus by Definition 2.1 \(d_{\overline{\mathcal{F}}_f} \leq u \).

Now by Remark 4, \(\deg(\overline{\mathcal{F}}') = \deg(\overline{\mathcal{F}}) \leq u \), and therefore, \(d_{\mathcal{F}'} \leq \max\{u, q\} \). \(\square\)

**Example 5.** Let \(k = \mathbb{F}_{2^5} = \mathbb{F}_2[t]/(t^5 + t^2 + 1) \). Let \(\mathcal{F} = \{f_1, f_2\} \) where \(f_1 = t^{16}X^{11} + 1 \) and \(f_2 = tX^{31} + 1 \). Then \(w(f_1) = 3 \) and \(w(f_2) = 5 \), so \(d = 11 \) and \((q - 1)\lceil \log_q(d + 1) \rceil + 1 = 6 \). Theorem 11 tells us that \(d_{\mathcal{F}'} \leq 6 \). Performing a Gröbner basis algorithm on \(\mathcal{F}_f \) (in degree reverse lexicographic order) in Magma [BCP97] in fact gives us a solving degree of 6.

The theorem allows us in particular to give an upper bound on the last fall degree of HFE. In the next result, we refer to the version of HFE from [Pat96].

**Corollary 1.** Let \(k \) be a finite field of cardinality \(q^n \) and let \(\mathcal{F} = \{f\} \) where

\[
f = \sum_{i,j} \beta_{i,j} X^{q^i \xi_j + q^i j} + \sum_{\ell} \alpha_{\ell} X^q \xi \mu + \mu \in k[X]
\]

and \(\deg(f) \leq q^t \) with \(\theta_{ij}, \varphi_{ij}, \zeta \in \mathbb{Z} \). Then

\[
d_{\mathcal{F}'} \leq (q - 1)(t + 1) + 1.
\]

Example 5 shows that in general, the bound of Theorem 11 can be reached. In the case of HFE polynomials however, our bound is still larger (by approximately a factor 2) than the (heuristic) bound of [DHT11] and the experimental results of [PJ03] and further work needs to be done to close the gap between experiments and rigorous bounds.
References


