Abstract

Biometric databases collect people’s information and allow users to perform proximity searches (finding all records within a bounded distance of the query point) with few cryptographic protections. This work studies proximity searchable encryption applied to the iris biometric.

Prior work proposed inner product functional encryption as a technique to build proximity biometric databases (Kim et al., SCN 2018). This is because binary Hamming distance is computable using an inner product. This work identifies and closes two gaps in using inner product encryption for biometric search:

1. Biometrics naturally use long vectors often with thousands of bits. Many inner product encryption schemes generate a random matrix whose dimension scales with vector size and have to invert this matrix. As a result, setup is not feasible on commodity hardware unless we reduce the dimension of the vectors. We explore state-of-the-art techniques to reduce the dimension of the iris biometric and show that all known techniques harm the accuracy of the resulting system. That is, for small vector sizes multiple unrelated biometrics are returned in the search. For length 64 vectors, at a 90% probability of the searched biometric being returned, 10% of stored records are erroneously returned on average.

Rather than changing the feature extractor, we introduce a new cryptographic technique that allows one to generate several smaller matrices. For vectors of length 1024 this reduces the time to run setup from 23 days to 4 minutes. At this vector length, for the same 90% probability of the searched biometric being returned, .02% of stored records are erroneously returned on average.

2. Prior inner product approaches leak distance between the query and all stored records. We refer to these as distance-revealing. We show a natural construction from function hiding, secret-key, predicate, inner product encryption (Shen, Shi, and Waters, TCC 2009). Our construction only leaks access patterns and which returned records are the same distance from the query. We refer to this scheme as distance-hiding.

We implement and benchmark one distance-revealing and one distance-hiding scheme. The distance-revealing scheme can search a small (hundreds) database in 4 minutes while the distance-hiding scheme is not yet practical, requiring 3.5 hours.

As a technical contribution of independent interest, we show that our scheme can be instantiated using symmetric pairing groups reducing the cost of search by roughly a factor of three. We believe this analysis extends to other schemes based on projections to a random linear map and its inverse analyzed in the generic group model.
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1 Introduction

Biometrics are measurements of physical phenomena of the human body. We focus on the iris biometric in this work. The iris is an interesting biometric because it has high entropy, stays stable throughout life, is not determined genetically, and is easily accessible [PPJ03]. Iris data, like all biometric data, is noisy, which means that two readings from the same iris are unlikely to be identical. Feature extractors convert such physical phenomena to a digital representation that is more stable but still noisy. The output of feature extractors is called a template. Biometric databases are used for both security critical applications (such as access control) and privacy critical applications (such as immigration). Let $D$ be some distance metric and $t$ be some distance threshold. Applications building on biometric templates require:

1. **Low False Reject Rate (FRR)** templates from the same biometric are within distance $t$ with high probability, and
2. **Low False Accept Rate (FAR)** templates from two different biometrics are within distance $t$ with low probability.

Learning stored biometric templates enables an attacker to reverse this value into a convincing biometric [GRGB+12, MCYJ18, AF20], enabling presentation attacks [VS11, HWKL18, SDDN19] that can compromise users’ accounts and devices. Since biometrics cannot be updated, such a compromise lasts a lifetime.

Securing biometric data is not straightforward. Using plain encryption or hashes (as for passwords storage) would effectively protect compromised templates but also prevents the server from performing any distance comparison.

Searchable encryption [SWP00, CGKO11, BHJP14, FVY+17] enables servers to be queried without decrypting the data. For a distance metric $D$, proximity searchable encryption returns all records that are within distance $t$. That is, for a dataset $x_1, ..., x_l$ and a query $y$, one should return all $x_i$ such that $D(x_i, y) \leq t$. Since biometric data is inherently noisy, proximity searchable encryption is a key tool to secure biometric databases while allowing queries.

Iris feature extractors usually produce binary vectors that are similar in Hamming distance [1] (fingerprints are usually compared by set difference, faces with L2 norm). Kim et al. proposed to use secret-key, function-hiding inner product encryption or $\text{IPE}_{fh, sk}$ for encrypted comparison of binary Hamming biometrics [KLM+18, KLM+16]. $\text{IPE}_{fh, sk}$ allows computation of inner product without revealing underlying values. Inner product of vectors $x, y$ in $\{-1, 1\}^n$ encodes Hamming distance:

$$D(x, y) = (n - \langle x, y \rangle) / 2.$$  

More formally the functionality of $\text{IPE}_{fh, sk}$ is as follows: as in standard encryption, one generates a secret key $sk \leftarrow \text{Setup}()$ and a ciphertext $ct_x \leftarrow \text{Encrypt}(x, sk)$ . Then one can generate a token $tk_y \leftarrow \text{TokGen}(y, sk)$ , and use this token in $\text{Decrypt}$ (without $sk$) to learn the inner product $\langle x, y \rangle$. That is,

$$\text{Decrypt}(ct_x, tk_y) = \langle x, y \rangle.$$  

One can use $\text{IPE}_{fh, sk}$ to build proximity search by encrypting $ct_x \leftarrow \text{Encrypt}(x_i, sk)$ and providing all $ct_x$ to the database server (additional data can be associated with $x_i$ using traditional encryption). For queries $y$ the client provides $tk_y \leftarrow \text{TokGen}(y, sk)$ to the server. The server can compute the inner product between the query and each stored record and should return all records with the appropriate inner product. The server does work proportional to the database size. This is in contrast to keyword searchable encryption where the desiderata is for the server’s work to be proportional to the result set size.

We identify and close two gaps in the use of inner product encryption to build proximity searchable encryption for the iris.

1.1 Our Contribution

**Multi Random Projection Inner Product Encryption** Daugman’s seminal iris feature extractor [Dau05, Dau09] produces a vector of length $n = 1024$, the open source OSIRIS system uses $n = 32768$ by default, and recent neural network feature extractors [AF19] use $n = 2048$.

Note that real-valued vectors for the Euclidean distance can be converted to binary vectors for the Hamming distance using mean or median thresholding, where values above the mean/median are encoded as 1 and values below as 0.
The most efficient \( \text{IPE}_{\text{fh,sk}} \) schemes rely on *dual pairing vector spaces* \cite{OT15} in bilinear groups. The secret key for such constructions is a random matrix \( A \in \mathbb{F}_q^{n \times n} \) and its inverse \( A^{-1} \); \( q \) is a large prime that is the order of the bilinear pairing. Setup for the scheme must invert a random \( A \in \mathbb{F}_q^{n \times n} \).

This operation is prohibitive for \( n > 1000 \), as is the case for iris feature extractors. For the most efficient known scheme which we call *Random Projection with Check* or \( \text{RProjC} \) \cite{KLM18}, the authors’ parallel implementation of key generation in FLINT \cite{Har10} (on a modern 16 core machine), generating keys for \( n = 240 \), took 4.6 hours. In our experiments, Setup time grows cubically as expected\(^3\) Through interpolation, we estimate the time to generate keys for \( n = 1024 \) at 23 days.

While one can train feature extractors with smaller \( n \), we show (in Section 4) that known techniques harm the quality of the biometric features, making the irises of different people appear similar. The false accept vs false reject rate tradeoff degrades, leaving the application with the choice of either not matching readings of the same iris or matching readings of difference individuals’ irises. Both choices have consequences for the resulting application.

In Section 4 and Table 3 we show that for a small size dataset of 356 individuals using a feature extractor with \( n = 64 \) and a distance \( t \) that enables a 90\% true accept rate, searching for an individual in the dataset returns 40 incorrect biometrics with an average query! By comparison when \( n = 1024 \), queries return .06 incorrect biometrics on average. Datasets with more individuals are not available; we expect this rate to be consistent across dataset sizes.

Section 5 introduces a new transform for inner product encryption that generates multiple matrices \( A_1, ..., A_\sigma \) and their inverses during key generation where each \( A_i \) is an \( (N + 1) \times (N + 1) \) matrix, where \( N = \lceil n/\sigma \rceil \), instead of a single large pair \( A, A^{-1} \). Recall that the encryption and token generation algorithms take as input vectors \( x \) and \( y \) respectively. Vectors \( x \) and \( y \) are then split into \( \sigma \) component vectors of size \( N \). Correctness then relies on the fact that

\[
\langle x, y \rangle = \sum_{i=0}^{\sigma-1} \langle x_i, y_i \rangle
\]

where \( x_i, y_i \) are component vectors of \( x \) and \( y \). To hide partial information, both \( x \) and \( y \) are augmented when they are split into component vectors:

\[
x'_i = 1 \| x_{i*N}, ..., x_{i*N+(N-1)}
y'_i = \zeta_i \| y_{i*N}, ..., y_{i*N+(N-1)}
\]

for \( i = 0, ..., \sigma - 1 \) and \( \zeta_0, ..., \zeta_{\sigma-1} \) is a linear secret sharing of 0 that is chosen in \( \text{TokGen} \). The intuition is that any collection of \( \sigma - 1 \) or fewer components represents a random group element, so one cannot learn information about inner products between vector components. We show security of a prior IPE scheme with multi random projection in Section 3 (we also apply the technique to a scheme of Okamoto and Takashima \cite{OT12} Section 4) in Section 8. This technique is not generic, our construction modifies the internal working of the underlying IPE scheme. The intuition is that to preserve correctness internal randomness needs to be stripped and replaced by a global one. This prevents an attacker from mixing and matching ciphertext components (or token components). Such mixing and matching is allowed for multi-input inner-product encryption. We compare the two notions in Section 3.1.

We implemented two versions of proximity search building on this form of \( \text{IPE}_{\text{fh,sk}} \). The first is a direct application of the \( \text{RProjC} \) \cite{KLM18} scheme and the second is our new *multi random projection* version, called *Multi Random Projection with Check* or \( \text{MRProjC} \). To benchmark, we encrypted a single reading of each individual \( (\ell = 356) \) from the ND0405 dataset \cite{PSO09,BF16} which is a superset of the NIST Iris Evaluation Challenge \cite{PBF08}. Queries are drawn from other readings in the ND0405 dataset. This performance is summarized in Table 1 with search taking approximately 4 minutes. Our multi random projection technique reduces time for Setup by *four orders of magnitude* with minimal impact on the timings of the rest of the algorithms. This multi random projection technique makes proximity searchable encryption on a 350 biometric dataset feasible.

**Distance Hiding Proximity Search** By design, for any searched value \( y \), proximity search from \( \text{IPE}_{\text{fh,sk}} \) allows the server to compute the distance \( \text{KLM}^{18} \) between \( y \) and *all* stored records.\(^4\) This establishes a geometry on the space of stored records. If the server has side information on the stored records \( x_i \), they may be able to reconstruct

\(^3\)We have not evaluated sub-cubic matrix inversion in finite fields.

\(^4\)Some prior work allows computation of approximate distance \cite{KIK12} using locality sensitive hashes \cite{IM98}, allowing the server to see how many hashes match, the number of matches approximates distance.
Table 1: Time (in seconds) for operations with $\ell = 356$ records stored at $n = 1024$. All algorithms are naturally parallelizable. Timing for the single base scheme $\text{RProjC}$ is interpolated from smaller vector lengths. $\text{Blindex}$ encrypts the dataset at initialization time, $\text{Trpdr}$ generates a search token, and $\text{Search}$ finds the resulting indices. $\text{fh}$, $\text{sk}$ and $\text{pred}$ indicate that the underlying IPE scheme is respectively a function-hiding, secret key and/or predicate only scheme. $\text{Hide}$ indicates that the scheme does not reveal the distance between the stored value and the query. The symmetric version of $\text{MRProj}$ uses the SS512 curve and the asymmetric version uses the MNT159 curve.

global geometry from the local geometry revealed by pairwise distances $\text{[PBDT05, AEG+06]}$. While we are not aware of any leakage abuse attacks directly against proximity search, there are attacks against $k$-nearest neighbor databases $\text{[KPT19, KE19, BC}$. Distance allows one to easily compute the $k$-nearest points so attacks that can exploit this leakage apply. Like most leakage abuse attacks, the efficacy of these attacks depends on what the adversary knows about the stored data. We discuss these attacks more in Section 3.

For applications where such leakage is unacceptable (or the adversary has side information on the encrypted data), we show a transform from a predicate version of inner product encryption to proximity search that does not reveal pairwise distance. A predicate IPE scheme produces ciphertexts $\mathbf{ct}_x$ and tokens $\mathbf{tk}_y$ which allow one to effectively check if $\langle x, y \rangle = 0$ (instead of revealing the inner product). Barbosa et al. $\text{[BCSW19]}$ recently proposed such a scheme that is a modification of Kim et al.’s construction $\text{[KLM+18]}$. Their construction simply removes the group elements that allow one to check the inner product, so we call this Random Projection or $\text{RProj}$. We call such a scheme an $\text{IPE}_{\text{fh,sk,pred}}$ scheme. Applying our multi random projection technique to this scheme yields a new predicate IPE scheme that we call Multi Random Projection or $\text{MRProj}$. $\text{IPE}_{\text{fh,sk,pred}}$ allows one to test if the inner product is equal to some value $i$ as follows: add an $n + 1$th element as $-1$ to $x$, denoted $x'$, and create $y_i = y || i$. Then, $\langle x', y_i \rangle = \langle x || -1, y || i \rangle = 0$ if and only if $(x, y) = i$. One can check all values in a set $\mathcal{I}$ by generating a token $\mathbf{tk}_y$, for each $i \in \mathcal{I}$. Setting $\mathcal{I} = \{ n - 2 \ast 0, ..., n - 2 \ast t \}$, yields a proximity check (these tokens are permuted before being sent to the server). We show that with such a construction, an adversary cannot distinguish between two sets of encrypted records and queries as long as they have the same leakage discussed below.

The simplicity and generality of this construction is an advantage, it immediately benefits from efficiency improvements in inner product encryption and can be built from multiple computational assumptions. However, the size of $\mathbf{tk}_y$ and the search time now grow linearly with $t$. For the iris $t$ is usually around $3n$.

Since the server can see if the same $\mathbf{tk}_y$ matches different records, when two records are both within distance $t$, the server learns if they match the same distance (but not the specific distance). Thus, the resulting proximity scheme leaks two pieces of information:

**Access Pattern** $\text{[KK12, CGPR15]}$. The set of records returned by the query. If $x_i$ and $x_j$ are both returned by a query it must be the case that $\mathcal{D}(x_i, x_j) \leq 2t$. Preventing attacks that only require access pattern usually requires oblivious RAM $\text{[GKL+20]}$. This is the high level approach taken by Boldyreva and Tang $\text{[BT21]}$ in parallel work. They proposed a scheme that hides all leakage using oblivious data structures in conjunction with locality-sensitive hashes $\text{[IM98]}$. Their scheme is interactive, requiring several rounds of communication, but only uses symmetric key cryptography and is faster in a network with short round trip times.

**Distance Equality Leakage** For a database $x_1, ..., x_{3t}$ and for a searched value $y$, if there are multiple records $x_i, x_j$ such that $\mathcal{D}(x_i, y) \leq t$ and $\mathcal{D}(x_j, y) \leq t$ then our scheme additionally reveals if $\mathcal{D}(x_i, y) = \mathcal{D}(x_j, y)$.

\[\text{Table 1: Time (in seconds) for operations with $\ell = 356$ records stored at $n = 1024$. All algorithms are naturally parallelizable. Timing for the single base scheme $\text{RProjC}$ is interpolated from smaller vector lengths. $\text{Blindex}$ encrypts the dataset at initialization time, $\text{Trpdr}$ generates a search token, and $\text{Search}$ finds the resulting indices. $\text{fh}$, $\text{sk}$ and $\text{pred}$ indicate that the underlying IPE scheme is respectively a function-hiding, secret key and/or predicate only scheme. $\text{Hide}$ indicates that the scheme does not reveal the distance between the stored value and the query. The symmetric version of $\text{MRProj}$ uses the SS512 curve and the asymmetric version uses the MNT159 curve.}\]

<table>
<thead>
<tr>
<th>Scheme</th>
<th>IPE</th>
<th>IPE Type</th>
<th>MRProj</th>
<th>Hide</th>
<th>$\mathcal{D}$</th>
<th>Operation Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>fh, sk</td>
<td>pred</td>
<td>fh, sk</td>
<td>pred</td>
<td>$\mathcal{D}$</td>
<td>Setup</td>
</tr>
<tr>
<td>$\text{RProjC}$</td>
<td>KLM+18</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>2M</td>
<td>10.8</td>
</tr>
<tr>
<td>$\text{MRProjC}$</td>
<td>KLM+18</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>268</td>
<td>10.8</td>
</tr>
<tr>
<td>$\text{MRProj (asym.)}$</td>
<td>BCSW19</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>268</td>
<td>10.8</td>
</tr>
<tr>
<td>$\text{MRProj (sym.)}$</td>
<td>BCSW19</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>225</td>
<td>4.3</td>
</tr>
</tbody>
</table>
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spread\footnote{Section 4 goes over the characteristics of the iris biometric in more details.} so one does not expect readings of two biometrics to be close to a query. As mentioned, the vector size has a large impact on the number of improper records that will be returned by a query (recall for \(n = 64\), 40 improper records are returned, when \(n = 1024\), 0.6 improper records are returned). Since MRProj only leaks when multiple records are returned it is critical to ensure an accurate system, underscoring the importance of our multi random projection approach enabling Setup for large \(n\) where high correctness is possible.

In RProj\(C\) and MRProj\(C\), the server learns the pairwise distance between the query \(y\) and all records \(x_i\). So in that setting, \(n\) only affects correctness, not security.

The search complexity of MRProj is roughly a multiplicative of \(t \approx 3n\) slower than for MRProj\(C\). See the difference in concrete timing in Table 1. For \(n = 1024\), corresponding to a \(t \approx 307\), the measured multiplicative overhead is only 52.5. Closing this performance gap is the main open problem resulting from this work; MRProj search is not fast enough.

Our analysis of MRProj is secure and correct with either a symmetric or asymmetric pairing. We implement both options. In our search implementation, the symmetric pairing instantiation is roughly 3 times faster than the asymmetric pairing instantiation. To the best of our knowledge, this is the first time that a function hiding inner product encryption has been analyzed in a symmetric pairing group, this analysis may be of independent interest. In Section 9 we posit additional avenues for improving search efficiency.

1.2 Organization

The rest of this work is organized as follows: Section 2 describes mathematical and cryptographic preliminaries, Section 3 reviews further related work, Section 4 describes the \(n\) vs accuracy tradeoff for the iris and its impact on security, Section 5 introduces the multi random projection technique, Section 6 shows that IPE\(_{th, sk, pred}\) suffices to build proximity search, Section 7 discusses our implementation, Section 8 applies MRProj to the IPE scheme of Okamoto and Takashima, and Section 9 concludes.

2 Preliminaries

Let \(\lambda\) be the security parameter throughout the paper. We use \(\text{poly}(\lambda)\) and \(\text{negl}(\lambda)\) to denote unspecified functions that are polynomial and negligible in \(\lambda\), respectively. For some \(n \in \mathbb{N}\), \([n]\) denotes the set \(\{1, \ldots, n\}\). Let \(x \xleftarrow{} S\) denote sampling \(x\) uniformly at random from the finite set \(S\). Let \(q = q(\lambda) \in \mathbb{N}\) be a prime, then \(\mathbb{G}_q\) denotes a cyclic group of order \(q\). Let \(x\) denote a vector over \(\mathbb{Z}_q\) such that \(x = (x_1, \ldots, x_n) \in \mathbb{Z}_q^n\), the dimension of vectors should be apparent from context. Consider vectors \(x = (x_1, \ldots, x_n)\) and \(y = (y_1, \ldots, y_n)\), their inner-product is denoted by \((x, y) = \sum_{i=1}^{n} x_i y_i\). Let \(X\) be a matrix, then \(X^T\) denotes its transpose.

Hamming distance is defined as the distance between the bit vectors \(x\) and \(y\) of length \(n\): \(D(x, y) = |\{i \mid x_i \neq y_i\}|\). We note that if a vector over \(\{0, 1\}\) is encoded as \(x_{\pm 1,i} = 1\) if \(x_i = 1\) and \(x_{\pm 1,i} = -1\) if \(x_i = 0\) then it is true that \((x_{\pm 1}, y_{\pm 1}) = n - 2D(x, y)\).

Our proofs rely on the Schwartz-Zippel lemma \cite{Sch79, Zip79}. We use the version from Kim et al.’s work \cite[Lemma 2.9]{KLM+16}:

**Lemma 1** (Schwartz-Zippel Lemma). Fix a prime \(p\) and let \(f \in \mathbb{F}_p[x_1, \ldots, x_n]\) be an \(n\)-variate polynomial with degree at most \(d\) and which is not identically zero. Then,

\[
\Pr[x_1, \ldots, x_n \xleftarrow{} \mathbb{F}_p : f(x_1, \ldots, x_n) = 0] \leq d/p
\]

We define symmetric bilinear groups.

**Definition 1** (Symmetric Bilinear Group). Suppose \(G_1\) and \(G_T\) are two groups (respectively) of prime order \(q\) with generators \(g_1 \in G_1\) and \(g_T \in G_T\) respectively. We denote a value \(x\) encoded in \(G_1\) with either \(g_1^x\) or \([x]_1\), we denote values encoded in \(G_T\) similarly. Let \(e : G_1 \times G_1 \rightarrow G_T\) be a non-degenerate (i.e. \(e(g_1, g_1) \neq 1\)) bilinear pairing operation such that for all \(x, y \in \mathbb{Z}_q\), \(e([x]_1, [y]_1) = e(g_1, g_1)^{xy}\). Assume the group operations in \(G_1\) and \(G_T\) and the pairing operation \(e\) are efficiently computable, then \((G_1, G_T, q, e)\) defines an symmetric bilinear group.
As we show in Section 3, our scheme is secure in a symmetric bilinear generic group. However, we also present timing results with an asymmetric group that was used to argue the security of previous function-hiding inner product encryption schemes [KLM+18, KLM+16, BCSW19]. Proofs of security in a symmetric bilinear group extend to an asymmetric bilinear group. Correctness of our scheme follows in either setting.

2.1 Generic Group Model

The constructions presented in Figure 4 is based on a original construction proved secure in the asymmetric generic bilinear group model [BB04, BBG05]. However, we show security directly in the symmetric generic bilinear group model which is presented below. The particularity of the generic group model is to replace actual group elements by handles. Using these handles, the adversary is able to perform group and pairing operations. We adapt Kim et al.’s generic bilinear group oracle definition to the symmetric setting:

Definition 2 (Generic Bilinear Group Oracle). The generic bilinear group oracle is a stateful oracle defined as follows:

- **Setup**($\lambda$): Generate two fresh nonces $pp, sp \leftarrow \{0, 1\}^\lambda$ and a prime $q$, and store them. Initialize an empty table $\text{Tab} = \{\}$ and set the internal state to subsequent call of **Setup** to fail. Finally, return $(pp, sp, q)$.

- **Encode**($k, x, i$): Receive $k \in \{0, 1\}^\lambda, x \in \mathbb{Z}_q$ and $i \in \{1, T\}$. If $k \neq sp$ return ⊥. Else, generate a fresh nonce $h \leftarrow \{0, 1\}^\lambda$ and add the entry $h \mapsto (x, 1)$ to table $\text{Tab}$. Return the handle $h$.

- **Add**($k, h_1, h_2$): Receive $k, h_1, h_2 \in \{0, 1\}^\lambda$.
  1. If $k \neq pp$ or one of the handles $h_1, h_2$ is absent from table $\text{Tab}$ or $h_1, h_2$ do not map to values $(x_1, i_1)$ and $(x_1, i_2)$ with $i_1 = i_2$, return ⊥.
  2. Compute $x = x_1 + x_2 \in \mathbb{Z}_q$.
     - (a) If $h \mapsto (x, i_1)$ in $\text{Tab}$ return $h$.
     - (b) Else, generate a fresh handle $h \leftarrow \{0, 1\}^\lambda$, set $h \mapsto (x, i_1)$ in $\text{Tab}$ and return $h$.

- **Pair**($k, h_1, h_2$): Receive $k, h_1, h_2 \in \{0, 1\}^\lambda$.
  1. If $k \neq pp$ or one of the handles $h_1, h_2$ is absent from table $\text{Tab}$ or do not map to values $(x_1, 1)$ and $(x_2, 1)$ respectively, return ⊥.
  2. Else, compute $x = x_1x_2 \in \mathbb{Z}_q$
     - (a) If $h \mapsto (x, T)$ in $T$ return $h$.
     - (b) Else, generate a fresh handle $h \leftarrow \{0, 1\}^\lambda$, set $h \mapsto (x, T)$ in $\text{Tab}$ and return $h$.

- **ZeroTest**($k, x$): Receive $k, x \in \{0, 1\}^\lambda$. If $k \neq pp$ or if $h$ is absent from table $T$, return ⊥. Else, return “zero” if $x \in \mathbb{Z}_q$ is 0 and “non-zero” otherwise.

As in previous works [KLM+18, KLM+16, BCSW19], we will analyze security by viewing each query as forming a formal polynomial. We re-state Remark 2.8 from Kim et al. [KLM+16]:

The generic bilinear group oracle is formally defined in terms of handles, however one can view oracle queries as formal polynomials. Each Encode query specifies a new formal variable for the polynomial. The adversary can then build terms for the polynomial by making Add and Pair oracle queries. The ZeroTest query outputs zero when the previously built polynomial evaluates to zero.

2.2 Inner Product Encryption

Functional encryption allows to compute a function on an encrypted input (the attribute), and retrieve the result without revealing more on the input. Predicate encryption is restricted to predicates, functions that output a single bit. While some works try to build schemes for general functionalities, other focus on specific ones. In the latter, one line of work aims to build efficient and secure schemes for inner products. In such schemes, the ciphertext and token encode vectors $x$ and $y$, respectively, allowing to compute $(x, y)$, the inner product between $x$ and $y$, when
running the decryption algorithm on the corresponding ciphertext and token. These schemes are called inner-product functional encryption schemes.

The predicate version of inner product encryption \[\text{IPE}_{\text{sk} \text{, pred}}\] works in a similar manner, but instead of the decryption outputting the inner product value, it outputs 1 if \(\langle x, y \rangle = 0\), 0 otherwise. \[\text{IPE}_{\text{sk} \text{, pred}}\] Secret-key predicate encryption with function privacy supporting inner products queries was first proposed by Shen et al. \[\text{SSW09}\]. The scheme they presented is both attribute and function hiding, meaning that an adversary running the decryption algorithm gains no knowledge on either the attribute or the predicate.

We define secret-key inner production functional encryption \((\text{IPE}_{\text{sk} \text{, IPE}})\) and secret-key inner product predicate encryption \((\text{IPE}_{\text{sk} \text{, pred}})\) over the message space \(Z^*_q\).

**Definition 3** (Secret key inner product functional encryption). Let \(\lambda \in \mathbb{N}\) be the security parameter. Define \(\text{IPE}_{\text{sk} \text{, IPE}} = (\text{Setup}, \text{Encrypt}, \text{TokGen}, \text{Decrypt})\), a secret-key inner product functional encryption scheme over \(Z^*_q\) as

- \((pp, sk) \leftarrow \text{Setup}(1^\lambda)\): Generate public parameter \(pp\) and secret key \(sk\).
- \(ct_x \leftarrow \text{Encrypt}(sk, x)\): Take secret key \(sk\) and input vector \(x \in Z^*_q\) and generate ciphertext \(ct_x\).
- \(tk_y \leftarrow \text{TokGen}(sk, y)\): Take secret key \(sk\) and input vector \(y \in Z^*_q\) and generate token \(tk_y\).
- \(z \leftarrow \text{Decrypt}(pp, tk_y, ct_x)\): Take public parameters \(pp\), ciphertext \(ct_x\) and token \(tk_y\) and outputs value \(z \in Z_q\).

**Correctness**: For any \(x \in Z^n_q, y \in Z^n_q\),

\[
\Pr \left[ z = \langle x, y \rangle \middle| \begin{array}{c}
ct_x \leftarrow \text{Encrypt}(sk, x) \\
\text{tk}_y \leftarrow \text{TokGen}(sk, y) \\
z \leftarrow \text{Decrypt}(pp, tk_y, ct_x)
\end{array} \right] \geq 1 - \text{negl}(\lambda).
\]

**Security of admissible queries**: Let \(r = \text{poly}(\lambda)\) and \(s = \text{poly}(\lambda)\). Any PPT adversary \(A\) has only \(\text{negl}(\lambda)\) advantage in the \(\text{Exp}_{\text{IPE}}^{\text{IPE}}\) game (defined in Figure 1). Token and encryption queries must meet the following admissibility requirements, \(\forall i \in [1, r], \forall j \in [1, s],\)

\[
\langle x_i^{(0)}, y_j^{(0)} \rangle = \langle x_i^{(1)}, y_j^{(1)} \rangle.
\]

**Definition 4** (Secret key inner product predicate encryption). Secret key inner product predicate encryption \((\text{IPE}_{\text{sk} \text{, pred}})\) is defined similarly to secret key inner product functional encryption, with the difference that the output of the decryption algorithm is now \(z \in \{0, 1\}\).

**Correctness**: For any \(x \in Z^n_q, y \in Z^n_q\),

\[
\Pr \left[ z = \langle x, y \rangle \middle| \begin{array}{c}
ct_x \leftarrow \text{Encrypt}(sk, x) \\
\text{tk}_y \leftarrow \text{TokGen}(sk, y) \\
z \leftarrow \text{Decrypt}(pp, tk_y, ct_x)
\end{array} \right] \geq 1 - \text{negl}(\lambda).
\]

**Security of admissible queries**: Let \(r = \text{poly}(\lambda)\) and \(s = \text{poly}(\lambda)\). Any PPT adversary \(A\) has only \(\text{negl}(\lambda)\) advantage in the \(\text{Exp}_{\text{IPE}}^{\text{IPE}}\) game (defined in Figure 1). Token and encryption queries must meet one of the two following admissibility requirements, \(\forall i \in [1, r], \forall j \in [1, s],\)

\[
\langle x_i^{(0)}, y_j^{(0)} \rangle = 0 \quad \text{and} \quad \langle x_i^{(1)}, y_j^{(1)} \rangle = 0
\]

or

\[
\langle x_i^{(0)}, y_j^{(0)} \rangle \neq 0 \quad \text{and} \quad \langle x_i^{(1)}, y_j^{(1)} \rangle \neq 0.
\]

The above definition is called **full security** in the language of Shen, Shi, and Waters \[\text{SSW09}\]. Note that this definition is selective (not adaptive), as the adversary specifies two sets of attributes and token values apriori. When discussing privacy it can be interesting to use a simulation-based security definition as it allows to specify exactly which amount of information is leaked.

---

\[\text{In some works, predicate inner product encryption outputs a message } m \text{ when } \langle x, y \rangle = 0 \text{ instead of a single bit.}\]
We define the following game between challenger $C$ and adversary $A$:

1. $C$ draws $\beta \leftarrow \{0, 1\}$.
2. $C$ computes $(sk, pp) \leftarrow \text{Setup}(1^\lambda)$, sends $pp$ to $A$.
3. For $1 \leq i \leq r$, $A$ chooses attribute vectors $x_i^{(0)}, x_i^{(1)} \in \mathbb{Z}_n^q$.
4. For $1 \leq j \leq s$, $A$ chooses vectors $y_j^{(0)}, y_j^{(1)} \in \mathbb{Z}_n^q$.
5. Denote $R := (x_1^{(0)}, x_1^{(1)}), \ldots, (x_r^{(0)}, x_r^{(1)})$, $S := (y_1^{(0)}, y_1^{(1)}), \ldots, (y_s^{(0)}, y_s^{(1)})$.
6. $A$ sends $R$ and $S$ to $C$.
7. $A$ loses the game if $R$ and $S$ are not admissible.
8. $A$ receives from $C$ a list of ciphertexts $C^{(\beta)} := \{ct_i^{(\beta)} \leftarrow \text{Encrypt}(sk, x_i^{(\beta)})\}_{i=1}^r$ and a list of tokens $T^{(\beta)} := \{tk_j^{(\beta)} \leftarrow \text{TokGen}(sk, y_j^{(\beta)})\}_{j=1}^s$.
9. $A$ returns $\beta' \in \{0, 1\}$.
10. $A$’s advantage is

$$\text{Adv}^{\text{Exp}_{\text{IPE}}}_{\text{IND}}(\lambda) = \left| \Pr[A(1^\lambda, T^{(0)}, C^{(0)}) = 1] - \Pr[A(1^\lambda, T^{(1)}, C^{(1)}) = 1] \right|$$

Figure 1: Definition of $\text{Exp}^{\text{IPE}}_{\text{IND}}$ for inner product encryption.

**Definition 5** (Simulation-based security for IPE). Let $\text{IPE} = (\text{Setup}, \text{TokGen}, \text{Encrypt}, \text{Decrypt})$ be an inner product encryption scheme over $\mathbb{Z}_n^q$. Then $\text{IPE}$ is SIM-secure if for all PPT adversaries $A$, there exists a simulator $S$ such that for the experiment $\text{Exp}^{\text{IPE}}_{\text{SIM}}$ described in Figure 2, the advantage of $A$ (adv$^{\text{Exp}^{\text{IPE}}_{\text{SIM}}}_{\text{A}}$) is

$$\left| \Pr[1 \leftarrow \text{Real}_{\text{IPE}, A}(1^\lambda)] - \Pr[1 \leftarrow \text{Ideal}_{\text{IPE}, A}(1^\lambda)] \right| \leq \text{negl}(\lambda).$$

Kim et. al. [KLM+16] Remark 2.5] show that Definition 5 implies Definition 3.

### 2.3 Proximity searchable encryption

In this section we define proximity searchable encryption (PSE), a variant of searchable encryption that supports proximity queries.

**Definition 6** (History). Let $X \in \mathcal{M}$ be a list of keywords drawn from space $\mathcal{M}$, let $\mathcal{F}$ be a class of predicates over $\mathcal{M}$. An $m$-query history over $\mathcal{W}$ is a tuple $\text{History} = (X, F)$, with $F = (f_1, \ldots, f_m)$ a list of m predicates, $f_i \in \mathcal{F}$.

**Definition 7** (Access pattern). Let $X \in \mathcal{M}$ be a list of keywords. The access pattern induced by an $m$-query history $\text{History} = (X, F)$ is the tuple $\text{AccPatt}(\text{History}) = (f_1(X), \ldots, f_m(X))$.

**Definition 8** (Distance Equality). Let $\text{History}^{(0)}, \text{History}^{(1)}$ be $m$-query histories for predicates of the type $f_{\nu,t}(x) = (D(x, y) \leq t)$. 

---
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We review further related work on functional and predicate encryption.

3 Further Related Work

We review further related work on functional and predicate encryption.
We define the following game between challenger \( C \) and adversary \( A \):

1. \( C \) draws \( \beta \leftarrow \{0, 1\} \).
2. \( C \) computes \((sk, pp) \leftarrow \text{PSE.Setup}(1^{\lambda})\) and sends \( pp \) to \( A \).
3. \( A \) chooses and sends \( \text{History}^{(0)}, \text{History}^{(1)} \) to \( C \).
4. \( A \) loses the game if
   \[
   \text{AccPatt(\text{History}^{(0)}) \neq \text{AccPatt(\text{History}^{(1)})} \lor \text{DisEq(\text{History}^{(0)}, \text{History}^{(1)}) = 0}}
   \]
5. \( A \) receives \( f^{(\beta)} \) and \( Q^{(\beta)} \) from \( C \).
6. \( A \) outputs \( \beta' \in \{0, 1\} \).
7. \( A \)'s advantage in the game is:
   \[
   \text{Adv}^{	ext{ExpPSE}}_{\text{IND}}(1^{\lambda}) = \Pr[A(1^{\lambda}, I^{(0)}, Q^{(0)}) = 1] - \Pr[A(1^{\lambda}, I^{(1)}, Q^{(1)}) = 1] \]

**Figure 3:** Definition of \( \text{Exp}^{	ext{PSE}}_{\text{IND}} \).

**Function privacy for public key schemes** Building distance-hiding proximity searchable encryption from inner product encryption requires the latter to be function-hiding. The PSE scheme presented in this work is secret key, but one could want to build a public-key variant. Such a scheme would require public key function-hiding IPE.

Achieving function privacy for public key functional encryption is not straightforward. The adversary can encrypts ciphertexts on its own and run the function on the corresponding inputs, allowing them to learn information on the function’s behavior.

Boneh et al. [BRS13a] presented a function-hiding identity-based encryption scheme which requires token inputs to be sampled from a distribution with super-logarithmic min-entropy. Their function privacy notion then requires that for \( y \) sampled from such a distribution, the corresponding token \( tk_y \) must be indistinguishable from a token \( tk_u \) where \( u \) was independently and uniformly sampled. In a subsequent work [BRS13b], Boneh et al. consider the notion of function-hiding public key subspace-membership encryption which supports subspace-membership predicates, a generalization of inner products.

**Multi-input functional encryption** Readers familiar with multi-input functional encryption for the inner product may notice some similarities between this line of work and the multi-random projection technique.

Multi-input functional encryption (MIFE) [GGG+14] is a generalization of functional encryption that supports functions with multiple inputs. Token generation works as in standard functional encryption but encryption allows for multiple users to encrypt their inputs independently. Decryption then takes the token \( tk_f \) and the multiple ciphertexts \( ct_1, \cdots, ct_n \) and computes \( f(x_1, \cdots, x_n) \). In the case of multi-input IPE [AGRW17, ACF+18], the supported function is of the form

\[
\sum_{i=0}^{n} \langle x_i, y_i \rangle.
\]

The main challenge to building MIFE schemes is to combine ciphertexts generated using independent randomness in a secure manner.

Although multi-input IPE and multi-random projection seem to achieve similar goals they are different concepts. In multi-input IPE, one should be able to decrypt \( ct_1 \) with any available value for \( ct_2, ..., ct_n \). In the multi-random projection all components of a single ciphertext should only work with each other. In other words, multi-input IPE allows for mix-and-matches whereas MRPProj must prevent it. Mix-an-matching would indeed allow the adversary to create ciphertexts and tokens that are not admissible, resulting in a break of security. To prevent this, multi-random projection requires global randomness to tie the multiple ciphertexts (respectively tokens) together.
3.2 Proximity search

We review further related work on proximity search. Li et al. \cite{LWW10}, Wang et al. \cite{WMT13} and Boldyreva and Chenette \cite{BC14} reduced proximity search to keyword equality search. These works propose two complimentary approaches:

1. When adding a record $x_i$ to a database, also insert all close values as keywords, that is $\{x_j \mid D(x_i, x_j) \leq t\}$ are added as keywords associated to $x_i$.

2. The second approach requires searchable encryption supporting disjunctive search. Disjunctive search generally allows to perform search using a set of keywords, returning a record when at least one of those keywords is a match. This approach inserts just $x_i$, but when searching for $y$ it searches for the disjunction $\bigvee_{x_i \in D(x_i, y) \leq t} x_i$.

Either approach can be instantiated using a searchable encryption scheme that supports disjunction over keyword equality (inheriting any leakage). However, for biometrics, the number of keywords $\bigvee_{x_i \in D(x_i, y) \leq t} x_i$ usually grows exponentially in $t$. In existing disjunctive schemes, the size of the query grows with the size of the disjunction $FVY+17$, making this approach only viable for constant values of $t$.

Kuzu et al.’s \cite{KIK12} solution relies on locality sensitive hashes \cite{IM98}. A locality sensitive hash ensures that close values have a higher probability to produce collisions than values that are far apart. Thus, proximity search can be built from any scheme supporting disjunctive keyword equality, inheriting any leakage. The server learns the number of matching locality sensitive hashes for each record (which is expected to be more than 0). The number of matching locality sensitive hashes is a proxy for the distance between the query value and the records. More matching locality sensitive hashes implies smaller distance. This allows the server to establish the approximate distance between each record and the query.

Zhou and Ren \cite{ZR18} propose a variant of inner product encryption that reveals if the distance is less than $t$ only. However, their security is based on $Ax_i$ and $yB$ hiding $x_i$ and $y$ for secret square matrices $A$ and $B$. Security is heuristic with no underlying assumption or proof of information theoretic security.

Abuse Attacks Searchable encryption achieves acceptable performance by leaking information to the server. See Kamara, Moataz, and Ohrimenko for an overview of leakage types in structured encryption \cite{KMO18}. The key to attacks is combining leakage with auxiliary data, such as the frequency of values stored in the data set. Together these sources can prove catastrophic – allowing the attacker to recover either the queries being made or the data stored in the database. We consider attacks that rely on injecting files or queries \cite{ZKP16} to be out of scope. Common, attackable, relevant leakage profiles are:

1. **Response length leakage** \cite{KKNO16,GLMP18} Often known as volumetric leakage, the attacker is given access to only the number of records returned for each query. Based on this information, attacks cross-correlate with auxiliary information about the dataset, and identify high frequency items in both the encrypted database and the auxiliary dataset.

2. **Query equality leakage** \cite{WLD17} the attacker is able to glean which queries are querying the same value, but not necessarily the value itself. Attacks on this profile rely on having information about the query distribution, and much like the response length leakage attacks, match that with auxiliary information based on frequency.

3. **Access pattern leakage** \cite{IKK12,CGPR15} here the attacker is given knowledge if the same dataset element is returned for different queries. This allows the attacker to build a co-occurrence matrix, mapping which records are returned for pairs of queries. Based on the frequencies of the co-occurrence matrix for the encrypted dataset, and the co-occurrence matrix for the auxiliary dataset, the attack can identify records.

Recent attacks have targeted the geometry present in range search \cite{GSB17,LMP18,GLMP18,KPT20,FMC+20}. Building on the co-occurrence matrix (available with access pattern leakage) consider the case when records $a, b, c$ are returned by a first query and $c, d, e$ are returned by a second query. One can immediately infer that the comparison relation between $a$ and $d$ is the same as the comparison relation between $b$ and $e$. As more constraints of this type are collected one can build an ordering of all records (up to reflection).

In two (or three) dimensional Euclidean space, trilateration has been practiced for hundreds of years: one is assumed to know the location of $x_1, ..., x_k$ and the pairwise distances $D(x_i, y)$ and is trying to find the location of $y$. Determining the location of $y$ requires $k$ to be one larger than the dimension. The problem is more difficult but well
studied for approximate distances \cite{EA11}. Similar ideas can be applied in discrete metrics with each learned distance reducing the set of possible $y$. In the Hamming metric of dimension $n$, $k = \Theta(n)$ suffices \cite{TFL19,LTBL20,Lai20}.

4 Iris Statistics and Leakage

This section introduces iris feature extractors and shows that reducing the length of the feature extractor harms the uniqueness of the resulting biometric. Reduced uniqueness harms both the correctness (because the wrong set of irises is returned) and security of the MRProj construction (because the server learns information about returned irises). Daugman \cite{Dau05,Dau09} introduced the seminal iris processing pipeline. This pipeline assumes a near infrared camera. Iris images in near infrared are believed to be independent from the visible light pattern; the near-infrared iris pattern is epigenetic, irises of identical twins are believed to be independent \cite{Dau09,HBF10}. Traditional iris recognition consists of three phases:

- **Segmentation** takes the image and identifies which pixels should be included as part of the iris. This produces a \{$0, 1\$} matrix of the same size as the input image with 1s corresponding to iris pixels.
- **Normalization** takes the variable size set of iris pixels and maps them to a fixed size rectangular array. This can roughly be thought of as unrolling the iris.
- **Feature Extraction** transforms the rectangular array into a fixed number of features. In Daugman’s original work this consisted of convolving small areas of the rectangle with a 2D wavelet. Modern feature extractors are usually convolutional neural networks.

In identification systems the tradeoff is between FRR and FAR. FRR is how frequently readings of the same biometric are regarded as different. FAR is how frequently readings of different biometrics are regarded as the same. As described above, when one wishes to match a biometric $y$ against a database one considers matches as the set \{$x_i | D(x_i, y) \leq t\$} for some metric $D$ and distance parameter $t$. Selecting a small $t$ increases FRR and reduces FAR.

Before investigating the dependence on feature vector length and the FRR/FAR tradeoff we introduce the feature extractor and dataset used in this analysis.

**Feature Extractor** For the feature extractor, we use the recent pipeline called ThirdEye \cite{AF18,AF19}, which is publicly available \cite{Ahm20}. The software produces a 1024 dimensional real valued feature vector. We convert this to a binary vector by setting $f'_i = 1$ if $f_i > \text{Exp}[f_i]$ where the $\text{Exp}[f_i]$ is the expectation of the individual feature, otherwise $f'_i = 0$. We train the feature extractor as specified in \cite{AF19}.

**Biometric Database** There are many iris datasets collected across a variety of conditions. In this work we use the NotreDame 0405 dataset \cite{PSO09,BF16} which is a superset of the NIST Iris Evaluation Challenge \cite{PBF08}. This dataset consists of images from 356 biometrics (we consider left and right eyes as separate biometrics) with 64964 images in total. (See Appendix 4.2 for similar results with the IITD dataset \cite{KP10}.) Figure 4(a) shows the histograms for the testing portions of the feature extractor outputs. The blue histogram contains comparisons between different readings of the same biometric while the red histogram contains comparisons between different biometrics. Let $t’ = t/1024$ be the fractional Hamming distance, the FRR is the fraction of the blue histogram to the right of $t’$ and the FAR is the fraction of the red histogram to the left of $t’$. There is overlap between the red and blue histogram indicating that there is a tradeoff between FRR and FAR.

4.1 Performance of Biometric Identification with Small Dimension

The efficiency of IPE based proximity search critically depends on the number of features $n$ (see Table 5). In our experiments we estimate Setup for $n = 1024$ for the schemes of Kim et al. \cite{KLM16} and Barbosa et al. \cite{BCSW19} to take 23 days on a modern server machine (see details in Section 7). It is tempting to consider statistical methods to produce feature vectors of reduced size. We show this comes at a cost to the quality of the resulting feature vectors. This motivates our approach to reduce the complexity of Setup in Section 5. Our analysis consists of two major parts:

1. We compare different mechanisms for reducing the size of feature vectors using $n = 64$ as the target dimension.
2. Using the best feature reduction mechanism we compare the FRR/FAR tradeoff for $n < 1024$, showing direct impacts for the correctness and security of the resulting biometric search.
Figure 4: Hamming distance distribution for images from the same iris in blue, and different irises in red. Histograms are produced using ThirdEye [AF19]. Resulting histograms for the ND 0405 dataset. Figure 4(a) shows the histogram when \( n = 1024 \) with a small overlap between distances comparisons of the same iris and different irises. This overlaps is increased substantially when \( n = 64 \) in Figure 3(b). Figure 3(b) is produced using the E method.

4.1.1 Dimensionality Reduction Method

We consider four different mechanisms for dimension reduction and consider their impact on FRR/FAR. For all techniques, the most important phenomena is that variance of different comparisons increases as the sample size decreases. Compare Figure 4(a) and Figure 4(b). This makes the tails of same and different wider, leading to worse identification. The four mechanisms we consider are:

Random Sample Select a random subset of positions of size 64 and use this as the feature extractor. We denote this technique by R-64 (for random).

Error Rate Minimization Hollingsworth et al. [HBF08] and Bolle et al. [BPCR04] propose the concept of “fragile bits” which are more likely to be susceptible to bit flips. Their work is based on the Gabor based feature extractor (described at the beginning of this section) while ThirdEye [AF19] is a convolutional neural network.

We select the 64 bits which have the least probability of flipping. Results for this approach are shown in Table 2 and denoted by S-64 (for stable).

Surprisingly, this approach is worse than random sampling. We believe this approach to be appropriate for the Gabor based feature extractor since it produces large number of noisy features due to noise in different readings of an iris. This is in contrast to our feature extractor which outputs a succinct feature vector where the CNN tries to make individuals features independent.

Error Delta Maximization This approach uses bits which maximize the difference between the means of the intra and inter class distributions. These are bits where the difference between intra class and inter class error is the highest. That is, we select the bits that maximize the following difference:

\[
\max_i \left( \Pr_{x,y \leftarrow \text{Different}}[x_i \neq y_i] - \Pr_{x,y \leftarrow \text{Same}}[x_i \neq y_i] \right)
\]

Here, “Same” indicates that the readings \( x, y \) come from the same iris and “Different” means that they came from distinct irises. The intuition is that bits are the most useful as they maximize the difference in probability of error between the same and different comparisons. The hope is to overcome the weakness of the prior

---

8This is consistent with previous observations that sampling from the iris red histogram behaves similarly to a binomial distribution where the number of trials is proportional the included entropy of the iris [SSF19].

9For all experiments we computed the mechanism four times and report the average in Table 2.
the same iris on the training dataset). We then use the following procedure:

1. Initialize matrix $C_{i,j} = 0^{356 \times 356}$.
2. Pick $I \subset \{1, \ldots, 356\}$ of size 150 randomly.
3. For each $i$ in $I$:
   (a) Select 3 random readings of iris $i$, denoted $x_i^*$ (removing reading that is encrypted)\(^\text{10}\)
   (b) For all $j$ if $D(x_i^*, x_j) \leq t$ and $D(x_i^*, x_i) \leq t$ then $C_{i,j} = C_{i,j} + 1$.

4. Compute $A_{\text{Count}} = \sum_{i=0}^{355} \left( \sum_{j=0, j \geq 1}^{355} C_{i,j} \right) / (3 \times 150)$.

\(^{10}\)Every iris in the ND0405 dataset has at least 4 readings so this is the maximum number of queries that will have an equal number of readings from the size 150 subset.

Table 2: False reject rate (FRR) for the ND0405 datasets, for output size $n = 64$ and for different dimensionality reduction techniques. Queries are drawn from *Same* distribution. We vary a threshold $t$ and report the FRR when allowing for the corresponding FAR. The original $n = 1024$ system is presented for comparison.

<table>
<thead>
<tr>
<th>Size</th>
<th>0</th>
<th>.01</th>
<th>.02</th>
<th>.03</th>
<th>.04</th>
<th>.05</th>
<th>.06</th>
<th>.07</th>
<th>.08</th>
<th>.09</th>
<th>.10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1024</td>
<td>.50</td>
<td>.03</td>
<td>.02</td>
<td>.01</td>
<td>.01</td>
<td>.01</td>
<td>.01</td>
<td>.01</td>
<td>.01</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>R-64</td>
<td>.99</td>
<td>.38</td>
<td>.29</td>
<td>.24</td>
<td>.22</td>
<td>.18</td>
<td>.17</td>
<td>.16</td>
<td>.14</td>
<td>.13</td>
<td>.12</td>
</tr>
<tr>
<td>S-64</td>
<td>1</td>
<td>.61</td>
<td>.61</td>
<td>.51</td>
<td>.41</td>
<td>.41</td>
<td>.41</td>
<td>.32</td>
<td>.32</td>
<td>.32</td>
<td>.26</td>
</tr>
<tr>
<td>E-64</td>
<td>.97</td>
<td>.30</td>
<td>.24</td>
<td>.18</td>
<td>.14</td>
<td>.14</td>
<td>.10</td>
<td>.10</td>
<td>.07</td>
<td>.07</td>
<td>.07</td>
</tr>
<tr>
<td>T-64</td>
<td>.96</td>
<td>.27</td>
<td>.16</td>
<td>.13</td>
<td>.13</td>
<td>.09</td>
<td>.09</td>
<td>.06</td>
<td>.06</td>
<td>.06</td>
<td>.04</td>
</tr>
</tbody>
</table>

Approach which did not consider the entropy of bits across different biometrics. The top 64 bits are used. This approach is denoted by E-64 (for error). This approach improves over both R and S techniques.

Training Network Lastly, we train the ThirdEye architecture [AFT19] from scratch to output a smaller feature vector of size $n = 64$ for both datasets. Essentially we train a new feature extractor on the same training data to reduce dimensions. The feature extractor remains the same but is now constrained to learn 64 features. This is achieved by changing the number of neurons in the second last layer of our convolutional neural network. We can expect this to perform better than random sampling since the feature extractor is explicitly learning to classify using 64 features. We use T-64 (for train) to denote this technique.

Results are summarized in Table 2. The E and T techniques outperform the R and S techniques. Going forward we use the E dimensionality reduction technique for the rest of this work because it is simpler to compute for different vector sizes.

4.1.2 Impact of reducing $n$

We now show that decreasing $n$ using the E method hurts the identification quality of the iris biometric. First we note that an FRR of $\leq .10$ requires a distance tolerance of $t \geq .3n$ (see the histograms in Figure 4). However, comparisons between different irises are tightly centered around $t = .5n$. This means for a dataset $\{x_i\}_{i=1}^3$ for most pairs $x_i, x_j$ there exists some value $x^*$ such that $D(x_i, x^*) \leq t$ and $D(x_j, x^*) \leq t$. This means for most pairs $x_i, x_j$, there is some query that will cause them both to be returned.

The goal of this subsection is to understand behavior on actual queries. We consider a distribution over $x^*$ of different readings of individuals stored in the dataset to see how frequently multiple records are returned. Recall that multiple records being returned impacts the system correctness for both the MRProjC and MRProj constructions. It additionally affects leakage for MRProj. For these analysis we consider the ND-0405 dataset with the $E$ mechanism for reducing the size of a feature vector (see the previous subsection).

We use the value $A_{\text{Count}}$, which represents how frequently a record of a different biometric would be returned by an in use search system, to evaluate the impact of the dimensionality reduction. To achieve both correctness and security, one needs $A_{\text{Count}}$ to be as close to 0 as possible, assuming randomly distributed queries.

We consider correctness of the system at different feature vector lengths $n$. We select a random reading of each biometric to represent the *encrypted dataset*. We first select a $t$ that yields at most $\leq 10\%$ FRR (for comparisons of the same iris on the training dataset). We then use the following procedure:

1. Initialize matrix $C_{i,j} = 0^{356 \times 356}$.
2. Pick $I \subset \{1, \ldots, 356\}$ of size 150 randomly.
3. For each $i$ in $I$:
   (a) Select 3 random readings of iris $i$, denoted $x_i^*$ (removing reading that is encrypted)\(^{10}\)
   (b) For all $j$ if $D(x_i^*, x_j) \leq t$ and $D(x_i^*, x_i) \leq t$ then $C_{i,j} = C_{i,j} + 1$.
4. Compute $A_{\text{Count}} = \sum_{i=0}^{355} \left( \sum_{j=0, j \geq 1}^{355} C_{i,j} \right) / (3 \times 150)$.
Table 3: Effect of dimensionality reduction on the correctness and security of the resulting biometric search system. ACount is the average number of improperly records when searching for a biometric that is in the dataset. All feature extractors with \( n < 1024 \) use the \( E \) method to select features.

<table>
<thead>
<tr>
<th>Vector Length</th>
<th>ACount</th>
<th>64</th>
<th>96</th>
<th>128</th>
<th>256</th>
<th>384</th>
<th>512</th>
<th>768</th>
<th>1024</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg.</td>
<td></td>
<td>40.8</td>
<td>34.5</td>
<td>13.0</td>
<td>6.03</td>
<td>3.86</td>
<td>1.03</td>
<td>.53</td>
<td>.06</td>
</tr>
<tr>
<td>( \sigma^2 )</td>
<td></td>
<td>.75</td>
<td>.74</td>
<td>.42</td>
<td>.23</td>
<td>.17</td>
<td>.083</td>
<td>.076</td>
<td>.019</td>
</tr>
</tbody>
</table>

Table 4: TAR for different output sizes and probabilities of leakage for the IITD Dataset. Summary of FAR for queries drawn from Same distribution for noise tolerance parameters. We vary a threshold \( t \), report the FRR when FAR is as listed. All sizes use the \( R \) methodology.

<table>
<thead>
<tr>
<th>FRR</th>
<th>Size</th>
<th>.01</th>
<th>.02</th>
<th>.03</th>
<th>.04</th>
<th>.05</th>
<th>.06</th>
<th>.07</th>
<th>.08</th>
<th>.09</th>
<th>.10</th>
</tr>
</thead>
<tbody>
<tr>
<td>.70</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>.57</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>.47</td>
<td>.99</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>.48</td>
<td>.99</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>.54</td>
<td>.99</td>
<td>.99</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>.40</td>
<td>.99</td>
<td>.99</td>
<td>.99</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>.97</td>
<td>.99</td>
<td>.99</td>
<td>.99</td>
<td>.99</td>
<td>.99</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Leakage on readings of the same iris: There are two types of biometric databases, those which associate a single reading \( x_i \) of a biometric with each record \( r_i \) and those where multiple readings of a biometric \( x_{i,1}, \ldots, x_{i,k} \) are associated with a single record. Until now, we’ve implicitly assumed that the database has only one reading of a biometric. We now briefly consider the implications of leakage between readings of the same biometric. That is, \( x_{i,1}, \ldots, x_{i,k} \) are readings from the same biometric and associated with a record \( r_i \) in the biometric database. First note that \( x_{i,\alpha} \) and \( x_{i,\beta} \) are likely to be close together (because readings of the same biometric are similar).

One may be able to infer information about \( x_{i,1}, \ldots, x_{i,k} \) from access pattern and distance equality leakage. One may be able to learn the relative positioning of the different readings by which values \( I \) are return by a query \( y \) (if it is not all values). Similarly, we expect the adversary to learn distance equality leakage for the entire set \( x_{i,1}, \ldots, x_{i,k} \). Both of these leakage profiles allow an adversary to construct geometry of a biometric’s different readings. This may allow the adversary to determine the type of noise present in that individual’s biometric. It may be possible to use noise rates to draw conclusions about sensitive attributes about the corresponding person. Biometric systems frequently demonstrate systemic bias \( [\text{DRD}+20] \). As one example most datasets draw from volunteer undergraduates students. Systems accuracy varies based on sensitive attributes such as gender, race, and age (see \( [\text{DRD}+20] \) Table 1). Thus one may be able to infer sensitive attributes based on the relative size of \( |I|/k \).

If one stores multiple readings, it seems important to use cryptographic techniques to hide such leakage. A potential solution is to instead store a single reading that is the average of the multiple readings \( [\text{ZD08}] \) and make other values associated data that are not searchable.

4.2 Statistical Analysis for IITD Dataset

The IITD dataset which consists of 224 persons and 2240 images. The IITD dataset is considered “easier” than the ND0405 dataset because images are collected in more controlled environments leading to less noise and variation between images. Table 4 shows the FAR/FRR tradeoff for IITD dataset akin to Table 2. We additionally measured the number of improperly returned records as in Table 3. Improper records where only observed for length 64. Since IITD is easier than ND0405, this indicates that the needed biometric dimension depends on collection conditions.
5 Multi Random Projection IPE

As described in the Introduction, we show a general technique improving Setup efficiency for IPE schemes where ciphertexts and tokens are projected into dual vector spaces by a pair of matrices $A, A^{-1}$. When applied to a secret-key function hiding predicate IPE (respectively secret-key function hiding IPE), this technique yields an IPE scheme with the same security properties. We call this multi random projection technique. The key idea is to create multiple pairs of matrices of smaller dimension for subvectors of the inputs. These independent encodings are then combined with an additive secret sharing of 0 in the encryption so that computation with ciphertexts and tokens is only useful when using all of the components. Without this additional step, an adversary could discard some subvectors of the inputs and still learn the inner products of the remaining ones. In this section we show security of the technique when applied to the RProj scheme of Barbosa et al. [BCSW19, Section 4].

This scheme from Barbosa et al. is built upon an asymmetric bilinear pairing. In the conference version of this work, we applied the multi-random projection technique to this asymmetric scheme. This work will shows the construction is secure with a symmetric bilinear pairing. This analysis allows one to choose between a Type 1, 2 or 3 pairing, whichever provides the best performance. In our experiments using the Charm library [AGM+13], [CWD+18], [HCT+15], [LW21] found superior performance with a symmetric pairing.

Construction The construction is in Figure 5. We first argue correctness and then security. For security, we show the scheme satisfies a stronger simulation-based definition of security, as in the work of Barbosa et al. [BCSW19]. Unlike Kim et al. [KLM+18], [KLM+16] and Barbosa et al. [BCSW19] we work directly with symmetric bilinear groups. They both argued security assuming asymmetric bilinear groups.

Correctness First note that $\langle x, y \rangle = \sum_{\ell=1}^{n} (x_{\ell}, y_{\ell})$, and thus

$$
\Pi_{\ell=1}^{n} e(tk_{\ell}[i], ct_{\ell}[i]) = g_{T}^{\sum_{\ell=1}^{n} \beta \cdot (x_{\ell}^{T} \cdot B_{\ell} \cdot y_{\ell})} = g_{T}^{\sum_{\ell=1}^{n} \beta \cdot (x_{\ell}, y_{\ell})} = g_{T}^{\sum_{\ell=1}^{n} \beta \cdot (x_{\ell}, y_{\ell})} = g_{T}^{\sum_{\ell=1}^{n} \alpha \cdot (x_{\ell}, y_{\ell})} = g_{T}^{\sum_{\ell=1}^{n} \alpha \cdot (x_{\ell}, y_{\ell})}.
$$

If $\langle x, y \rangle = 0$ then $\Pi_{\ell=1}^{n} e(tk_{\ell}[i], ct_{\ell}[i]) = e(g_{1}, g_{2})^{0} = 1$, which is the identity element in $G_{T}$ and is easily detectable and $\top \leftarrow \mathsf{Decrypt}(pp, tk, ct)$ with probability 1. If $\langle x, y \rangle \neq 0$, then the probability that $\top \leftarrow \mathsf{Decrypt}(pp, tk, ct)$ is $Pr[\alpha \beta \cdot \langle x, y \rangle = 0] \leq 2/q$.

We argue that the scheme in Figure 5 satisfies Definition 6.

Theorem 1. In the Generic Group Model (Definition 3) for symmetric bilinear groups the construction in Figure 5 is a secure $\text{IPE}_{\mathsf{th, sk, pred}}$ scheme according to Definition 7.

Proof of Theorem 7. Our scheme builds on the scheme of Barbosa et al. [BCSW19] built in turn on the work Kim et al. [KLM+16]. Our proof uses similar definitions of formal variables. The scheme works by having a challenger interact with a simulator $S$ and two oracles, $\mathcal{O}_{\mathsf{TokGen}}$ and $\mathcal{O}_{\mathsf{Encrypt}}$ in the ideal scheme, and a pair of oracles, $\mathcal{O}'_{\mathsf{TokGen}}$ and $\mathcal{O}'_{\mathsf{Encrypt}}$, in the real scheme. For this proof, we will build the simulator $S$ which can correctly simulate the distribution of tokens and ciphertexts only using the predicate evaluation on whether the inner product of the two vectors is 0. This information is supplied to the simulator by the oracles $\mathcal{O}'_{\mathsf{TokGen}}$ and $\mathcal{O}'_{\mathsf{Encrypt}}$ to match the functionality of the encryption scheme. This is the information leakage described in Figure 2.

Inner-product collection Let $i, j$ be shared counters between the token generation and encryption oracles. Let $x(i) \in \mathbb{Z}_{q}^{n}$ and $y(j) \in \mathbb{Z}_{q}^{n}$ denote respectively the adversary’s $i^{\text{th}}$ query to the token generation oracle and $j^{\text{th}}$ query to the encryption oracle. The collection of mappings $C_{ip}$ is defined as

$$
C_{ip} = \begin{cases} 
(i, j) \rightarrow 0 & \text{if } \langle x(i), y(j) \rangle = 0 \\
(i, j) \rightarrow 1 & \text{otherwise.}
\end{cases}
$$

11 Functional encryption for orthogonality (OFE) as defined by Barbosa et al. is equal to predicate inner product encryption, as defined in this work.
12 Type 1 pairing denotes a symmetric bilinear pairing whereas type 2 and 3 are asymmetric bilinear pairings.
13 Both symmetric and asymmetric pairings work for functionality. For security, a symmetric pairing suffices.
Setup$(1^λ, n, σ)$:
1. Sample a symmetric bilinear group $(G_1, G_T, q, e)$ and choose generator $g \in G_1$.
2. Output $pp = (G_1, G_T, q, e, n, σ)$ as public parameters and $sk = (g, [\mathbf{B}_ℓ, \mathbf{B}_ℓ^*]_{ℓ=1}^σ)$.

TokGen$(pp, sk, y)$:
1. Sample $α \leftarrow \mathbb{Z}_q^*$.
2. Split input $y ∈ \mathbb{Z}_q^n$ into $σ$ subvectors $y_ℓ$ of size $\lceil n/σ \rceil$ and pad with zeroes if needed.
3. For $1 ≤ ℓ ≤ σ$, define $y′_ℓ = 1 || y_ℓ$ and set $tk_ℓ = [α \cdot (y′_ℓ)^T \cdot \mathbf{B}_ℓ]_1$.
4. Output $tk = (tk_1, \ldots, tk_σ)$.

Encrypt$(pp, sk, x)$:
1. Sample $β \leftarrow \mathbb{Z}_q^*$.
2. Split input $x ∈ \mathbb{Z}_q^n$ into $σ$ subvectors $x_ℓ$ of size $\lceil n/σ \rceil$, and pad with zeroes if needed.
3. For $1 ≤ ℓ ≤ σ - 1$, sample $ζ_ℓ \leftarrow \mathbb{Z}_q$ then set $ζ_σ = -\sum_{ℓ=1}^{σ-1} ζ_ℓ$.
4. For $1 ≤ ℓ ≤ σ$ define $x′_ℓ = ζ_ℓ || x_ℓ$ and set $ct_ℓ = [β \cdot (x′_ℓ)^T \cdot \mathbf{B}_ℓ^*]_1$.
5. Output $ct = (ct_1, \ldots, ct_σ)$.

Decrypt$(pp, tk, ct)$:
1. Compute $z = \left(Π_{ℓ=1}^{σ} Π_{i=1}^{N} e(tk_ℓ[i], ct_ℓ[i]) \right)$.
2. Return $\top$ if $z$ is equal to $1 ∈ \mathbb{G}_T$, $\bot$ otherwise.

Figure 5: Construction of MRProj.

Formal variables
The simulator constructs formal variables for the unknowns of the system in order to respond as correctly as possible. Consider the following notation:

- Let $Q$ be the maximum number of queries made by an adversary.
- Let $σ$ and $N$ be as in the construction in Figure 5.
- For all $i ∈ [Q]$, $ℓ ∈ [σ]$ and $k ∈ [N]$, let $α^{(i)}, β^{(i)}, x^{(i)}_{ℓ,k}, y^{(i)}_{ℓ,k}$ represent the hidden variables $α^{(i)}, β^{(i)}, x^{(i)}_{ℓ,k}, y^{(i)}_{ℓ,k}$, $b_{ℓ,k,m}$ and $b^*_{ℓ,k,m}$ represent the entry in position $(k, m)$ of the $\mathbf{B}_ℓ$ and $\mathbf{B}_ℓ^*$ matrices respectively.
- Let $ζ^{(i)}_{ℓ}$ be the formal variables for $ζ^{(i)}_{ℓ}$ where the simulator tracks the constraints that for each $i ∈ [Q]$, $\sum_{ℓ=1}^{σ} ζ^{(i)}_{ℓ} = 0$, and
- Let $x^{(i)}_{ℓ,m}$ and $y^{(i)}_{ℓ,m}$ represent formal polynomials as constructed below,

\[
\hat{s}^{(i)}_{ℓ,m} = \sum_{k=1}^{N} y^{(i)}_{ℓ,k}, b_{ℓ,k,m} = \hat{b}_{ℓ,1,m} + \sum_{k=2}^{N} y^{(i)}_{ℓ,k}, b_{ℓ,k,m}
\]

(1)

\[
\hat{ζ}^{(i)}_{ℓ,m} = \sum_{k=1}^{N} x^{(i)}_{ℓ,k}, b^*_{ℓ,k,m} = \hat{ζ}^{(i)}_{ℓ}, \hat{b}_{ℓ,1,m} + \sum_{k=2}^{N} x^{(i)}_{ℓ,k}, b^*_{ℓ,k,m}
\]

(2)

Then the universe of formal variables is $U = R \cup T$, where

$R = \left\{ α^{(i)}, β^{(i)} \right\}_{i ∈ [Q]} \cup \left\{ s^{(i)}_{ℓ,m}, \ ζ^{(i)}_{ℓ,m} \right\}_{i ∈ [Q], \ ℓ ∈ [σ], \ m ∈ [N]}$
and

$$\mathcal{T} = \left\{ \hat{\alpha}^{(i)}, \hat{\beta}^{(i)} \right\}_{i \in [Q]} \cup \left\{ \hat{\alpha}^{(i)}_{\ell,k}, \hat{\beta}^{(i)}_{\ell,k}, \hat{\gamma}^{(i)}_{\ell,k} \right\}_{i \in [Q], \ell \in [\sigma], k \in [N]} \cup \left\{ \hat{b}^{\ell,k,m}, \hat{b}^{\ell,k,m}_{\ell} \right\}_{\ell \in [\sigma], m, k \in [N]}$$

\section{5.1 Specification of simulator, $S$}

Let $A$ be a PPT adversary that makes at most $Q = \text{poly}(\lambda)$ queries to the oracles. The simulator $S$ starts by initializing an empty set of inner products $C_{ip}$ and two empty tables $T_1, T_T$ which map handles to the polynomials over the variables of $R$. The state of the simulator consists of these three objects, $(C_{ip}, T_1, T_T)$, which are updated after each query received. The simulator $S$ answers the adversary’s queries as follows.

**Token generation queries** On input $x^{(i)} \in Z_q^n$, $O'_{\text{TokGen}}$ sends the collection $C'_{ip}$ to the simulator.

1. $S$ updates $C_{ip} \leftarrow C'_{ip}$.

2. For $1 \leq \ell \leq \sigma$, $1 \leq m \leq N$, $S$ generates a new handle $h_{\ell,m} \xleftarrow{\$} \{0,1\}^\lambda$ and adds the mapping $h_{\ell,m} \rightarrow \hat{\alpha}^{(i)} \cdot \hat{s}^{(i)}_{\ell,m}$ to $T_1$.

3. $S$ then sets $\text{tk}_\ell = h_{\ell,1}, \ldots, h_{\ell,N}$.

4. Finally, $S$ returns the token $\text{tk} = (\text{tk}_1, \ldots, \text{tk}_\sigma)$.

**Encryption queries** On input $y^{(i)} \in Z_q^n$,

1. $O'_{\text{Encrypt}}$ sends the collection $C'_{ip}$ to the simulator.

2. $S$ updates $C_{ip} \leftarrow C'_{ip}$.

3. For $1 \leq \ell \leq \sigma$, $1 \leq m \leq N$,

   $S$ generates a new handle $h_{\ell,m} \xleftarrow{\$} \{0,1\}^\lambda$ and adds the mapping $h_{\ell,m} \rightarrow \hat{\beta}^{(i)} \cdot \hat{t}^{(i)}_{\ell,m}$ to $T_1$.

4. $S$ sets $\text{ct}_\ell = h_{\ell,1}, \ldots, h_{\ell,N}$.

5. Finally, $S$ returns the ciphertext $\text{ct} = (\text{ct}_1, \ldots, \text{ct}_\sigma)$.

**Addition oracle queries** Given $h_1, h_2 \in \{0,1\}^\lambda$, $S$

1. Verifies that formal polynomials $p_1, p_2$ exist in table $T_\tau$, $\tau \in \{1, T\}$ such that $h_1 \rightarrow p_1$ and $h_2 \rightarrow p_2$. If it is not the case $S$ returns $\perp$.

2. If a handle for $(p_1 + p_2)$ already exists in $T_\tau$, $S$ returns it.

3. Otherwise, $S$ generates a new handle $h \xleftarrow{\$} \{0,1\}^\lambda$, adds the mapping $h \rightarrow (p_1 + p_2)$ to $T_\tau$ and returns $h$.

**Pairing oracle queries** Given $h_1, h_2 \in \{0,1\}^\lambda$, $S$

1. Verifies that formal polynomials $p_1, p_2$ exist in table $T_1$, such that $h_1 \rightarrow p_1$ and $h_2 \rightarrow p_2$ in $T_1$.

2. If it is not the case $S$ returns $\perp$.

3. If a handle for $(p_1 \cdot p_2)$ already exists in $T_T$, $S$ returns it.

4. Otherwise, $S$ generates a new handle $h \xleftarrow{\$} \{0,1\}^\lambda$, adds the mapping $h \rightarrow (p_1 \cdot p_2)$ to $T_T$ and returns $h$. 
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Zero-testing oracle queries  Given $h \in \{0, 1\}^\lambda$, $S$ verifies that formal polynomials $p$ exists in $T_\tau$, $\tau \in \{1, T\}$, such that $h \rightarrow p$. If it is not the case $S$ returns $\bot$. $S$ then works as follows.

1. It “canonicalizes” the polynomial $p$ by expressing it as a sum of products of formal variables in $T$ with $\text{poly}(\lambda)$ terms.

2. If $\tau = 1$ and $p$ is the zero polynomial, $S$ outputs “zero.” Otherwise output “non-zero”.

3. If $\tau = T$ the simulator decomposes $p$ into the form

$$p = \sum_{i,j=1}^Q \hat{z}^{(i)} \hat{y}^{(j)} \cdot \left( p_{i,j} \left( \{ \hat{s}_{\ell,m}, \hat{t}_{\ell,m} \}_{\ell \in [\sigma], m \in \mathbb{N}} \right) \right)$$

$$+ f_{i,j} \left( \{ \hat{s}_{\ell,m}, \hat{t}_{\ell,m} \}_{\ell \in [\sigma], m \in \mathbb{N}} \right)$$

(3)

where for $1 \leq i, j \leq Q$, $p_{i,j}$ is defined as

$$p_{i,j} = c_{i,j} \cdot \left( \sum_{\ell,m=1}^\sigma N \hat{s}_{\ell,m} \hat{t}_{\ell,m} \right)$$

where $c_{i,j} \in \mathbb{Z}_q$ is the coefficient of the term $\hat{z}^{(i)} \hat{y}^{(j)}$, and $f_{i,j}$ consists of the remaining terms.

4. If for all $1 \leq i, j \leq Q$, $(i, j) = 0$ in $C_p$ (corresponding to a zero inner product) and $f_{i,j}$ does not contain any non-zero term, $S$ outputs “zero”. Otherwise it outputs “non-zero”.

5.2 Correctness of $S$

Canonicalization is efficient  We first need to show that the canonicalization process in step 1 of Zero-testing oracle queries is efficient. Since the adversary can only obtain handles to new monomials using token generation and encryption queries, the monomials are all over formal variables in $R$. Also, since the adversary can make $Q$ queries at most, the polynomial $p$ they can build and submit to the zero-testing oracle has at most $\text{poly}(Q)$ terms and degree 2.

Then using Equations 1 and 2, the formal polynomial $p$ can be expressed as a polynomial over formal variables in $T$. Since $p$ has degree at most 2 over variables in $R$, it can be expressed as a sum of at most $\text{poly}(Q, n)$ monomials over variables in $T$ and has degree at most $\text{poly}(n)$. Since both the polynomial over $R$ and the canonical polynomial over $T$ are polynomially-sized, this is efficient.

Correctness of token, encryption, and group queries  The simulator’s responses to token generation, encryption and group oracle queries are distributed identically as in the real experiment.

Correctness of zero-test queries  We now show correctness of the simulator’s answers to zero-testing oracle queries. Unlike prior work we use symmetric bilinear groups. This means, we must argue, that the simulator is correct with the additional flexibility provided to the adversary by the ability to take linear combinations of $\text{TokGen}$ and $\text{Encrypt}$ which are now both in $G_1$ and to pair these elements. Concretely, this means that the adversary has the ability to ask to pair elements of $\text{tk}$ with other elements of $\text{tk}$ and elements of $\text{ct}$ with elements of $\text{ct}$ which was not possible before. In the asymmetric group setting, the adversary was limited to pairing elements in $\text{ct}$ with elements in $\text{tk}$.

Equation 3 shows how the simulator splits each query into two parts $p_{i,j}$ which consists of valid decryptions (scaled by some values) and $f_{i,j}$ which consist of some other elements. The goal of the proof is to show that for the polynomial $f_{i,j}$, the following two points hold:

1. The terms of $f_{i,j}$ are low degree polynomials of the hidden variables $B_\ell$ and the values $\alpha, \beta, \zeta$. The polynomial $f_{i,j}$ is either 0 for all values of $x, y$ encrypted by the adversary or non-zero across all values of $x, y$.  

2. That the polynomials are low-degree enough that we can use the Schwartz-Zippel lemma (Lemma 1) to show that the nonzero polynomial \( f_{i,j} \) evaluates to 0 with low probability. The probability space is the hidden randomness of the scheme, specifically the choice of \( B_r \) and the values \( \alpha, \beta, \zeta \).

**Lemma 2.** For \( \tau = 1 \) the simulator’s behavior is correct with overwhelming probability.

**Proof of Lemma 2.** Note that the only monomials that the adversary obtains are in response to key generation and ciphertext queries. The canonical polynomial is of the form

\[
p = \sum_{i=1}^{Q} \hat{\alpha}^{(i)} \left( \sum_{\ell=1}^{\sigma} c_{\ell,m}^{(i)} \cdot \hat{s}_{\ell}^{(i)} \right) + \hat{\beta}^{(i)} \left( \sum_{\ell=1}^{\sigma} c_{\ell,m,2}^{(i)} \cdot \hat{t}_{\ell}^{(i)} \right)
\]

(4)

where the variables

\[
\left\{ c_{\ell,m,1}^{(i)}, c_{\ell,m,2}^{(i)} \right\}_{1 \leq m \leq N} \in \mathbb{Z}_q.
\]

Note that the sums

\[
\hat{b}_{\ell,1,m} + \sum_{k=2}^{N} \hat{g}_{\ell}^{(i)} \cdot \hat{b}_{\ell,k,m}
\]

can not be the identically zero polynomial over the formal variables \( \left\{ \hat{b}_{\ell,k,m} \right\}_{\ell \in [\sigma], k,m \in [N]} \).

The sums

\[
\zeta_{\ell}^{(i)} \cdot \hat{b}_{\ell,1,m} + \sum_{k=2}^{N} \hat{x}_{\ell}^{(i)} \cdot \hat{b}_{\ell,k,m}
\]

can only be the identically zero polynomial over the formal variables

\[
\left\{ \hat{b}_{\ell,k,m} \right\}_{\ell \in [\sigma], k,m \in [N]}
\]

if \( \zeta_{\ell}^{(i)} = 0 \) which happens with negligible probability. Both of these facts are true regardless of the actual values of the adversary’s queries. Recall \( \left\{ \hat{\alpha}^{(i)} \right\}_{i \in [Q]}, \left\{ \hat{\beta}^{(i)} \right\}_{i \in [Q]}, \) and \( \left\{ \hat{b}_{\ell,k,m} \right\}_{\ell \in [\sigma], k,m \in [N]} \) are sampled uniformly and independently in the real game. Furthermore, the values \( \left\{ \hat{b}_{\ell,k,m} \right\}_{\ell \in [\sigma], k,m \in [N]} \) in the real game are products formed by the inverse computation which are the sum of monomials of degree \( N \). Thus, under the assumption that the above sums are nonzero, the entire value of \( p \) can be expressed as a nonzero polynomial of degree at most \( N + 1 = \text{poly}(\lambda) \) in \( \alpha, \beta, \hat{b} \). By Lemma 1 (Schwartz-Zippel), \( p \) evaluates to non-zero with overwhelming probability for random \( \alpha, \beta, \hat{b} \). This implies that the simulator is correct with overwhelming probability. This completes the proof of Lemma 2. □

**Lemma 3.** For \( \tau = T \) the simulator’s behavior is correct with overwhelming probability.
Proof of Lemma 3. We prove Lemma 3 by two claims Claims 1 and 2 that consider whether \( f_{i,j} \) has any non-zero terms.

**Claim 1.** If \( f_{i,j} \) does not contain any non-zero term then \( S \) outputs the correct value.

**Proof of Claim 1.** If \( f_{i,j} \) does not contain any term, then \( p \) is of the form

\[
p = \sum_{i,j=1}^{Q} \alpha(i) \beta(j) \cdot c_{i,j} \cdot \left( \sum_{\ell,m=1}^{N} s_{\ell,m} \cdot i_{\ell,m} \right)
\]

\[
= \sum_{i,j=1}^{Q} \alpha(i) \beta(j) \cdot c_{i,j} \cdot \left( \sum_{\ell,m=1}^{N} \hat{b}_{\ell,k} \cdot \hat{b}_{\ell,k,m} \right)
\]

\[
= \sum_{i,j=1}^{Q} \alpha(i) \beta(j) \cdot c_{i,j} \cdot \left( \sum_{\ell=1}^{\sigma} x_{\ell}^T \cdot \mathbb{E}_{\sigma} \cdot \mathbb{B}_{\sigma} \cdot \hat{y}_{\ell}^T \right)
\]

\[
= \sum_{i,j=1}^{Q} \alpha(i) \beta(j) \cdot c_{i,j} \cdot \left( \sum_{\ell=1}^{\sigma} x_{\ell}^T \cdot \hat{y}_{\ell}^T \right)
\]

\[
= \sum_{i,j=1}^{Q} \alpha(i) \beta(j) \cdot c_{i,j} \cdot \langle \hat{x}, \hat{y} \rangle
\]

\( p \) is the zero polynomial when all \((i,j)\) inner products are zero, which can be known by checking if \((i,j) \to 0 \in C_p\). This completes the proof of Claim 1. \( \square \)

**Claim 2.** If \( f_{i,j} \) has at least one nonzero term then \( S \)'s output is correct with overwhelming probability.

Now suppose that for some \( i,j \in [Q] \) the polynomial \( f_{i,j} \) contains at least one term. Then we claim that \( f_{i,j} \) cannot be the identically zero polynomial over the formal variables \( \{ \hat{b}_{\ell,k,m} \}_{\ell \in [\sigma], k,m \in [N]} \), irrespective of the adversary's choice of admissible queries. To show this we first need to describe all the possible types of terms in \( f_{i,j} \). This is a generalization of [KLM+18 Lemma 3.3] to the symmetric pairing setting.

**Proposition 1.** The polynomial \( f_{i,j} \) must contain

- **Cross-Terms** A “cross-term” of the form \( c \ast s_{i, l}^{(i)} t_{j, l}^{(j)} \) where \( c \in \mathbb{Z}_q \) is non-zero and \( l_1 \neq l_2 \).

- **Square Terms** A “square-term” of the form \( c \ast s_{i, l}^{(i)} s_{j, l}^{(j)} \) or \( c \ast t_{i, l}^{(i)} t_{j, l}^{(j)} \) where \( c \in \mathbb{Z}_q \) is non-zero.

- **Partial Inner Products** Some “partial inner product” of the form \( c \ast s_{i, l}^{(i)} t_{l, k}^{(j)} \) where \( c \in \mathbb{Z}_q \) and \( l \in [\sigma], k \in [n] \).

- **Basic Polynomial** No cross-terms, square-terms, or partial inner products and must be a polynomial of only \( s_{l}^{(i)} \) or \( t_{l}^{(j)} \).

We must show that in the 4 cases, \( f_{i,j} \) cannot be identically zero. If the polynomials are non-zero with a degree polynomial in the security parameter, they are unlikely to evaluate to 0.

Note that in all settings we need to consider the fact that the \( f_{i,j} \) can contain terms of the form \( c \ast s_{i, l}^{(i)} s_{j, l}^{(j)} \) or \( c \ast t_{i, l}^{(i)} t_{j, l}^{(j)} \) where \( c \in \mathbb{Z}_q \) is non-zero. Note in the above that \( l, l_j \) may be the same or different. The goal is to show that \( f_{i,j} \) cannot be identically zero in each of the above cases regardless of the adversary's choice of \( \{ x^{(i)}, y^{(j)} \} \).

The intuition for this part of the proof is that \( s \) terms are formal variables in \( B_{\ell} \) and are thus degree 1 polynomials of those values. However, \( B_{\ell}^2 \) is an inverse of \( B_{\ell} \) and thus each entry of \( B_{\ell}^2 \) is a degree \( N \) polynomial in the entries of \( B_{\ell} \). Recall that \( s \) terms are formed from \( B_{\ell} \) and \( t \) terms are formed from \( B_{\ell}^2 \). This means that cross-terms and square terms are distinct polynomials with degree \( N + 1, 2 \) (for \( s \) cross terms) and \( 2N \) (for \( t \) cross terms). Thus, they never cancel each other.
Cross-Terms and Square Terms  In this case there is some cross term \( c \cdot s_{i,m}^i \cdot t_{j,m}^j \) where \( c \in \mathbb{Z}_q \) is non-zero and \((i, m) \neq (j, m)\). The value \( c \cdot s_{i,m}^i \cdot t_{j,m}^j \) cross-terms were constructed by strictly multiplying elements of \( B_\ell \) with \( B_\ell^{-1} \). Specifically, one can rewrite the above as

\[
c \cdot s_{i,m}^i \cdot t_{j,m}^j = c \beta_{\ell}(i)\alpha(j) \left( \hat{b}_{\ell,i,m} + \sum_{k=2}^{N} g_{\ell,i,k} \cdot \hat{b}_{\ell,k,m} \right) \left( \hat{\xi}_{\ell,j} \cdot \hat{b}_{\ell,j,1,m} + \sum_{k=2}^{N} \hat{\xi}_{\ell,j,k-1} \cdot \hat{b}_{\ell,j,k,m} \right).
\]  

(5)

We now recall the form of \( \hat{b}^* \) terms. For a value \( k \in [N] \), let \( S_{-k} \) denote \([N] \setminus k\) and let \( \pi_{k,\ell} \) denote the set of bijections from \( S_{-k} \to S_{-\ell} \), and \( \text{sgn} \) represent a sign function that maps inputs to \([-1,1]\). The variable

\[
\hat{b}_{\ell,i,k,m}^* = \frac{\sum_{\pi_{k,m}} \text{sgn}(\pi, k, m_i) \prod_{r \in S_{-k}} b_{\ell,r,\pi(r)}}{\det(B)}.
\]

(6)

Consider the expansion of Equation 5 into monomials of \( \hat{b} \). Each monomial in the expansion contains the product of exactly two variables in column \( \ell_i \) of \( B \) but no variables in column \( \ell_j \). However, we now evaluate whether \( f_{i,j} \) can be identically zero should these cross-terms include polynomials multiples elements from \( B_\ell \) together and/or elements of \( B_\ell^{-1} \) together. First, we must show that these newly formed cross-terms do not contain terms that would cancel with terms from previously constructed cross-terms. This can be shown by evaluating the degrees of the polynomials. All of the monomials in numerator of the definition of Equation 5 have degree exactly \( N \), the new polynomials available to the adversary do not. (We refer the reader to [KLM+18] for why different cross terms cannot cancel one another. Here we focus on why the newly available terms cannot cancel any cross term.) Specifically, all terms of the form \( c \cdot s_{i,m}^i \cdot t_{j,m}^j \) consist of monomials of degree exactly 2. All terms of the form \( c \cdot s_{i,m}^i \cdot t_{j,m}^j \) consist of monomials of total degree exactly \( 2N \) (see Equation 4). Therefore, if you have a combination of all these types of cross terms, the resulting polynomial \( f_{i,j} \) could not be identically zero.

Square Terms  Lastly, we consider the case where \( f_{i,j} \) consists of nonzero terms that have no products between \( s \) and \( t \). Kim et al. [KLM+18] showed non-zero terms of the form \( s_{i,m}^i \) or \( t_{j,m}^j \) will not cancel out with each other in \( f_{i,j} \). However, we now need to consider the case in which we have squared terms. Consider the canonical polynomial in Lemma 2 as described in Equation 4 where there are additionally square terms. That is,

\[
p = \sum_{i=1}^{Q} \sum_{\ell,m=1}^{\sigma,N} \alpha_{\ell,m}^i \cdot s_{\ell,m}^i + \beta_{\ell,m}^i \cdot t_{\ell,m}^i
\]

(7)

Recall, that the expansion of \( \hat{t} \) terms are monomials of degree exactly \( N \) as described in Equation 6. Thus, note that terms of the type \( s \) have degree exactly 1, terms of the type \( \hat{s} \) have degree exactly 2, terms of the type \( \hat{t} \) have degree exactly \( N \) and terms of the type \( \hat{t}^2 \) have degree exactly \( 2N \). Thus, expanding Equation 7 in terms of \( \hat{b} \) yields a polynomial that is not identically zero and whose monomials are linearly independent. So since there is at least one nonzero coefficient the resulting polynomial \( f_{i,j} \) could not be identically zero.

Partial Inner Product  In this case there is some partial inner product \( c \cdot s_{i,k}^{(i)} \cdot t_{j,k}^{(j)} \) where \( c \in \mathbb{Z}_q \) and \( l \in [\sigma], k \in [n] \). Kim et al. [KLM+18] showed that no form of this term \( s_{i,k}^{(i)} \cdot t_{j,k}^{(j)} \) consists of monomials of degree exactly \( N \). As before, these terms will not cancel with the terms available to the adversary which consist of monomials of degree exactly \( N + 1, 2 \) and \( 2N \). Therefore, if you have a combination of partial inner products, the resulting polynomial \( f_{i,j} \) could not be identically zero.
This argument in identical to the case of Kim et al. [KLM+18]. In particular, the terms of $f_{i,j}$ must be linearly independent and not identically zero.

Since we have shown that the polynomial $f_{i,j}$ can not be identically zero and it has polynomial degree in all cases the simulator’s output of “non-zero” is correct overwhelming probability. This completes the proof of Lemma 3.

This completes the proof of Theorem 1.

5.3 Limitation of the multirandom projection technique

The technique presented in this section requires to modify the internal workings of the underlying IPE scheme. Thus it is not a black-box technique.

To give an intuition on why it cannot be applied in a black-box manner we’ll consider Barbosa et al.’s predicate IPE scheme. Ciphertexts and tokens in Barbosa et al.’s scheme are of the form

$$ct_x = [\gamma \cdot x^T \cdot B]_1$$

and

$$tk_y = [\delta \cdot y^T \cdot B^*]_2$$

where $\gamma, \delta$ are independently and randomly sampled in $\mathbb{Z}_q$ for each ciphertext and token. Decryption yields $[\gamma \delta \cdot x^T B \cdot B^* y^T]_T$. Since $(x, y)$ is a multiplicative factor there, $\gamma \delta$ can be ignored when the inner product evaluates to zero.

If we tried to apply our technique in a black box manner, these random values would be preserved. Then each sub-ciphertext and token would have independent randomness from the underlying IPE scheme. During decryption, this would cause an issue as we would not be able to factorize the randomness (since it was sampled independently) and thus the amount of the inner products would not cancel out when needed. We would indeed end up with something of the form: $\gamma_1 \delta_1 \cdot (x_1, y_1) + \cdots + \gamma_\sigma \delta_\sigma \cdot (x_\sigma, y_\sigma)$, which would not evaluate to zero when the partial inner products are not zero (with high probability), even though the overall inner product $\langle x, y \rangle$ is itself zero. We thus need to remove this internal randomness and replace it by a global one.

6 Building distance hiding PSE

As mentioned in Section 2 Hamming distance can be calculated using the inner product between the two biometric vectors. As such, we can use a range of possible inner product values as the distance threshold.

Predicate function-hiding secret key IPE [SSW09], or IPE$_{fh,sk,\text{pred}}$, allows one to test if the inner product between two vectors is equal to zero. By appending a value to the first vector and -1 to the second vector, we can support equality testing for non-zero values. Generating several tokens or ciphertexts, one per distance in the range, allows to test if the inner product is below the chosen threshold.

We show that one can use IPE$_{fh,sk,\text{pred}}$ to construct PSE for Hamming distance[14]. At a high level, each keyword is encoded as a {-1,1} vector and -1 is appended to it, which in turn is encrypted with IPE$_{fh,sk,\text{pred}}$. Keywords are similarly encoded but this time a distance from the range is appended to them, and tokens generated as part of the underlying IPE$_{fh,sk,\text{pred}}$ scheme.

**Construction 1** (Proximity Searchable Encryption). Fix the security parameter $\lambda \in \mathbb{N}$. Let IPE$_{fh,sk,\text{pred}} = (IPE.\text{Setup}, IPE.\text{TokGen}, IPE.\text{Encrypt}, IPE.\text{Decrypt})$ be a predicate function-hiding secret key IPE scheme over $\mathbb{Z}_q^{n+1}$. Let $x_i \in \mathbb{Z}_q^n$ and $X = (x_1, \ldots, x_t)$ be the list of keywords. Let $F$ be the set of all predicates such that for any $x_i \in X$, $f_{y,t}(x_i) = 1$ if the Hamming distance between $x_i$ and the query vector $y \in \mathbb{Z}_q^n$ is less or equal to some chosen threshold $t \in \mathbb{Z}_q$, $f_{y,t}(x_i) = 0$ otherwise. Figure 6 is a proximity searchable encryption scheme for the Hamming distance.

**Theorem 2** (PSE main theorem). Let IPE$_{fh,sk,\text{pred}} = (IPE.\text{Setup}, IPE.\text{TokGen}, IPE.\text{Encrypt}, IPE.\text{Decrypt})$ be an IND-secure function-hiding inner product predicate encryption scheme over $\mathbb{Z}_q^{n+1}$. Then $\exists$ PSE = (PSE.\text{Setup}, PSE.\text{Blind}, PSE.\text{Trpdr}, PSE.\text{Search}), a secure proximity searchable encryption scheme for the Hamming distance, such that for

---

[14]Support of addition/deletion of records seems achievable by deleting after search and inserting new ciphertexts in the database. However this would result in additional access pattern leakage since these record would be clearly identifiable by the server.
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any PPT adversary $A_{\text{PSE}}$ for $\text{Exp}^{\text{PSE}}_{\text{IND}}$, there exists a PPT adversary $A_{\text{IPE}}$ for $\text{Exp}^{\text{IPE}}_{\text{IND}}$, such that for any security parameter $\lambda \in \mathbb{N}$,

$$\text{Adv}^{\text{Exp}^{\text{PSE}}_{\text{IND}}}_{A_{\text{PSE}}} = \text{Adv}^{\text{Exp}^{\text{IPE}}_{\text{IND}}}_{A_{\text{IPE}}}$$

**Proof of Theorem 3** The correctness of the scheme follows from the correctness of the underlying IPE scheme. Assume there exists $x_{i} \in X$, $i \in [1, \ell]$, such that $f_{y,t}(x_{i}) = 1$. That is $D(y, x_{i}) \leq t$ with $D(y, x_{i})$ the Hamming distance between vectors $y$ and $x_{i}$. Then there exists a unique $t_{k,j} \in Q_{y,t}$ such that $b_{j} \leftarrow \text{IPE}.\text{Encrypt}(pp, t_{k,j}, c_{t})$ and $b = 1$ with overwhelming probability by the correctness of the IPE scheme. Now assume that for some $x_{i} \in X$, $i \in [1, \ell]$, we have $f_{y,t}(x_{i}) = 0$. Then for all $t_{k,j} \in Q_{y,t}$, $b_{j} \leftarrow \text{IPE}.\text{Encrypt}(pp, t_{k,j}, c_{t})$ and $b = 1$ with negligible probability. Then considering the worst case where either $D(y, x_{i}) = t$ or for all $x_{i} \in X$, $f_{y,t}(x_{i}) = 0$, we have:

$$\Pr[\text{PSE.\text{Search}(pp, Q_{y,t}, J_{X,y,t})} = J_{X,y,t}] \\
\geq 1 - \ell(t+1) \times \Pr[\text{IPE.\text{Encrypt}(pp, t_{k,j}, c_{t})} \\
\neq (D(y, x_{i}) = d_{j})] \\
\geq 1 - \ell(t+1) \times \text{negl}(\lambda).$$

We now prove the security of the construction. Let $A_{\text{PSE}}$ be a PPT adversary for the experiment $\text{Exp}^{\text{PSE}}_{\text{IND}}$ and $C_{\text{IPE}}$ be an challenger for $\text{Exp}^{\text{IPE}}_{\text{IND}}$. We build a PPT adversary $A_{\text{IPE}}$ for the experiment $\text{Exp}^{\text{IPE}}_{\text{IND}}$ as follows:

1. $A_{\text{IPE}}$ receives $pp$ from $C_{\text{IPE}}$ and forwards it to $A_{\text{PSE}}$.

2. $A_{\text{IPE}}$ receives two $m$-query histories $\text{History}^{(0)}$, $\text{History}^{(1)}$ from $A_{\text{PSE}}$ where $\text{History}^{(\beta)} = (X^{(\beta)}, F^{(\beta)})$ for $\beta \in \{0, 1\}$.

3. For each $x_{i}^{(\beta)} \in X^{(\beta)}$, $i \in [1, \ell]$, $A_{\text{IPE}}$ encodes it as $x_{i}^{(\beta)*} \in \{-1, 1\}^{n}$ and creates the query $S_{i} = (x_{i}^{(\beta)*} - 1, x_{i}^{(\beta)*} - 1)$.

4. $A_{\text{IPE}}$ sets $S = S_{1}, \ldots, S_{\ell}$.

5. For each $j^{(\beta)} \in F^{(\beta)}$, $j \in [1, m]$:
   
   (a) $A_{\text{IPE}}$ extracts a vector $y_{j}^{(\beta)} \in \mathbb{Z}_{2}^{n}$ and $t \in \mathbb{N}$.
   (b) $A_{\text{IPE}}$ encodes $y_{j}^{(\beta)}$ as $y_{j}^{(\beta)*} \in \{-1, 1\}^{n}$ and creates $d_{j}^{(0)} = (d_{0}, \ldots, d_{t})$ such that $d_{k} = n - 2k$ with $0 \leq k \leq t$.
   (c) $A_{\text{IPE}}$ creates $D_{j}^{(0)*}$ by reordering the elements in $D_{j}^{(0)}$ such that for all $k \in [0, t]$ and $d_{k}^{(0)} \in D_{j}^{(0)*}$, $d_{k}^{(1)} \in D_{j}^{(1)}$ we have $(\langle x_{i}^{(0)}, y_{j}^{(0)} \rangle \equiv d_{k}^{(0)}) = (\langle x_{i}^{(1)}, y_{j}^{(1)} \rangle \equiv d_{k}^{(1)})$. ($A_{\text{IPE}}$ can always find a permutation to make this last condition by the admissibility requirement.)
   (d) $A_{\text{IPE}}$ samples a random permutation $\psi_{j} : [0, t] \rightarrow [0, t]$.
   (e) For $0 \leq k \leq t$, $A_{\text{IPE}}$ creates $y_{j}^{(\beta)*} \parallel d_{k}^{(\beta)}$ with $\beta \in \{0, 1\}$, $d_{k}^{(0)} \in D_{j}^{(0)*}$ and $d_{k}^{(1)} \in D_{j}^{(1)}$. Then $A_{\text{IPE}}$ computes

   $$R_{j}^{(\beta)} = \psi_{j} \left( y_{j}^{(\beta)*} \parallel d_{0}^{(\beta)}, \ldots, y_{j}^{(\beta)*} \parallel d_{t}^{(\beta)} \right)$$

   and sets $R_{j} = (R_{j}^{(0)}, R_{j}^{(1)})$.
   (f) $A_{\text{IPE}}$ sets $R = R_{1}, \ldots, R_{m}$.

6. $A_{\text{IPE}}$ sends the token generation queries $R$ and encryption queries $S$ to $C_{\text{IPE}}$ and receives back a set of tokens $T^{(\beta)} = \text{tk}_{i,0}^{(\beta)}, \ldots, \text{tk}_{m,t}^{(\beta)}$ and a set of encrypted keywords $C^{(\beta)} = \text{ct}_{i,0}^{(\beta)}, \ldots, \text{ct}_{i,t}^{(\beta)}$ such that

   $$\text{tk}_{i,k}^{(\beta)} \leftarrow \text{IPE.\text{TokGen}(sk, y_{j}^{(\beta)*} \parallel d_{k}^{(\beta)})}$$
   $$\text{ct}_{i}^{(\beta)} \leftarrow \text{IPE.\text{Encrypt}(sk, x_{i}^{(\beta)*} \parallel -1)}$$

   for $i \in [1, \ell]$, $j \in [1, m]$, $k \in [0, t]$ and $\beta \in \{0, 1\}$. $A_{\text{IPE}}$ forwards $T^{(\beta)}$ and $C^{(\beta)}$ to $A_{\text{PSE}}$, respectively as the encrypted index $T^{(\beta)}$ and the list of queries $Q^{(\beta)}$.

7. $A_{\text{IPE}}$ receives $\beta' \in \{0, 1\}$ from $A_{\text{PSE}}$ and returns it.
PSE\_Setup(1^λ) \rightarrow (sk, pp):
1. Run and output \((sk, pp) \leftarrow IPE\_Setup(1^λ)\).

PSE\_Trpdr(sk, f_{y,t}) \rightarrow Q_{y,t}:
1. For \(0 \leq j \leq t\) compute \(d_j = n - 2j\).
2. Set \(D = (d_0, ..., d_t)\).
3. Sample random permutation \(π : [0, t] \rightarrow [0, t]\).
4. Compute \(D^* = π(D) = \{d^*_0, \cdots, d^*_t\}\).
5. Encode \(y\) as \(y^* \in \{-1, 1\}^n\).
6. For \(0 \leq j \leq t\) call \(tk_j \leftarrow IPE\_TokGen(sk, y^* | | d^*_j)\).
7. Output \(Q_{y,t} = (tk_0, \cdots, tk_t)\).

PSE\_BIndex(sk, X) \rightarrow I_X:
1. For each keyword \(x_i \in X, i \in \{1, \cdots, ℓ\}\), encode \(x_i^* \in \{-1, 1\}^n\), compute \(ct_i \leftarrow IPE\_Encrypt(sk, x_i^* | | -1)\).
2. Output \(I_X = (ct_1, \cdots, ct_ℓ)\).

PSE\_Search(pp, Q_{y,t}, I_X) \rightarrow J_{X,y,t}:
1. Initialize \(J_{X,y,t} = \emptyset\).
2. For each \(ct_i \in I_X\) and for each \(tk_j \in Q_{y,t}\), call \(b_j \leftarrow IPE\_Decrypt(pp, tk_j, ct_i)\).
   If \(b_j = 1\), add \(i\) to \(J_{X,y,t}\), continue to \(ct_{i+1}\).
3. Output \(J_{X,y,t}\).

Figure 6: Construction of proximity search from IPE_{fh,sk,pred}.

Since the number of token generation queries, \(m \times t\), sent by \(A_{IPE}\) remains polynomial in the security parameter, the advantage of \(A_{PSE}\) is
\[
    Adv_{Exp_{IND}^{PSE}}^{A_{PSE}} = Adv_{Exp_{IND}^{IPE}}^{A_{IPE}}
\]
This completes the proof of Theorem 2.

Table 5 presents the resulting efficiency of distance hiding PSE schemes based on different IPE_{fh,sk,pred} constructions. This table corresponds to \(t + 1\) tokens with all operations on dimension \(n + 1\).

### 7 Implementation

This section presents an implementation and an evaluation of the PSE scheme proposed in this paper. We implemented the MRProj construction described in section 5 and the resulting PSE (see section 6) schemes in Python 3. These implementations can be found in a Github repository [ACD+21]. Our IPE implementations uses the Charm [AGM+13] and FLINT [Har10] libraries for the pairing group operations and finite field arithmetic in \(\mathbb{Z}_q\). For comparison purposes, we used the pairing group over the asymmetric curve MNT159, the same as in Kim et al.’s FHIPE implementation [Lew16]. For testing with a symmetric pairing group we used SS512.

The search, encryption and token generation algorithms were parallelized. Benchmarking tests for each algorithm were implemented and the number of random projections, the distance threshold and the input vector sizes for these tests can vary. This allowed us to compare efficiency for different parameters and pinpoint values that yield a practical and accurate scheme. With a number of random projections equal to 1, we obtain Setup timings and secret key size
Table 5: PSE scheme efficiency for keywords of size $n$ depending on underlying $\text{IPE}_{\text{fs,sk,proj}}$ scheme. Upper part of the table shows number of group or pairing operations per function. Lower part of the table shows number of group elements per component. The scheme of Shen, Shi, and Waters [SSW09] uses a composite order group whose order is the product of four large primes. The number $n$ is the length of the biometric template, $\sigma$ is the number of bases in the multi random projection scheme, $t$ is the desired distance tolerance, and $\ell$ is the total number of records in the database.

<table>
<thead>
<tr>
<th>Order</th>
<th>MRProj</th>
<th>BCSW19 Section 4</th>
<th>BCSW19 Section 5</th>
<th>KT14</th>
<th>SSW09</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setup</td>
<td>$\sigma((n+1)/\sigma)^3$</td>
<td>$(n+1)^3$</td>
<td>$(n+1)^3$</td>
<td>$(6n+6)^3$</td>
<td>$4n+8$</td>
</tr>
<tr>
<td>Blndex</td>
<td>$\ell(n+1)$</td>
<td>$\ell(n+1)\ell(12n+21)$</td>
<td>$\ell(n+1)$</td>
<td>$\ell(32n+36)$</td>
<td></td>
</tr>
<tr>
<td>Trpdr</td>
<td>$(t+1)(n+1)$</td>
<td>$(t+1)(n+1)$</td>
<td>$(t+1)(12n+21)$</td>
<td>$(t+1)(24n+40)$</td>
<td></td>
</tr>
<tr>
<td>Search</td>
<td>$\ell(t+1)(n+1)$</td>
<td>$\ell(t+1)(n+1)$</td>
<td>$\ell(t+1)(6n+12)$</td>
<td>$\ell(t+1)(4n+8)$</td>
<td></td>
</tr>
</tbody>
</table>

| $|\sk|$ | $2((n+1)^2/\sigma + 2n + 3)^2$ | $2(n+1)^2 + 2$ | $24n + 42$ | $60(n+1)^2$ | $4n+8$ |
| $|\mathcal{Z}$ | $\ell(n+1)$ | $\ell(6n+12)$ | $\ell(n+1)$ | $\ell(2n+4)$ |
| $|\mathcal{tk}_y, t|$ | $(t+1)(n+1)$ | $(t+1)(n+1)$ | $(t+1)(6n+12)$ | $(t+1)(2n+4)$ |

Table 6: Operations timing (in seconds) for different vector sizes. $n$ is the vector length, $\sigma$ the number of bases used, and $t = .30$ the distance tolerance. $\text{Setup}$ and $\text{Blndex}$ procedures for MRProj and MRProjC schemes are the same procedures, MRProjC uses vectors whose length is 1 fewer. $\text{Setup}$ and $\text{Blndex}$ procedures for MRProj and MRProjC schemes are the same procedures, MRProjC uses vectors whose length is 1 fewer. We only report these algorithms for MRProj. Timing for MRProjC $\text{Setup}$ is interpolated. Measured $n = 10$ to 240 in steps of 10 cubic fit with coefficients $y = .003x^3 - .578x^2 + 36x - 557$ with $R^2 = .996$.

for RProjC. Setting the distance threshold to 0 allows us to get timings for MRProjC. We used iris readings from the ND 0405 as input vectors to the benchmarking tests to be as realistic as possible.

### 7.1 Evaluation

We evaluate our implementations on a Linux server with an AMD Ryzen 9 3950X 16-Core processor and 64GB of RAM. Remember that the preferred input vector size for correctness is 1024 (as stated in Section 4).

**Timing.** We evaluate the timing efficiency of our PSE construction with and without the multi random projection technique. When using the multi random projection technique we report on timings for both the asymmetric MNT159 curve and the symmetric SS512 curve. Table reports the timings for the algorithms in the PSE scheme. RProjC corresponds to Kim et al.’s FHIPE construction. MRProjC corresponds to the same scheme but with the multi random projection technique applied. In the last column of the timing section of the table, we report the timing of the Setup algorithm without this multi random projection construction.

During our tests, we noticed a jump in $\text{Setup}$ timings when going from sub-vectors of 40 to 60 group elements, we thus chose $\sigma$ values that yield sub-vectors lengths of approximately 40. We make four main observations.

1. $\text{Setup}$ and $\text{Blndex}$ have comparable performance for MRProj and MRProjC (the only difference is adding 1 to underlying dimension). However, $\text{Trpdr}$ is substantially slower for MRProj since it prepares $t + 1$ tokens, but
Table 7: Sizes (in Megabytes/Kilobytes) for different vector sizes. \(n\) is the vector length, \(\sigma\) the number of bases used, and \(t = 0.30\) the distance tolerance. Storage for the MRProjC Setup is interpolated. Measured \(n = 10\) to \(240\) in steps of \(10\) quadratic fit with coefficients \(y = 96x^2 + 192x + 573\) with \(R^2 = 1\).

2. Distance hiding has a large impact on the Search algorithm. MRProjC Search takes 4 minutes, MRProj Search takes 3.5 hours for the MNT159 curve and 1 hour for the SS512 curve. All approaches scan the whole database which is problematic for large datasets. We discuss possible solutions in Section 9.

3. The use of a symmetric pairing dramatically improves search time by roughly a factor of between 3 and 4 across testing parameters. However, it does increase the time to generate the trapdoor by roughly a factor of 2.

4. Finally, this table shows that Setup without multi random projection is completely impractical for large input vector sizes. In particular, for vectors of size 1024, Setup takes approximately 23 days. In comparison, Setup using multi random projection takes less than five minutes for input vectors of size 1024. Our multi random projection construction thus allows to use a large enough input vector size to maintain a high correctness while increasing the efficiency of the setup algorithm. This is explained by the fact that the Setup algorithm’s running time is dominated by the matrix inversion. It is then more efficient to perform multiple inversions of small matrices than a single inversion of a bigger one.

Storage Table 7 reports on the sizes of the encrypted database and secret key. We evaluate the impact of the multi random projection PSE construction on storage efficiency. As can be seen on Table 7, the impact is low for small input vectors, however, it makes a big difference for larger ones. Indeed, when the size of the \([KLM+18]\) grows quadratically with the vector size, the size of the key generated with the multi random projection technique grows with 

\[
\frac{(n/\sigma)^2 \cdot \sigma}{\sigma^2} \approx \frac{n^2}{\sigma}. 
\]

For vectors of size 1024, we consider \(\sigma = 25\) and the secret key generated with the multi random projection technique is 23.2 times smaller than the single basis key, confirming the asymptotic analysis.

8 Multi Random Projection applied to the OT12 IPE scheme [OT12, Section 4]

To show the generality of our multi random projection technique we apply it to a second IPE scheme of Okamoto and Takashima [OT12, Section 4]. We note that this scheme is a public key scheme that is adaptively attribute-hiding against chosen plaintext attacks under the (decisional linear) DLIN assumption. This corresponds to three changes to Definition 4 and Figure 1:

1. The adversary no longer specifies pairs \(y_{j,0}, y_{j,1}\), only a single value \(y_j\),
2. The adversary can adaptively choose \(y_{j+1}\) after receiving back \(tk_j\),
3. There is only a single challenge plaintext \(x_{0,0}, x_{1,1}\) because the adversary can encrypt values on their own.

Since this scheme is public key and is not function hiding it cannot be directly used to instantiate PSE. We use it as a second example of the applicability of the transform.
8.1 Additional notation and definitions

Let \( \mathbb{F}_q \) denote a finite field of order \( q \) and \( GL(n, \mathbb{F}_q) \) be the general linear group of degree \( n \) over \( \mathbb{F}_q \). Let the vectors \( e_i \) be defined as \( e_i = (0^{i-1}, 1, 0^{n-i}) \) for \( 1 \leq i \leq n \). Let \( V \) be a vector space, to differentiate its elements from other values we will use bold letters. Let \( b_i \in V, 1 \leq i \leq n \), then we denote the subspace generated by these vectors as \( \text{span}(b_1, \ldots, b_n) \subseteq V \). Consider the bases \( B = (b_1, \ldots, b_n) \) and \( B^* = (b_1^*, \ldots, b_n^*) \), and the vectors \( x \) and \( v \) then \( (x)_B = \sum_{i=1}^{n} x_i b_i \) and \( (v)_B = \sum_{i=1}^{n} v_i b_i^* \). Note that we will consider bases over both \( \mathbb{F}_q \) and \( \mathbb{G}_q \).

**Definition 10** (Symmetric Bilinear Group). Suppose \( \mathbb{G}, \mathbb{G}_T \) are an additive and multiplicative groups (respectively) of prime order \( q \) with generators \( g \in \mathbb{G} \), and \( g_T \in \mathbb{G}_T \) respectively. The group \( \mathbb{G} \) uses additive notation, and the group \( \mathbb{G}_T \) uses multiplicative notation. Let \( e : \mathbb{G} \times \mathbb{G} \to \mathbb{G}_T \) be a non-degenerate (i.e. \( e(g, g) \neq 1 \)) bilinear pairing operation such that for all \( x, y \in \mathbb{Z}_q \), \( e(xg, yg) = e(g, g)^{xy} \). Assume the group operations in \( \mathbb{G}, \mathbb{G}_T \) and the pairing operation \( e \) are efficiently computable, then \((\mathbb{G}, \mathbb{G}_T, g, e)\) defines a symmetric bilinear group. Let \( \mathcal{G}_{bpg} \) be an algorithm that takes input \( 1^\lambda \) and outputs a description of bilinear pairing groups \((q, \mathbb{G}, \mathbb{G}_T, g, e)\) with security parameter \( \lambda \).

We use the symmetric version of dual pairing vector spaces \( \mathcal{OTI5} \) where the pairing is based on symmetric bilinear groups defined in Definition[10].

**Definition 11** (Dual Pairing Vector Spaces). Let \((q, \mathbb{G}, \mathbb{G}_T, g, e_{bg})\) be the symmetric bilinear pairing groups, then Dual Pairing Vector Spaces (DVPS) is a tuple of prime \( q \), \( N \)-dimensional vector space \( V = \mathbb{G} \times \cdots \times \mathbb{G} \) over \( \mathbb{F}_q \), cyclic group \( \mathbb{G}_T \) of order \( q \), canonical basis \( \mathbf{A} \) defined as:

\[
\mathbf{A} := (a_1, \ldots, a_n), \quad a_i := (0^{i-1}, g, 0^{N-i})
\]

and pairing \( e : \mathbb{G} \times \mathbb{G} \to \mathbb{G}_T \). The pairing \( e \) is defined with respect to \( e_{bg} \) from the symmetric bilinear pairing group \( e(x, y) = \prod_{i=1}^{N} e_{bg}(g, h_i) \in \mathbb{G}_T \) where \( x = (g_1, \ldots, g_N) \in \mathbb{G}_T \) and \( y = (h_1, \ldots, h_N) \in \mathbb{V} \). This pairing is nondegenerate bilinear, i.e. \( e(xz, y) = e(x, y)^z \) and if \( e(x, y) = 1 \) for all \( y \in V \) then \( x = 0^N \). For all \( i, j \), \( e(a_i, a_j) = e(g, g)^{b_{ij}} \) where \( b_{ij} = 1 \) if \( i = j \) and 0 otherwise, and \( e(g, g) \neq 1 \) in \( \mathbb{G}_T \).

DPVS also has a linear transformation (“canonical maps”) \( \phi_{i,j} \) on \( V \) such that \( \phi_{i,j}(a_j) = a_i \) and \( \phi_{i,j}(a_k) = 0 \) if \( k \neq j \). We define \( \phi_{i,j}(x) := (0^{i-1}, g_j, 0^{N-i}) \) where \( x = (g_1, \ldots, g_N) \). We then define the dual-pairing vector space generator as \( \mathcal{G}_{dps} \) which takes input \( 1^\lambda \) (\( \lambda \in \mathbb{N} \)) and \( N \in \mathbb{N} \):

1. Runs \((q, \mathbb{G}, \mathbb{G}_T, g, e) \leftarrow \mathcal{G}_{bpg}(1^\lambda)\).
2. Compute \( \mathbf{A}, V \).
3. Returning \((q, \mathbb{G}, \mathbb{G}_T, g, e, V, \mathbf{A})\).

**Lemma 4.** Let \((q, \mathbb{G}, \mathbb{G}_T, g, e, V, \mathbf{A}) \leftarrow \mathcal{G}_{dps} \) be a (DPVS) generator as described above. We can efficiently sample a random linear transformation \( W \) by sampling random coefficients \( \{r_{i,j}\}_{i,j=1}^{n} \) \( \xleftarrow{\$} \) \( GL(n, \mathbb{F}_q) \) and setting

\[
W := \sum_{i,j=1}^{n,n} r_{i,j}\phi_{i,j}.
\]

The matrix \( R := (r_{i,j}) \) and \( R^* := ((r_{i,j})^{-1})^T \) then defines the adjoint action on \( V \) and we can define \((W^{-1})^T \) as

\[
(W^{-1})^T := \sum_{i,j=1}^{N,N} r_{i,j}^*\phi_{i,j}
\]

such that for any \( x, y \in V \), we have

\[
e(W(x), (W^{-1})^T(y)) = e(x, y).
\]

**Assumption 1** (Decisional Linear Assumption). Let \( \lambda \in \mathbb{N} \) and \( \beta \in \{0, 1\} \). We define a generator for the Decisional Linear Assumption (DLIN) problem, \( \mathcal{G}_{\beta}^{DLIN} \), which on input \( 1^\lambda \):

1. Samples parameters \( \text{param}_\mathcal{G} = (q, \mathbb{G}, \mathbb{G}_T, g, e) \leftarrow \mathcal{G}_{bpg}(1^\lambda) \).
2. Samples \( \kappa, \delta, \xi, \sigma \leftarrow \mathbb{F}_q \).

3. Sets \( Y^{(0)} = (\delta + \sigma)g \) and \( Y^{(1)} \leftarrow \mathbb{G} \).

4. Returns \((\text{param}_G, \xi g, \kappa g, \delta g, \sigma g, Y^{(\beta)})\).

The \( \text{DLIN} \) problem then consists in guessing \( \beta \) given \((\text{param}_G, \xi g, \kappa g, \delta g, \sigma g, Y^{(\beta)}) \leftarrow G^\text{DLIN}_0(1^\lambda)\). The decisional linear assumption is that for any PPT distinguisher \( D \) for the \( \text{DLIN} \) problem the advantage is:

\[
\text{Adv}^\text{DLIN}_D(\lambda) = \left| \Pr[D(1^\lambda), X = 1 | X \leftarrow G^\text{DLIN}_0(1^\lambda)] - \Pr[D(1^\lambda), X = 1 | X \leftarrow G^\text{DLIN}_1(1^\lambda)] \right| = \text{negl}(\lambda)
\]

### 8.2 Construction

This construction is an adaptation of Okamoto and Takashima’s IPE scheme [OT12, Section 4] (setting \( \alpha = 1 \) in Figure 7 yields the original scheme). As in the original construction, we first need to describe a random dual orthonormal bases generator, \( G^\text{IPE}_\alpha \), which will be called in the main construction’s \text{Setup} algorithm to generate the master keys. This is different from the previous generator as it generates \( \alpha \) sets of bases.

**Construction 2** (Dual Orthonormal Bases Generator). Let \( G^\text{dpvs} \) be a symmetric dual-pairing vector space generator as described in Definition [7]. Let \( \lambda, N, \alpha \in \mathbb{N} \), where \( \lambda \) is the security parameter, \( N \) is the dimension of the vector space and \( \alpha \) is the number of dual orthonormal bases pairs to generate. Then on inputs \( 1^\lambda, N \) and \( \alpha \), the orthonormal bases generator \( G^\text{IPE}_\alpha \) works as follows:

1. Sample \((q, G, G_T, g, e, V, A) \leftarrow G^\text{dpvs}_0(1^\lambda, N)\).
2. Sample a non-zero element of the field, \( \psi \leftarrow \mathbb{F}_q^* \).
3. Set \( g_T = e(g, \psi)^\psi \) and \( \text{param}_T = (q, V, G_T, A, e, g_T) \).
4. For each basis index \( 1 \leq \ell \leq \alpha \):
   a. Sample a random map, as described in Lemma [4], \( X_\ell = (\chi_{\ell,i,j}) \leftarrow \mathcal{S} \) \( GL(N, \mathbb{F}_q) \) and set \((\phi_{\ell,i,j}) = \psi \cdot (X_\ell^T)^{-1}\), where \( 1 \leq i, j \leq N \).
   b. For \( 1 \leq i \leq N \), set \( b_{\ell,i} = \sum_{j=1}^N \chi_{\ell,i,j} \cdot a_j \) and \( b_{\ell,i}^* = \sum_{j=1}^N \phi_{\ell,i,j} \cdot a_j \), where \((a_1, \cdots, a_N) = A\).
   c. Set \( B_\ell = (b_{\ell,1}, \cdots, b_{\ell,N}) \) and \( B_\ell^* = (b_{\ell,1}^*, \cdots, b_{\ell,N}^*) \).
5. Return \((\text{param}_T, \{B_\ell, B_\ell^*\}_{\ell=1,\cdots,\alpha})\).

In this construction \( x \) will always denote the attribute, and \( v \) will denote the predicate. As in the original scheme, we assume that the first element of \( x \) is nonzero. Furthermore, note above we’ve used inner product encryption with no associated plaintext, here we include the value \( m \) which can be decrypted if the inner product is 0 and is hidden otherwise.

**Construction 3.** Let \( \lambda \in \mathbb{N} \) be the security parameter and \( n, \alpha \in \mathbb{N} \) such that \( n/\alpha \in \mathbb{N} \) and define \( N = 4n/\alpha + 2 \). Let \( x, v \in \mathbb{F}_q^* \setminus \{0\} \) and such that the first element of \( x \) is nonzero. Define the algorithms as in Figure 7.

**Correctness** If the inner product of our attribute vector and our predicate vector is zero (in each basis), \( \langle x, v \rangle = \sum_{\ell=1}^\alpha (x_\ell, v_\ell) = 0 \), then by the properties of our group structures we cancel terms,

\[
\prod_{\ell=1}^\alpha e(c_\ell, k_\ell) = g_T^{\left(\sum_{\ell=1}^\alpha \zeta_\ell + \omega_\sigma(x_\ell, v_\ell)\right)} = g_T^{\left(\sum_{\ell=1}^\alpha \zeta_\ell\right)},
\]

and finally conclude \( m' = m \), therefore our construction is correct when the inner product is zero.
Number of Group Elements
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\(\alpha\)

Considering \(\alpha\) Table 8: Sizes in Group Elements of Each Component of Revised Scheme. The value \(\alpha\) is how many separate bases are used. Considering \(\alpha = 1\) gives sizes for the original scheme of Okamoto and Takashima. Setting \(\alpha = \Omega(n)\) makes all components a linear number of group elements.

\begin{table}
\centering
\begin{tabular}{|c|c|}
\hline
Component & Number of Group Elements \\
\hline
Secret Key & \(8n^2/\alpha + 8n + 2\alpha\) \\
Public Key & \(4n^2/\alpha + 10n + 4\alpha\) \\
Ciphertext & \(4n + 2\alpha\) \\
Token & \(4n + 2\alpha\) \\
\hline
\end{tabular}
\caption{Sizes in Group Elements of Each Component of Revised Scheme.}
\end{table}

Key Reduction The key reduction is summarized in Table 8. In the Okamoto and Takashima scheme the DPVSs are over vectors of dimension \(4n + 2\) with the public key being \(n + 2\) basis vectors and the secret key being \(2n + 1\). Ciphertexts and tokens are a single vector. By splitting into \(\alpha\) bases we introduce an \(\alpha\) overhead on each object while reducing the dimension to \(4n/\alpha + 2\) and also reducing the number of basis vectors released in the public and secret key to \(2n/\alpha + 1\) and \(n/\alpha + 2\) respectively.

Security The proposed IPE scheme achieves the same security as the original construction [OT12, Theorem 1].

\textbf{Theorem 3.} The IPE construction in Figure 7 with \(\alpha = 1\) is adaptively attribute-hiding against chosen plaintext attacks under the DLIN assumption, such that for any PPT adversary \(A\) there exists PPT distinguishers

\[D_{0-1}, D_{1-1}, D_{0-2-h}, D_{1-2-h-1}, D_{1-2-h-2}\]
such that for any security parameter \( \lambda \in \mathbb{N} \)
\[
\text{Adv}^\text{IPE}_A(\lambda) \leq \text{Adv}^\text{DLIN}_\mathcal{D}_0(\lambda) + \text{Adv}^\text{DLIN}_\mathcal{D}_1(\lambda)
+ \sum_{h=1}^{\nu} \left( \text{Adv}^\text{DLIN}_{\mathcal{D}_{2-h-1}}(\lambda) + \text{Adv}^\text{DLIN}_{\mathcal{D}_{2-h-2}}(\lambda) \right) + \frac{28\nu + 11}{q}
\]
where \( \nu \in \mathbb{N} \) is the maximum number of key queries \( A \) can make.\(^{15}\)

This proof (like the proofs we build from) involve a system of games where each game changes a single element of a vector and is shown to be indistinguishable from the last game. These indistinguishability statements are made from a system of problems that stem from the decision linear assumption. We modify the original problems of Okamoto and Takashima \( \text{OT12} \) to include multiple bases of the DPVS. We can maintain security while spreading material across bases, because the public portions are incomplete and the bases are sampled independently, making it difficult to create meaningful relationships between bases. Using the same structure for our system of games and problems (but now including security with multiple bases) we show that our scheme matches the security of Okamoto and Takashima \( \text{OT12} \).

**Proof of Theorem 3.** For this theorem’s proof we refer the reader to Okamoto and Takashima’s proof of Theorem 1 \( \text{OT12} \) Section 4.3.1]. Notice that in this version Games \( 0', 1, 2, 2-h-1, \cdots, 2-h-4, 3 \) are replaced by Games \( 0^*, 1^*, 2-h-1^*, \cdots, 2-h-4^*, 3^* \) and the dimension of the hidden subspaces is \( 2n/\alpha \) instead of \( 2n \).\( \square \)

**Lemma 5.** For any PPT adversary \( A \) there exists PPT distinguishers \( \mathcal{D}_1, \mathcal{D}_{2-h-1}, \mathcal{D}_{2-h-2} \) such that for any security parameter \( \lambda \in \mathbb{N} \) in Game \( \theta^* \),
\[
\Pr[A \text{ wins } | t = 1] - \frac{1}{2} \leq \text{Adv}^\text{DLIN}_{\mathcal{D}_1}(\lambda) + \sum_{h=1}^{\nu} \left( \text{Adv}^\text{DLIN}_{\mathcal{D}_{2-h-1}}(\lambda) + \text{Adv}^\text{DLIN}_{\mathcal{D}_{2-h-2}}(\lambda) \right) + \frac{22\nu + 6}{q}
\]
where \( \nu \in \mathbb{N} \) is the maximum number of key queries \( A \) can make.\(^{16}\)

**Proof of Lemma 6.** For a detailed high level overview of the proof, we refer the reader to Okamoto and Takashima’s work \( \text{OT12} \) Section 4.3.2]. The games and the problems described in their proofs had to be updated to fit our new construction, but as in the original work, the goal is to show that indistinguishably of the games reduces to the DLIN assumption through a hierarchy of Problems. In the rest of this proof, we will describe the updated version of the needed games and problems. The tree of the reductions, from the games to the DLIN assumption, can be found in Figure 8.

We define the following \( 4\nu + 3 \) updated games. In each game we only describe the component that changed compared to the previous game (either the keys or the ciphertexts). The boxed parts in keys and ciphertexts indicate parts that have changed compared to the previous game.

**Game \( 0^* \)**: This game is the same as the game described in the original proof \( \text{OT12} \) Definition 5] except that before the setup phase the bit \( t \triangleleft \{0, 1\} \) is sampled and the game is aborted when \( t \neq s \), where \( s = 1 \) when \( m^{(0)} = m^{(1)} \) and \( s = 0 \) otherwise. For this proof we only consider the case where \( t = 1 \) thus \( m^{(0)} = m^{(1)} \) and \( c_0 \) is independent from \( \beta \). The keys and ciphertexts are built as in our construction. The answer to a key query for some vector \( v = (v_1, \cdots, v_\alpha) \) is
\[
k_\ell = (1, \sigma v_\ell, 0^\alpha, 0^\alpha, \eta_\ell, 0)B_i^\ell
\]
where \( 1 \leq \ell \leq \alpha \), \( \sigma \triangleleft \mathbb{F}_q \) and \( \eta_\ell \triangleleft \mathbb{F}_q^{\alpha}. \) The challenge ciphertexts for attribute \( x^{(\beta)} = (x_1^{(\beta)}, \cdots, x_\alpha^{(\beta)}) \) and message \( m^{(\beta)} \) is
\[
c_\ell = (\zeta_\ell, \omega x_\ell^{(\beta)}, 0^\alpha, 0^\alpha, 0^\alpha, \varphi_\ell)B_i^\ell
\]
\(^{15}\)In the original paper the constant was \((29\nu + 17)/q\) instead of \((28\nu + 11)/q\) but the proof still holds despite this small difference.
\(^{16}\)In the original paper the constant was \((23\nu + 12)/q\) instead of \((22\nu + 6)/q\) but the proof still holds despite this small difference.
and
\[ c_0 = m^{(\beta)} g_1^{(\sum_{i=1}^{\beta} \zeta_i)} \]
where \( 1 \leq \ell \leq \alpha, \beta \leftarrow \{0, 1\} \) and \( \omega, \zeta_\ell, \varphi_\ell \leftarrow \mathbb{F}_q \).

**Game 1** : This game is the same as Game 0* except that the challenge ciphertexts are now
\[ c_\ell = (\zeta_\ell, \omega x_\ell^{(\beta)}, \omega' x_\ell^{(\beta)} + \omega'' x_\ell^{(0)}, 0^{n/\alpha}, 0^{n/\alpha}, \varphi_\ell)_{B_\ell} \]
where \( x_\ell^{(\beta)} \neq 0 \) is the first coordinate of \( x_\ell^{(\beta)} \), \( z \leftarrow \mathbb{F}_q \) and all other values are generated as in Game 0*.

**Game 2-h-1** : For \( 1 \leq h \leq \nu \), each game is the same as Game 2-(h-1)-4* (here Game 2-0-4* is Game 1*), except that the challenge ciphertexts are now
\[ c_\ell = (\zeta_\ell, \omega x_\ell^{(\beta)}, \omega' x_\ell^{(\beta)} + \omega'' x_\ell^{(0)}, 0^{n/\alpha}, 0^{n/\alpha}, \varphi_\ell)_{B_\ell} \]
where \( \omega', \omega'' \leftarrow \mathbb{F}_q \) and all other values are generated as Game 2-(h-1)-4*.

**Game 2-h-2** : For \( 1 \leq h \leq \nu \), each game is the same as Game 2-h-1*, except that the \( h^{th} \) key query for \( v \) is now
\[ k_\ell = (1, \sigma v_\ell, \sigma' v_\ell, 0^{n/\alpha}, 0^{n/\alpha}, \eta_\ell, 0)_{B_\ell} \]
where \( \sigma' \leftarrow \mathbb{F}_q \) and all other values are generated as in Game 2-h-1*.
Game 2-h-3* : For $1 \leq h \leq \nu$, each game is the same as Game 2-h-2*, except that the challenge ciphertexts are now

$$c_\ell = \left( \xi_\ell, \omega_x^{(\beta)} \cdot \omega_0 x_\ell^{(0)} + \omega_1 x_\ell^{(1)}, \omega_0' x_\ell^{(0)} + \omega_1' x_\ell^{(1)}, 0, \nu, \varphi \right) B_\ell$$

where $\omega_0', \omega_1' \leftarrow F_q$ and all other values are generated as Game 2-h-2*.

Game 2-h-4* : For $1 \leq h \leq \nu$, each game is the same as Game 2-h-3*, except that the challenge ciphertexts are now

$$k_\ell = \left( 1, \sigma v_\ell, 0, \nu, \varphi \right) B_\ell$$

where $\sigma'' \leftarrow F_q$ and all other values are generated as in Game 2-h-3*.

Game 3* : The game is the same as Game 2-\(\nu\)-2*, except that the challenge ciphertexts are now

$$c_\ell = \left( \xi_\ell, \omega_0 x_\ell^{(0)} + \omega_1 x_\ell^{(1)}, \omega_0' x_\ell^{(0)} + \omega_1' x_\ell^{(1)}, 0, \nu, \varphi \right) B_\ell$$

where $\omega_0, \omega_1 \leftarrow F_q$ and all other values are generated as Game 2-h-2*. Notice that with this modification, $c_\ell$ becomes independent from the bit $\beta \leftarrow \{0, 1\}$.

Let $t = 1$, we define the advantage of a PPT machine $A$ in Game $g$ as $\text{Adv}_A^{(g^*)}(\lambda)$, where $g = 0, 1, 2-h-1, \cdots, 2-h-4, 3$. In the following proofs, we will calculate the difference of advantages for each pair of neighboring games. As in the original proof [OT12 Section 4.3.2] we then obtain

$$\text{Adv}_A^{(0^*)}(\lambda) \leq \left| \text{Adv}_A^{(0^*)}(\lambda) - \text{Adv}_A^{(1^*)}(\lambda) \right| + \left| \text{Adv}_A^{(2-\nu^*+1)}(\lambda) - \text{Adv}_A^{(3^*)}(\lambda) \right| + \text{Adv}_A^{(3^*)}(\lambda)$$

$$+ \sum_{h=1}^{\nu} \left( \left| \text{Adv}_A^{(2-h^*+1)}(\lambda) - \text{Adv}_A^{(2-h^*+1)}(\lambda) \right| + \sum_{i=2}^{4} \left| \text{Adv}_A^{(2-h^*(i-1))}(\lambda) - \text{Adv}_A^{(2-h^*(i))}(\lambda) \right| \right)$$

$$\leq \text{Adv}_A^{(bp^*)}(\lambda) + \sum_{h=1}^{\nu} \left( \text{Adv}_A^{(bp^*)}(\lambda) + \text{Adv}_A^{(bp^*)}(\lambda) \right) + \frac{10\nu + 1}{q}$$

$$\leq \text{Adv}_A^{(DLIN)}(\lambda) + \sum_{h=1}^{\nu} \left( \text{Adv}_A^{(DLIN)}(\lambda) + \text{Adv}_A^{(DLIN)}(\lambda) \right) + \frac{22\nu + 6}{q}$$

In the above, bounds on $\text{Adv}_A^{(bp^*)}(\lambda)$, $\text{Adv}_A^{(bp^*)}(\lambda)$ and $\text{Adv}_A^{(bp^*)}(\lambda)$ are described in Lemmas 7, 8 and 9 respectively. This hybrid proof relies on both computational and information theoretical problems. The computational problems are the following:

**Basic problem 0** embeds a DLIN instance in the smallest and simplest dual pairing vector space possible. The resulting orthonormal bases are 3x3 matrices and are built using the random elements $\xi$ and $\kappa$ from the DLIN instance. The game is then to distinguish between a vector in which the middle element is zero and a vector in which the middle element is random.

**Basic problem 1** consists in distinguishing between two challenge ciphertexts. One where the third slot contains zeros, as in the actual construction, and the second where the third slot contains a randomized copy of the second slot (i.e. the vector $x$).

**Basic problem 2** consists in distinguishing between two challenge keys. One where the third slot contains zeros, as in the actual construction, and the second where the third slot contains a randomized copy of the second slot (i.e. the vector $v$).

**Basic problem 3** consists in distinguishing between two challenge keys. One where the randomized vector is in the third slot and the other where it is in the fourth slot. The second slot being all zeros in both cases.
The information theoretical problems are the following:

**Type 1** is a linear transformation inside a hidden subspace of a ciphertext. Lemma 7 [OT12] states that the advantage of a PPT adversary \( A \) in a Type 1 distinguishing game is
\[
|\text{Adv}_{A}^{(2\cdot(h-1)\cdot4)}(\lambda) - \text{Adv}_{A}^{(2\cdot(h-1))}(\lambda)| \leq \frac{2}{q}.
\]

**Type 2** is a linear transformation inside a hidden subspace of a ciphertext where the corresponding token is preserved. Lemma 9 [OT12] states that the advantage of a PPT adversary \( A \) in a Type 2 distinguishing game is
\[
|\text{Adv}_{A}^{(2\cdot(h-3))}(\lambda) - \text{Adv}_{A}^{(2\cdot(h-3))}(\lambda)| \leq \frac{8}{q}.
\]

**Type 3** is a linear transformation across both hidden and partially public subspaces. Lemma 11 [OT12] states that the advantage of a PPT adversary \( A \) in a Type 3 distinguishing game is
\[
|\text{Adv}_{A}^{(2\cdot(\cdot\cdot))}(\lambda) - \text{Adv}_{A}^{(2\cdot(\cdot\cdot))}(\lambda)| \leq \frac{1}{q}.
\]

We now give a detailed description of the needed computational problems and their respective proofs.

### 8.3 Basic Problem 0*

This is a modified version of Basic Problem 0 [OT10] Definition 18]. Let \( \lambda, \alpha \in \mathbb{N} \) and \( \beta \in \{0, 1\} \). We define a Basic Problem 0* generator, \( G_{0}^{\beta_{0}} \), which on inputs \( 1^{\lambda} \) and \( \alpha \):

1. Samples \( \kappa, \xi, \rho, \tau \overset{\$}{\leftarrow} \mathbb{F}_{q}^{\times} \) and \( \delta, \omega \overset{\$}{\leftarrow} \mathbb{F}_{q} \).
2. Samples \( (q, G, G_{T}, g, e, V, A) \overset{\$}{\leftarrow} G_{\text{dpvs}} \) and sets \( pp = (q, V, G_{T}, A, e, gT) \) where \( gT = e(g, g)^{\nu} \).
3. For \( 1 \leq \ell \leq \alpha \):
   a. Samples a random transformation, as described in Lemma 4, \( X_{\ell} = (\chi_{\ell,1}, \chi_{\ell,2}, \chi_{\ell,3}) \overset{\$}{\leftarrow} GL(3, \mathbb{F}_{q}) \) and sets \( (\nu_{\ell,1}, \nu_{\ell,2}, \nu_{\ell,3}) = ((X_{\ell})^{-1}) \).
   b. Computes \( b_{\ell,i} = \kappa \sum_{j=1}^{3} \chi_{\ell,ij} a_{j} \) and sets \( \hat{b}_{\ell} = (b_{\ell,1}, b_{\ell,2}, b_{\ell,3}) \).
   c. Computes \( b_{\ell,i}^{*} = \xi \sum_{j=1}^{3} \nu_{\ell,ij} a_{j} \) and sets \( B_{\ell}^{*} = (b_{\ell,1}^{*}, b_{\ell,2}^{*}, b_{\ell,3}^{*}) \).
   d. Set \( \omega_{\ell} = (\omega, \tau, 0)_{B_{\ell}^{*}} \).
   e. Sets \( y_{\ell}^{(0)} = (\delta, 0, \sigma)_{B_{\ell}^{*}} \) and \( y_{\ell}^{(1)} = (\delta, \rho, \sigma)_{B_{\ell}^{*}} \).
4. Returns \( pp, \{\hat{B}_{\ell}, B_{\ell}^{*}, y_{\ell}^{(0)}, y_{\ell}^{(1)}, f_{\ell}\}_{\ell=1,\ldots,\alpha} \).

Basic Problem 0* consists in guessing \( \beta \) given
\[
(pp, \{\hat{B}_{\ell}, B_{\ell}^{*}, y_{\ell}^{(0)}, y_{\ell}^{(1)}, f_{\ell}\}_{\ell=1,\ldots,\alpha, \kappa_{g}, \xi_{g}, \delta_{\xi_{g}}} \leftarrow G_{0}^{\beta_{0}}(1^{\lambda}, \alpha)).
\]

We define the advantage of a PPT machine \( A_{b_{0}^{\beta_{0}}} \) for Basic Problem 0* as
\[
\text{Adv}_{A_{b_{0}^{\beta_{0}}}}(\lambda) = \left| \Pr[A_{b_{0}^{\beta_{0}}}(1^{\lambda}, X) = 1] - \Pr[A_{b_{0}^{\beta_{0}}}(1^{\lambda}, X) = 0] \right|
\]

**Lemma 6.** For any PPT adversary \( A_{b_{0}^{\beta_{0}}} \) for Basic Problem 0*, there exists a PPT distinguisher \( D \) for the DLIN problem such that for any security parameter \( \lambda \in \mathbb{N} \),
\[
\text{Adv}_{A_{b_{0}^{\beta_{0}}}}^{\text{DLIN}}(\lambda) \leq \text{Adv}_{D}^{\text{DLIN}}(\lambda) + \frac{5}{q}.
\]

**Proof.** Let \( A_{b_{0}^{\beta_{0}}} \) be an adversary for Basic Problem 0*. We can then build \( D \), a distinguisher for the DLIN assumption, as follows:
1. \( \mathcal{D} \) receives a DLIN instance \((\text{param}_G, g, \xi g, \kappa g, \delta \xi g, \sigma \kappa g, Y^\beta)\), where \(\text{param}_G = (q, G, G_T, g, e)\) and \(Y^\beta\) is either \(Y^{(0)} = (\delta + \sigma) g\) or \(Y^{(1)} = \psi g \leftarrow G\).

2. \( \mathcal{D} \) samples \((q, V, G_T, A, e) \leftarrow G_{\text{dpsr}}(1^\lambda, 3, \text{param}_G)\).

3. \( \mathcal{D} \) computes \(g_T = e(\kappa g, \xi g) = e(g, g)^{\kappa \xi}\) and sets \(\text{pp} = (q, V, G_T, A, e, g_T)\).

4. \( \mathcal{D} \) considers\(^{17}\) the following basis vectors

\[
\begin{align*}
\mathbf{u}_1 &= (\kappa, 0, 0)_A, \\
\mathbf{u}_2 &= (-\kappa, 0, \kappa)_A, \\
\mathbf{u}_3 &= (0, 0, 0)_A
\end{align*}
\]

such that \(U = (u_1, u_2, u_3)\) is a basis of \(V\). Notice that from the given DLIN instance, \(\mathcal{D}\) can efficiently compute \(u_1, u_3\).

5. Similarly \(\mathcal{D}\) considers

\[
\begin{align*}
\mathbf{u}_1^* &= (\xi, 0, 1)_A, \\
\mathbf{u}_2^* &= (0, 0, 1)_A, \\
\mathbf{u}_3^* &= (0, 1, 1)_A
\end{align*}
\]

such that \(U^* = (u_1^*, u_2^*, u_3^*)\) is a basis of \(V\). Notice that from the given DLIN instance, \(\mathcal{D}\) can efficiently compute \(u_1^*, u_2^*, u_3^*\).

6. \( \mathcal{D} \) samples \(\eta, \varphi \leftarrow \mathbb{F}_q\) such that \(\eta \neq 0\) and sets

\[
\mathbf{v} = (\varphi g, -\eta g, \eta \kappa g) = (\varphi, -\eta, \eta \kappa)_A
\]

and

\[
\mathbf{w}^\beta = (\delta \xi g, \sigma \kappa g, Y^\beta)
\]

7. \( \mathcal{D} \) generates \(\alpha\) random linear transformations \(W_1, \ldots, W_\alpha\) on \(V\), as shown in Lemma\(^{\text{[4]}}\).

8. For \(1 \leq \ell \leq \alpha\):
   (a) \( \mathcal{D} \) calculates

\[
\begin{align*}
\mathbf{b}_{\ell,i} &= W_\ell(u_i) \text{ for } i = 1, 3, \\
\mathbf{b}_{\ell,i}^* &= (W_\ell^{-1})^T(u_i^*) \text{ for } i = 1, 2, 3
\end{align*}
\]

and sets \(\mathbf{B}_\ell = (\mathbf{b}_{\ell,1}, \mathbf{b}_{\ell,3})\) and \(\mathbf{B}_\ell^* = (\mathbf{b}_{\ell,1}^*, \mathbf{b}_{\ell,2}^*, \mathbf{b}_{\ell,3}^*)\)

(b) \( \mathcal{D} \) sets \(\mathbf{f}_\ell = W_\ell(v)\) and \(\mathbf{y}_\ell^\beta = (W_\ell^{-1})^T(w^\beta)\).

9. \( \mathcal{D} \) sends \((\text{pp}, \{\mathbf{B}_\ell, \mathbf{B}_\ell^*, \mathbf{y}_\ell^\beta, \mathbf{f}_\ell\}_{\ell=1, \ldots, \alpha}, \kappa g, \xi g, \delta \xi g)\) to \(A_{\text{bpo}}\) and returns whatever \(A_{\text{bpo}}\) sends back.

For the moment assume that \(\eta\) and \(\kappa\) are all now zero, we will later account for the probability that each could be 0. Define \(\tau \triangleq \xi^{-1}\eta\), since \(\eta \neq 0\) it holds that \(\tau \neq 0\). Similarly, define \(\omega \triangleq \tau + \kappa^{-1}\varphi\), we have

\[
\begin{align*}
\mathbf{f}_\ell &= W_\ell(v) = W_\ell((\varphi, -\eta, \eta \kappa)_A) = W_\ell((\omega - \tau)\kappa, -\tau \xi, \tau \kappa \xi)_A \\
&= W_\ell(\omega \mathbf{u}_1 + \tau \mathbf{u}_2) = W_\ell((\omega, \tau, 0)u) = (\omega, \tau, 0)\mathbf{B}_\ell
\end{align*}
\]

\(^{17}\)In the next two steps \(\mathcal{D}\) considers basis vectors of the matrices \(\Pi, \Pi^*\),

\[
\Pi = \begin{pmatrix} \kappa & -\xi & \kappa \xi \\ -\kappa & 1 & \xi \\ -\xi & 1 & 1 \end{pmatrix} \quad \Pi^* = \begin{pmatrix} \xi & 1 \\ 1 & \kappa \end{pmatrix}
\]

and observe that \(\Pi(\Pi^*)^T = \kappa \xi I_3\). \(\mathcal{D}\) cannot efficiently compute \(\Pi\).
When $\beta = 0$ and $Y^{(0)} = (\delta + \sigma)g$ we have

\[ y^{(0)}_\ell = (W^{-1}_\ell)^T (\delta \xi g, \sigma \kappa g, (\delta + \sigma)g) \]
\[ = (W^{-1}_\ell)^T ((\delta \xi, \sigma \kappa, \delta + \sigma)A) \]
\[ = (W^{-1}_\ell)^T (\delta u^*_1 + \sigma u^*_3) \]
\[ = (W^{-1}_\ell)^T ((\delta, 0, \sigma)\psi) \]
\[ = (\delta, 0, \sigma)B^*_\ell \]

When $\beta = 1$ and $Y^{(1)} = \psi g$ where $\psi \leftarrow \mathbb{F}_q$, if we define $\rho = \psi - \delta - \sigma$, we have

\[ y^{(1)}_\ell = (W^{-1}_\ell)^T (\delta \xi g, \sigma \kappa g, \psi g) \]
\[ = (W^{-1}_\ell)^T ((\delta \xi, \sigma \kappa, \rho + \delta + \sigma)g) \]
\[ = (W^{-1}_\ell)^T ((\delta \xi, \sigma \kappa, \rho + \delta + \sigma)A) \]
\[ = (W^{-1}_\ell)^T (\delta u^*_1 + \rho u^*_2 + \sigma u^*_3) \]
\[ = (W^{-1}_\ell)^T ((\delta, \rho, \sigma)\psi) \]
\[ = (\delta, \rho, \sigma)B^*_\ell \]

Since the $k$ linear maps $W_\ell$ are sampled uniformly and independently, the distribution of the bases $B_\ell$ and $B^*_\ell$ is the same as if they had been generated using $G^{b\psi^*}_b$. Then for the distributions of $f_\ell, y^{(2)}_\ell$ to match the ones of the inputs expected by $A$, we need $\kappa, \rho, \xi \neq 0$. This is true except with probability $2/q$ when $\beta = 0$, and with probability $3/q$ when $\beta = 1$. We then have:

\[ \text{Adv}^{b\psi^*_0}_b (\lambda) \leq \text{Adv}^{\text{DLIN}}_D (\lambda) + \frac{5}{q}. \]

8.4 Basic Problem 1*

This is a modified version of Problem 1 [OT12, Definition 8]. Let $\lambda, \alpha, n \in \mathbb{N}$, $\beta \in \{0, 1\}$, and set $N = 4n/\alpha + 2$. We define a Basic Problem 1* generator, $G^{b\psi^*}_{b\psi^*}$, which on inputs $1^\lambda, \alpha$ and $n$:

1. Samples $\omega, z \leftarrow \mathbb{F}_q$.
2. Samples $(\text{param}_{y^*}, \{B_\ell, B^*_\ell\}_{\ell=1,\ldots,\alpha}) \leftarrow G^{\text{PPE}^*}_b (1^\lambda, N)$.
3. For $1 \leq \ell \leq \alpha$:
   (a) Sets $\hat{B}^*_\ell = (b^*_\ell, 0, b^*_\ell, n, \ldots, b^*_\ell, 3n/\alpha, b^*_\ell, 4n/\alpha, \ldots, b^*_\ell, N/\alpha)$.
   (b) Samples $\gamma_\ell \leftarrow \mathbb{F}_q$.
   (c) Sets $g^{(0)}_{\ell,1} = (0, \omega e_1, 0^n/\alpha, 0^{n/\alpha}, 0^{n/\alpha}, \gamma_\ell)_{B_\ell}$ and $g^{(0)}_{\ell,1} = (0, \omega e_1, 0^n/\alpha, 0^{n/\alpha}, \gamma_\ell)_{B_\ell}$.
   (d) For $2 \leq i \leq n/\alpha$, sets $g_{\ell,i} = \omega b_{\ell,i}$.
4. Return $(\text{param}_{y^*}, \{B_\ell, B^*_\ell, g^{(0)}_{\ell,1}, \{g_{\ell,i}\}_{i=2,\ldots,n/\alpha}\}_{\ell=1,\ldots,\alpha})$.

Then Basic Problem 1* consists in guessing $\beta$ given

\[ (\text{param}_{y^*}, \{B_\ell, B^*_\ell, g^{(0)}_{\ell,1}, \{g_{\ell,i}\}_{i=2,\ldots,n/\alpha}\}_{\ell=1,\ldots,\alpha}) \leftarrow G^{b\psi^*}_{b\psi^*} (1^\lambda, n, \alpha). \]
We define the advantage of a PPT machine $A_{bp1*}$ for Basic Problem $1^*$ as

$$\text{Adv}_{A_{bp1*}}^{bp1^*}(\lambda) = \left| \Pr[A_{bp1^*}(1^\lambda, X) = 1 | X \leftarrow G_0^{bp1^*}(1^\lambda, n, \alpha)] - \Pr[A_{bp1^*}(1^\lambda, X) = 1 | X \leftarrow G_1^{bp1^*}(1^\lambda, n, \alpha)] \right|$$

**Lemma 7.** For any PPT adversary $A_{bp1^*}$ for Basic Problem $1^*$, there exists a PPT distinguisher $D$ for the DLIN problem such that for any security parameter $\lambda \in \mathbb{N}$,

$$\text{Adv}_{A_{bp1*}}^{bp1^*}(\lambda) \leq \text{Adv}_{A_{bp0^*}}^{bp0^*}(\lambda) \leq \text{Adv}_D^{\text{DLIN}}(\lambda) + \frac{5}{q}.$$ 

**Proof of Lemma 7.** Let $A_{bp1^*}$ be an arbitrary adversary for Basic Problem $1^*$. Then we can build $A_{bp0^*}$, an adversary for Basic Problem $0^*$ as follows:

1. Receive a Basic Problem $0^*$ instance

   $$(\text{pp}, \{\hat{B}_t, B_t^*, y_t^{(b)}; f_t\}_{t=1,\ldots,\alpha}, \kappa g, \xi g, \delta \xi g) \leftarrow G_\beta^{bp0^*}(1^\lambda, \alpha).$$

2. Extract $g_T$ and $\text{param}_G(q, G, G_T, g, e)$ from $\text{pp}$ and run

   $$(q, G, G_T, g, e, V, A) \leftarrow G_{\text{dpvs}}(1^\lambda, N, \text{param}_G)$$

   Sets $\text{param}_V = (q, V, G_T, A, e, g_T)$.

3. For $1 \leq \ell \leq \alpha$:

   (a) Sample a random linear transformation $W_\ell$ on $V$, $W_\ell = (w_{\ell,1}, \ldots, w_{\ell,N}) \overset{\$}{\leftarrow} GL(N, \mathbb{F}_q)$.

   (b) Compute $g_\ell^{(b)} = W_\ell(0, y^{(b)}, 0^{N-4})$. (Recall that $y^{(b)} \in \mathbb{G}^3$.)

   (c) For $2 \leq i \leq n$, compute $g_{\ell,i} = W_\ell(0^i, \delta \xi g, 0^{N-i-1})$.

   (d) Compute:

   $$d_{\ell,1} = W_\ell(0, b^*_\ell, 0^{N-4}),$$

   $$d_{\ell,n/\alpha+1} = W_\ell(0, b^*_{\ell,2}, 0^{N-4}),$$

   $$d_{\ell,N} = W_\ell(0, b^*_{\ell,3}, 0^{N-4}),$$

   $$\{d_{\ell,i} = W_\ell(0^{i+1}, \xi g, 0^{N-i-2})\}_{i=2,\ldots,n/\alpha},$$

   $$\{d_{\ell,i} = W_\ell(0^i, \xi g, 0^{N-i-1})\}_{n/\alpha+2,\ldots,N-1}.$$

   (e) Consider the following vectors ($d_{\ell,n/\alpha+1}^*$ is not efficiently computable)

   $$d_{\ell,1}^* = (W_\ell^{-1})^T(0, b_{\ell,1}, 0^{N-4}),$$

   $$d_{\ell,n/\alpha+1}^* = (W_\ell^{-1})^T(0, b_{\ell,2}, 0^{N-4}),$$

   $$d_{\ell,N}^* = (W_\ell^{-1})^T(0, b_{\ell,3}, 0^{N-4}),$$

   $$\{d_{\ell,i}^* = (W_\ell^{-1})^T(0^{i+1}, \kappa g, 0^{N-i-2})\}_{i=2,\ldots,n/\alpha},$$

   $$\{d_{\ell,i}^* = (W_\ell^{-1})^T(0^i, \kappa g, 0^{N-i-1})\}_{n/\alpha+2,\ldots,N-1}.$$

   (f) $A_{bp0^*}$ sets $D_\ell = (d_{\ell,0}, \ldots, d_{\ell,N})$ and $\hat{D}_\ell = (d_{\ell,1}^*, \ldots, d_{\ell,n/\alpha}^*, d_{\ell,3n/\alpha+1}^*, \ldots, d_{\ell,N}^*)$.

4. Send $(\text{param}_V, \{D_\ell, \hat{D}_\ell, g_{\ell,1}^{(b)}; g_{\ell,i}; t=1,\ldots,\alpha\}_{t=1,\ldots,n})$ to $A_{bp1^*}$ and output the response bit.
From $\hat{B}_\ell = (b_\ell,1, b_\ell,3)$ and $\xi g$, $A_{bp0^*}$ is only able to compute $d_{\ell,i}^*$ for $i = 0, \cdots, n/\alpha, n/\alpha + 2, \cdots, N$. From $B^* = (b_{\ell,1}^*, b_{\ell,2}^*, b_{\ell,3}^*)$ and $\kappa g$, $A_{bp^0}$ is able to compute $d_{\ell,i}$ for $i = 0, \cdots, N$. Then for $1 \leq \ell \leq \alpha$, $D_\ell$ and $D_\ell^*$ are dual orthonormal bases. Then when we define

$$\omega \overset{\text{def}}{=} \delta, \gamma \overset{\text{def}}{=} \sigma, z = \rho,$$

we have

$$g_{\ell,1}^{(0)} = (0, \omega e_1, 0, n/\alpha, \gamma)_{D_\ell},$$
$$g_{\ell,1}^{(1)} = (0, \omega e_1, ze_1, 0, n/\alpha, \gamma)_{D_\ell},$$

and for $2 \leq i \leq n, g_{\ell,i} = \omega d_{\ell,i}$. We then have $\text{Adv}_{A_{bp^1}}^b(\lambda) \leq \text{Adv}_{A_{bp^0}}^{bp^0}(\lambda) \leq \text{Adv}^{\text{DLIN}}_D(\lambda) + 5/q$.

**Linear Algebra** In the below we show that the linear system is properly prepared. Without loss of generality consider $\alpha = 1$. Then from BP0*, we have:

$$u_1^* = (\xi, 0, 1)_A = (\xi g, 0, g)$$
$$u_2^* = (0, 0, 1)_A = (0, 0, g)$$
$$u_3^* = (0, \kappa, 1)_A = (0, \kappa g, g)$$

The matrix $(X^{-1})^T$ (from Basic Problem 0* ) is a random linear transformation (i.e. a random $3 \times 3$ matrix):

$$(X^{-1})^T = \begin{pmatrix} x_{1,1} & x_{1,2} & x_{1,3} \\ x_{2,1} & x_{2,2} & x_{2,3} \\ x_{3,1} & x_{3,2} & x_{3,3} \end{pmatrix}$$

As a result for $B^* = (b_1^*, b_2^*, b_3^*)$ :

$$b_1^* = (X^{-1})^T(u_1^*) = (X^{-1})^T(\xi g, 0, g)$$
$$= ((x_{1,1} \xi + x_{1,3})g, (x_{2,1} \xi + x_{2,3})g, (x_{3,1} \xi + x_{3,3})g)$$
$$b_2^* = (X^{-1})^T(u_2^*)$$
$$= (X^{-1})^T(0, 0, g)$$
$$= (x_{1,3}g, x_{2,3}g, x_{3,3}g)$$
$$b_3^* = (X^{-1})^T(u_3^*)$$
$$= (X^{-1})^T(0, \kappa g, g)$$
$$= ((x_{1,2} \kappa + x_{1,3})g, (x_{2,2} \kappa + x_{2,3})g, (x_{3,2} \kappa + x_{3,3})g)$$

From BP1* we have the random linear transformation (i.e. random $N \times N$ matrix) $W$:

$$W = \begin{pmatrix} w_{1,1} & \cdots & w_{1,N} \\ \vdots & \ddots & \vdots \\ w_{N,1} & \cdots & w_{N,N} \end{pmatrix}$$
and we obtain $\mathbf{D} = (d_0, \cdots, d_{N-1})$ as follows:

$$d_j = W(0^{j+1}, \xi g, 0^{N-j-2}) = (w_{1,j+2} \xi g, \cdots, w_{N,j+2} \xi g), \text{ for } j \in \{0, 2, 3, \cdots, \lfloor n/\alpha \rfloor\},$$

$$d_1 = W(0, b_1^*, 0^{N-4}) = W\left(0, (x_{1,1} \xi + x_{1,3})g, (x_{2,1} \xi + x_{2,3})g, (x_{3,1} \xi + x_{3,3})g, 0^{N-4}\right) = \left((w_{1,2}x_{1,1} + w_{1,3}x_{2,1} + w_{1,4}x_{3,1}) \xi g + (w_{1,2}x_{1,3} + w_{1,3}x_{2,3} + w_{1,4}x_{3,3})g\right)_{i=1,\cdots,N},$$

$$d_{n/\alpha+1} = W(0, b_2^*, 0^{N-4}) = W\left(0, x_{1,3}g, x_{2,3}g, x_{3,3}g, 0^{N-4}\right) = \left((w_{1,2}x_{1,3} + w_{1,3}x_{2,3} + w_{1,4}x_{3,3})g\right)_{i=1,\cdots,N},$$

$$d_j = W(0, b_j^*, 0^{N-j-1}) = \left((w_{1,j+1} \xi g, \cdots, w_{N,j+1} \xi g\right), \text{ for } j \in \{n/\alpha + 2, \cdots, N-1\},$$

$$d_{N-1} = W(0, b_{N-1}^*, 0^{N-4}) = W\left(0, (x_{1,2} \xi + x_{1,3})g, (x_{2,2} \xi + x_{2,3})g, (x_{3,2} \xi + x_{3,3})g, 0^{N-4}\right) = \left((w_{1,2}x_{1,2} + w_{1,3}x_{2,2} + w_{1,4}x_{3,2}) \xi g + (w_{1,2}x_{1,3} + w_{1,3}x_{2,3} + w_{1,4}x_{3,3})g\right)_{i=1,\cdots,N},$$

Similarly, from BP0* we have:

$$y^{(0)} = (\delta, 0, \sigma)_{\mathbf{B}^*} = \left((x_{i,1} \xi + x_{i,3}) \sigma g + (x_{i,2} \xi + x_{i,3}) \sigma g\right)_{i=1,2,3},$$

$$y^{(1)} = (\delta, \rho, \sigma)_{\mathbf{B}^*} = \left((x_{i,1} \xi + x_{i,3}) \sigma g + \rho x_{i,3}g + (x_{i,2} \xi + x_{i,3}) \sigma g\right)_{i=1,2,3}$$

From BP1* we have:

$$g_1^{(0)} = W(0, y^{(0)}, 0^{N-4}) = W\left(0, (x_{1,1} \xi + x_{1,3}) \delta G + (x_{2,1} \xi + x_{2,3}) \delta g + (x_{3,1} \xi + x_{3,3}) \delta g + (x_{2,2} \xi + x_{2,3}) \sigma g, (x_{3,1} \xi + x_{3,3}) \delta g + (x_{3,2} \xi + x_{3,3}) \sigma g, 0^{N-4}\right) = \left((w_{1,2}x_{1,1} + w_{1,3}x_{2,1} + w_{1,4}x_{3,1}) \delta g + (w_{1,2}x_{1,3} + w_{1,3}x_{2,3} + w_{1,4}x_{3,3}) \delta g + (w_{1,2}x_{1,2} + w_{1,3}x_{2,2} + w_{1,4}x_{3,2}) \sigma \delta g + (w_{1,2}x_{1,3} + w_{1,3}x_{2,3} + w_{1,4}x_{3,3}) \sigma g\right)_{i=1,\cdots,N},$$

and

$$g_1^{(1)} = W(0, y^{(1)}, 0^{N-4}) = W\left(0, (x_{1,1} \xi + x_{1,3}) \delta g + (x_{2,1} \xi + x_{2,3}) \delta g + (x_{3,1} \xi + x_{3,3}) \delta g + (x_{2,2} \xi + x_{2,3}) \sigma g, (x_{3,1} \xi + x_{3,3}) \delta g + (x_{3,2} \xi + x_{3,3}) \sigma g, 0^{N-4}\right) = \left((w_{1,2}x_{1,1} + w_{1,3}x_{2,1} + w_{1,4}x_{3,1}) \delta g + (w_{1,2}x_{1,3} + w_{1,3}x_{2,3} + w_{1,4}x_{3,3}) \delta g + (w_{1,2}x_{1,2} + w_{1,3}x_{2,2} + w_{1,4}x_{3,2}) \sigma \delta g + (w_{1,2}x_{1,3} + w_{1,3}x_{2,3} + w_{1,4}x_{3,3}) \sigma g\right)_{i=1,\cdots,N}.$$
Notice that for $\omega \overset{def}{=} \delta$, $z \overset{def}{=} \rho$ and $\gamma \overset{def}{=} \sigma$:

$$(0, \omega e_1, 0^{n/\alpha}, 0^n, \gamma)_D = (0, \delta, 0^n/\alpha-1, 0^n/\alpha, 0^n, \sigma)_D$$

$$= \delta d_2 + \sigma d_{n/\alpha}$$

$$= \left( (w_{i,2}x_{1,1} + w_{i,3}x_{2,1} + w_{i,4}x_{3,1})\delta \xi g \\
+ (w_{i,2}x_{1,3} + w_{i,3}x_{2,2} + w_{i,4}x_{3,2})\delta g \\
+ (w_{i,2}x_{1,2} + w_{i,3}x_{2,2} + w_{i,4}x_{3,2})\sigma \kappa g \\
+ (w_{i,2}x_{1,3} + w_{i,3}x_{2,3} + w_{i,4}x_{3,3})\sigma g \right)_{i=1,\cdots,N}$$

$$= g_1^{(0)}$$

$$(0, \omega e_1, 0^{n/\alpha}, \gamma)_D = (0, \delta, 0^n/\alpha-1, 0^n/\alpha, 0^n, \sigma)_D$$

$$= \delta d_2 + \rho d_{n/\alpha+1} + \sigma d_N$$

$$= \left( (w_{i,2}x_{1,1} + w_{i,3}x_{2,1} + w_{i,4}x_{3,1})\delta \xi g \\
+ (w_{i,2}x_{1,3} + w_{i,3}x_{2,2} + w_{i,4}x_{3,3})\delta g \\
+ (w_{i,2}x_{1,2} + w_{i,3}x_{2,2} + w_{i,4}x_{3,2})\sigma \kappa g \\
+ (w_{i,2}x_{1,3} + w_{i,3}x_{2,3} + w_{i,4}x_{3,3})\sigma g \right)_{i=1,\cdots,N}$$

$$= g_1^{(1)}$$

This completes the proof of Lemma 7. \hfill \Box

### 8.5 Basic Problem 2*

This is a modified version of Problem 2 [OT12, Definition 9]. Let $\lambda, \alpha, n \in \mathbb{N}$ and $\beta \in \{0, 1\}$ and set $N = 4n/\alpha + 2$. We define a Basic Problem 2* generator, $G_{\beta^{bp2^*}} (1^\lambda, \alpha, n)$:

1. Sample $\delta, \delta_0, \tau, \omega, \sigma \leftarrow \mathbb{F}_q$.

2. Sample $(\text{param}_Y, \{B_\ell, B_\ell^*\}_{\ell=1,\cdots,\alpha}) \leftarrow G_{ob}^{\text{IPE}^*} (1^\lambda, N)$.

3. For $1 \leq \ell \leq \alpha$ set

   $$B_\ell = (b_{\ell,0}, \cdots, b_{\ell,n/\alpha}, b_{\ell,3n/\alpha+1} \cdots, b_{\ell,N})$$

4. For $1 \leq \ell \leq \alpha$, for $1 \leq i \leq n/\alpha$:
   
   (a) Set $h_{\ell,i}^{(0)} = (0, \delta e_i, 0^{n/\alpha}, 0^{n/\alpha}, \delta_0 e_i, 0)_{B_\ell}$ and $h_{\ell,i}^{(1)} = (0, \delta e_i, \tau e_i, 0^{n/\alpha}, \delta_0 e_i, 0)_{B_\ell}$.

   (b) Set $g_{\ell,i} = (0, \omega e_i, 0^{n/\alpha}, 0^{n/\alpha}, 0)_{B_\ell}$.

5. Return

   $$(\text{param}_Y, \{B_\ell, B_\ell^*, \{h_{\ell,i}^{(\beta)}, g_{\ell,i}\}_{i=1,\cdots,n/\alpha}\}_{\ell=1,\cdots,\alpha})$$

Basic Problem 2* is to guess $\beta$ given

$$(\text{param}_Y, \{B_\ell, B_\ell^*, \{h_{\ell,i}^{(\beta)}, g_{\ell,i}\}_{i=1,\cdots,n/\alpha}\}_{\ell=1,\cdots,\alpha}) \leftarrow G_{\beta^{bp2^*}} (1^\lambda, n, \alpha)$$

We define the advantage of a PPT machine $A_{bp2^*}$ for Basic Problem 2* as

$$\text{Adv}_{A_{bp2^*}} (\lambda) = \left| \Pr[A_{bp2^*}(1^\lambda, X) = 1 | X \leftarrow G_0^{bp2^*}(1^\lambda, n, \alpha)] - \Pr[A_{bp2^*}(1^\lambda, X) = 1 | X \leftarrow G_1^{bp2^*}(1^\lambda, n, \alpha)] \right|$$
Lemma 8. Let $\lambda \in \mathbb{N}$ be a security parameter. For any PPT adversary $A_{bp2^*}$ for Basic Problem $0^*$, there exists a PPT adversary $A_{bp0^*}$ for Basic Problem $0^*$ and a PPT distinguisher $D$ for the DLIN problem such that,

$$\text{Adv}^\text{bp2^*}_{A_{bp2^*}}(\lambda) = \text{Adv}^\text{bp0^*}_{A_{bp0^*}}(\lambda) \leq \text{Adv}^\text{DLIN}_D(\lambda) + \frac{5}{q}.$$

Proof of Lemma. Let $A_{bp2^*}$ be an arbitrary adversary for Basic Problem $2^*$. Then we can build $A_{bp0^*}$, an adversary for Basic Problem $0^*$ as follows:

1. Receive a Basic Problem $0^*$ instance

$$\langle \text{pp}, \{\tilde{B}_\ell, B_\ell, y_\ell(\beta), f_\ell \rangle \ell=1,\ldots,\alpha, \kappa g, \xi g, \delta g \rangle \leftarrow \mathcal{G}_\beta^{bp0^*}(1^\lambda, \alpha).$$

2. Extract $g_T$ and $\text{param}_G(q, G, \mathbb{G}_T, G, e)$ from $\text{pp}$, run $(q, \mathbb{G}_T, A, e) \leftarrow \mathcal{G}_{dpva}(1^\lambda, N, \text{param}_G)$. Set $\text{param}_V = (q, V, \mathbb{G}_T, A, e, g_T)$.

3. For $1 \leq \ell \leq \alpha$:

   (a) Sample a random linear transformation $W_\ell = (w_{\ell,1}, \ldots, w_{\ell,N}) \leftarrow \mathcal{G}(N, \mathbb{F}_q).

   (b) For $1 \leq i \leq n/\alpha$, compute

   $$g_{\ell,i} = W_\ell(0,0^{\beta(i-1)}, f_\ell, 0^{\beta(n-i)}, 0).$$

   (c) For $1 \leq i \leq n/\alpha$, compute

   $$h_{\ell,i}^{(\beta)} = (W_\ell^{-1})^T(0,0^{\beta(i-1)}, y_\ell^{(\beta)}, 0^{\beta(N-i)}, 0).$$

   (d) Compute $d_{\ell,0} = W_\ell(\kappa g, 0^{N-1})$ and $d_{\ell,N} = W_\ell(0^{N-1}, \kappa g)$.

   (e) For $1 \leq i \leq n/\alpha$ and $1 \leq j \leq 3$, compute

   $$d_{\ell,(i-1)+j} = W_\ell(0,0^{\beta(i-1)}, b_{\ell,j}, 0^{\beta(n-i)}, 0).$$

   (f) Compute $d_{\ell,0}^* = (W_\ell^{-1})^T(\xi g, 0^{N-1})$ and $d_{\ell,N}^* = (W_\ell^{-1})^T(0^{N-1}, \xi g)$.

   (g) For $1 \leq i \leq n/\alpha$ and $1 \leq j \leq 3$, compute

   $$d_{\ell,(i-1)+j}^* = (W_\ell^{-1})^T(0,0^{\beta(i-1)}, b_{\ell,j}^*, 0^{\beta(n-i)}, 0).$$

   (h) Sets $D_\ell^* = (d_{\ell,0}^*, \ldots, d_{\ell,N}^*)$ and $D_\ell = (d_{\ell,0}, \ldots, d_{\ell,n/\alpha}, d_{\ell,2n/\alpha+1}, \ldots, d_{\ell,N})$.

4. Send

$$\langle \text{param}_V, \{D_\ell^*, \hat{D}_\ell, \{h_{\ell,i}^{(\beta)}, g_{\ell,i}\} \ell=1,\ldots,\alpha, \alpha \rangle \ell=1,\ldots,\alpha \rangle$$

to $A_{bp2^*}$.

5. Return $\beta'$ from $A_{bp2^*}$.

From $\tilde{B}_\ell = (b_{\ell,1}, b_{\ell,3})$ and $\xi g$, $A_{bp0^*}$ is able to compute $d_{\ell,j}$ for $j = 0, \ldots, n/\alpha, 2n/\alpha + 1, \ldots, N$. Similarly, from $B_\ell = (b_{\ell,1}, b_{\ell,2}, b_{\ell,3})$ and $\kappa g$, $A_{bp0^*}$ can compute $d_{\ell,j}$ for $j = 0, \ldots, N$. Then for $1 \leq \ell \leq \alpha$, $D_\ell$ and $D_\ell^*$ are dual orthonormal bases. Then we have for $1 \leq i \leq n/\alpha$:

$$h_{\ell,i}^{(0)} = (0, \delta e_i, 0^{n/\alpha}, 0^{n/\alpha}, 0, \sigma e_i, 0)^T_{D_\ell^*},$$

$$h_{\ell,i}^{(1)} = (0, \delta e_i, \rho e_i, 0^{n/\alpha}, 0, \sigma e_i, 0)^T_{D_\ell^*},$$

$$g_{\ell,i} = (0, \omega e_i, \tau e_i, 0^{n/\alpha}, 0^{n/\alpha}, 0, 0)^T_{D_\ell^*}.$$

We then have

$$\text{Adv}^\text{bp2^*}_{A_{bp2^*}}(\lambda) = \text{Adv}^\text{bp0^*}_{A_{bp0^*}}(\lambda) \leq \text{Adv}^\text{DLIN}_D(\lambda) + \frac{5}{q}.$$

This completes the proof of Lemma. \[\square\]
8.6 Basic Problem 3*

This is a modified version of Problem 3 (OT12, Definition 10). Let \( \lambda, \alpha, n \in \mathbb{N} \) and \( \beta \in \{0, 1\} \), and set \( N = 4n/\alpha + 2 \). We define a Basic Problem 3* generator, \( G_{\beta}^{bp3*} \), which on inputs \( 1^\lambda, \alpha \) and \( n \):

1. Samples \( \tau, \delta_0, \omega', \omega'', \kappa', \kappa'' \sim \mathbb{F}_q \).
2. Samples \( (\text{param}_V, \{B_{\ell}, B_{\ell}^*\}_{\ell=1, \ldots, \alpha}) \leftarrow G_{\text{obs}}^{\text{IPE}^*}(1^\lambda, N, \alpha) \).
3. For \( 1 \leq \ell \leq \alpha \):
   (a) Set \( \hat{B}_{\ell} = (b_{\ell,0}, \ldots, b_{\ell,n/\alpha}, b_{\ell,3n/\alpha+1}, \ldots, b_{\ell,N-1}) \).
   (b) Sets \( B_{\ell}^* = (b_{\ell,0}, \ldots, b_{\ell,n/\alpha}, b_{\ell,2n/\alpha+1}, \ldots, b_{\ell,N-1}) \).
4. For \( 1 \leq \ell \leq \alpha \), for \( 1 \leq i \leq n/\alpha \):
   (a) Sets \( h^{(0)}_{\ell,i} = (0, 0^{n/\alpha}, \tau e_i, 0^{n/\alpha}, \delta_0 e_i, 0)_{B_{\ell}^*} \).
   (b) Sets \( g_{\ell,i} = (0, 0^{n/\alpha}, \omega' e_i, 0^{n/\alpha}, 0)_{B_{\ell}} \).
   (c) Sets \( f_{\ell,i} = (0, 0^{n/\alpha}, \kappa' e_i, 0^{n/\alpha}, 0)_{B_{\ell}} \).
5. Return \( (\text{param}_V, \{B_{\ell}, B_{\ell}^*, h^{(\beta)}_{\ell,i}, g_{\ell,i}, f_{\ell,i}\}_{\ell=1, \ldots, \alpha}) \).

Basic Problem 3* consists in guessing \( \beta \) given

\[
(\text{param}_V, \{B_{\ell}, B_{\ell}^*, h^{(\beta)}_{\ell,i}, g_{\ell,i}, f_{\ell,i}\}_{\ell=1, \ldots, \alpha}) \leftarrow G_{\beta}^{bp3*}(1^\lambda, n, \alpha).
\]

We define the advantage of a PPT machine \( A_{bp3*} \) for Basic Problem 3* as

\[
\text{Adv}_{A_{bp3*}}(\lambda) = \left| \Pr[A_{bp3*}(1^\lambda, X) = 1 \mid X \leftarrow G_{0}^{bp3*}(1^\lambda, n, \alpha)] - \Pr[A_{bp3*}(1^\lambda, X) = 1 \mid X \leftarrow G_{1}^{bp3*}(1^\lambda, n, \alpha)] \right|
\]

**Lemma 9.** For any PPT adversary \( A_{bp3*} \) for Basic Problem 3*, there exists a PPT distinguisher \( D \) for the DLIN problem such that for any security parameter \( \lambda \in \mathbb{N} \),

\[
\text{Adv}_{A_{bp3*}}(\lambda) \leq \text{Adv}_{A_{bp2*}}^{bp2^*}(\lambda) + \frac{2}{q} \leq \text{Adv}_{D}^{\text{DLIN}}(\lambda) + \frac{7}{q}.
\]

**Proof of Lemma** Basic Problem 3* can be decomposed into two experiments, Experiment 3-1 and 3-2 (Definitions 12 and 13 respectively). We will show that these two games are close and then use the triangle inequality. We now define these experiments.

**Definition 12** (Experiment 3-1). Let \( \eta \in \{0, 1\} \). We define the Experiment 3-1 generator \( G_{\eta}^{\exp3-1}(1^\lambda, n, \alpha) \):

1. Samples \( (\text{param}_V, \{B_{\ell}, B_{\ell}^*\}_{1 \leq \ell \leq \alpha}) \leftarrow G_{\text{obs}}^{\text{IPE}^*}(1^\lambda, N, \alpha) \).
2. For \( 1 \leq \ell \leq \alpha \), sets \( B_{\ell} = (b_{\ell,0}, \ldots, b_{\ell,n/\alpha}, b_{\ell,3n/\alpha+1}, \ldots, b_{\ell,N}) \) and \( \hat{B}_{\ell} = (b_{\ell,0}, \ldots, b_{\ell,n/\alpha}, b_{\ell,2n/\alpha+1}, \ldots, b_{\ell,N}) \).
3. Samples \( \tau, \tau', \delta_0, \omega', \omega'', \kappa', \kappa'' \sim \mathbb{F}_q \).
4. For \( 1 \leq \ell \leq \alpha \), for \( 1 \leq i \leq n/\alpha \) set:
   \[
   h^{(0)}_{\ell,i} = (0, 0^{n/\alpha}, \tau e_i, 0^{n/\alpha}, \delta_0 e_i, 0)_{B_{\ell}^*},
   h^{(1)}_{\ell,i} = (0, 0^{n/\alpha}, \tau e_i, \tau' e_i, \delta_0 e_i, 0)_{B_{\ell}^*},
   g_{\ell,i} = (0, 0^{n/\alpha}, \omega' e_i, 0^{n/\alpha}, 0)_{B_{\ell}},
   f_{\ell,i} = (0, 0^{n/\alpha}, \kappa' e_i, 0^{n/\alpha}, 0)_{B_{\ell}}.
   \]
5. Return \((\text{param}_y, \{\hat{B}_t, \hat{B}_t^*, \{h_{t,i}^{(n)}; g_{t,i}, f_{t,i}\}_{i=1,\ldots,n/\alpha}\}_{t=1,\ldots,\alpha})\).

**Experiment 3-1** consists in guessing \(\eta \in \{0, 1\}\) given
\[
(\text{param}_y, \{\hat{B}_t, \hat{B}_t^*, \{h_{t,i}^{(n)}; g_{t,i}, f_{t,i}\}_{i=1,\ldots,n/\alpha}\}_{t=1,\ldots,\alpha}) \leftarrow \mathcal{G}_\eta^{\text{exp}-1}(1^\lambda, n, \alpha).
\]

We define the advantage of a PPT machine \(D\) for **Experiment 3-1** as
\[
\text{Adv}_D^{\exp-1}(\lambda) = \left| \Pr[D(1^\lambda, X) = 1 \mid X \leftarrow \mathcal{G}_0^{\exp-1}(1^\lambda, n, \alpha)] - \Pr[D(1^\lambda, X) = 1 \mid X \leftarrow \mathcal{G}_1^{\exp-1}(1^\lambda, n, \alpha)] \right|
\]

**Definition 13** (**Experiment 3-2**). Let \(\eta \in \{1, 2\}\). We define the **Experiment 3-2** generator \(\mathcal{G}_\eta^{\exp-2}(1^\lambda, n, \alpha)\):

1. Samples \((\text{param}_y, \{\hat{B}_t, \hat{B}_t^*, \{h_{t,i}^{(n)}; g_{t,i}, f_{t,i}\}_{i=1,\ldots,n/\alpha}\}_{t=1,\ldots,\alpha}) \leftarrow \mathcal{G}_\eta^{\text{OPE}}(1^\lambda, N, \alpha).

2. For \(1 \leq \ell \leq \alpha\), sets
\[
\hat{B}_\ell = (b_{\ell,0}, \ldots, b_{\ell,n/\alpha}, b_{\ell,3n\alpha+1}, \ldots, b_{\ell,N})
\]
\[
\hat{B}_\ell^* = (b_{\ell,0}^*, \ldots, b_{\ell,n/\alpha}^*, b_{\ell,2n\alpha+1}, \ldots, b_{\ell,N}^*).
\]

3. Samples \(\tau, \tau', \delta_0, \omega', \omega'', \kappa', \kappa'' \leftarrow \mathbb{F}_q\).

4. For \(1 \leq \ell \leq \alpha\), for \(1 \leq i \leq n/\alpha\) set:
\[
h_{t,i}^{(1)} = (0, 0^{n/\alpha}, \tau e_i, \tau' e_i, \delta_0 e_i, 0)_{B_t},
\]
\[
h_{t,i}^{(2)} = (0, 0^{n/\alpha}, \tau' e_i, \delta_0 e_i, 0)_{B_t},
\]
\[
g_{t,i} = (0, 0^{n/\alpha}, \omega' e_i, \omega'' e_i, 0^{n/\alpha}, 0)_{B_t},
\]
\[
f_{t,i} = (0, 0^{n/\alpha}, \kappa' e_i, \kappa'' e_i, 0^{n/\alpha}, 0)_{B_t}.
\]

5. Return \((\text{param}_y, \{\hat{B}_t, \hat{B}_t^*, \{h_{t,i}^{(n)}; g_{t,i}, f_{t,i}\}_{i=1,\ldots,n/\alpha}\}_{t=1,\ldots,\alpha})\).

**Experiment 3-2** consists in guessing \(\eta \in \{1, 2\}\) given
\[
(\text{param}_y, \{\hat{B}_t, \hat{B}_t^*, \{h_{t,i}^{(n)}; g_{t,i}, f_{t,i}\}_{i=1,\ldots,n/\alpha}\}_{t=1,\ldots,\alpha}) \leftarrow \mathcal{G}_\eta^{\exp-1}(1^\lambda, n, \alpha).
\]

We define the advantage of a PPT machine \(D\) for **Experiment 3-2** as
\[
\text{Adv}_D^{\exp-2}(\lambda) = \left| \Pr[D(1^\lambda, X) = 1 \mid X \leftarrow \mathcal{G}_1^{\exp-2}(1^\lambda, n, \alpha)] - \Pr[D(1^\lambda, X) = 1 \mid X \leftarrow \mathcal{G}_2^{\exp-2}(1^\lambda, n, \alpha)] \right|
\]

**Lemma 10.** For any PPT distinguisher \(D\) and for any security parameter \(\lambda \in \mathbb{N}\),
\[
\text{Adv}_D^{\exp-1}(\lambda) \leq \frac{1}{q}
\]

**Proof.** Sample \(\theta \leftarrow \mathbb{F}_q\). Then for \(1 \leq i \leq n/\alpha\) set
\[
d_{\ell,2n/\alpha+i} = b_{\ell,2n/\alpha+i} - \theta b_{\ell,n/\alpha+i},
\]
\[
d_{\ell,2n/\alpha+i}^* = b_{\ell,n/\alpha+i}^* - \theta b_{\ell,2n/\alpha+i}^*.
\]

For \(1 \leq \ell \leq \alpha\), define
\[
D_{\ell} = (b_{\ell,0}, \ldots, b_{\ell,2n/\alpha}, d_{\ell,2n/\alpha+1}, \ldots, d_{\ell,3n/\alpha}, b_{\ell,3n/\alpha+1}, \ldots, b_{\ell,N-1}),
\]
\[
D_{\ell}^* = (b_{\ell,0}^*, \ldots, b_{\ell,n/\alpha}^*, d_{\ell,n/\alpha+1}^*, \ldots, d_{\ell,2n/\alpha}^*, b_{\ell,2n/\alpha+1}^*, \ldots, b_{\ell,N-1}^*)
\]
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which form dual orthonormal bases. Then we have
\[ h_{\ell,i}^{(0)} = (0, 0^{\ell_{\ell,i}/\alpha}, \tau e_i, 0^{\ell_{\ell,i}/\alpha}, \delta e_i, 0)_{B^*_\ell} \]
\[ = (0, 0^{\ell_{\ell,i}/\alpha}, \tau e_i, \tau' e_i, \delta e_i, 0)_{D^*_\ell} \]
\[ g_{\ell,i} = (0, 0^{\ell_{\ell,i}/\alpha}, \omega e_i, \omega' e_i, 0^{\ell_{\ell,i}/\alpha}, 0)_{B^*_\ell} \]
\[ = (0, 0^{\ell_{\ell,i}/\alpha}, \omega e_i, \omega' e_i, 0^{\ell_{\ell,i}/\alpha}, 0)_{D^*_\ell} \]
\[ f_{\ell,i} = (0, 0^{\ell_{\ell,i}/\alpha}, \kappa' e_i, \kappa'' e_i, 0^{\ell_{\ell,i}/\alpha}, 0)_{B^*_\ell} \]
\[ = (0, 0^{\ell_{\ell,i}/\alpha}, \kappa' e_i, \kappa'' e_i, 0^{\ell_{\ell,i}/\alpha}, 0)_{D^*_\ell} \]

In the above, \( \tau' = -\theta \tau, \omega' = \omega' + \theta \omega'' \) and \( \kappa' = \kappa' + \theta \kappa'' \). Notice that since \( \theta, \omega' \) and \( \kappa' \) are sampled independently and uniformly, then \( \tau', \omega' \) and \( \kappa' \) are independently and uniformly distributed except when \( \tau = 0 \), which happens with probability \( 1/q \). As a result, the distributions when \( \eta = 0 \) and when \( \eta = 1 \) are equivalent, except with probability \( 1/q \).

**Lemma 11.** For any PPT distinguisher \( D \) for Experiment 3-2, there is a PPT adversary \( A_{bp2}^* \) for Basic Problem 2* such that for any security parameter \( \lambda \in \mathbb{N}, \)
\[ \text{Adv}_{D}^{\text{Exp}}(\lambda) \leq \text{Adv}_{A_{bp2}^*}(\lambda) + \frac{1}{q} \]

**Proof.** Suppose we have a PPT distinguisher \( D \) for Experiment 3-2, then we can build a PPT adversary \( A_{bp2}^* \) for Basic Problem 2*. On receiving a Basic Problem 2* instance \( \langle \text{param}_{\beta}, \{B_{\ell}, B^*_{\ell}, \{h_{\ell,i}^{(\beta)}, g_{\ell,i} \}_{i=1,\ldots,n/\alpha} \}_{\ell=1,\ldots,\alpha} \rangle, A_{bp2}^* \) sets, for \( 1 \leq \ell \leq \alpha, \)
\[ D_{\ell} = (b_{\ell,0}, b_{\ell,2n/\alpha+1}, \ldots, b_{\ell,3n/\alpha}, b_{\ell,n/\alpha+1}, \ldots, b_{\ell,2n/\alpha}, b_{\ell,1}, \ldots, b_{\ell,n/\alpha}, b_{\ell,3n/\alpha+1}, \ldots, b_{\ell,N-1}) \]
\[ \hat{D}_{\ell} = (b_{\ell,0}, b_{\ell,2n/\alpha+1}, \ldots, b_{\ell,3n/\alpha}, b_{\ell,n/\alpha+1}, \ldots, b_{\ell,2n/\alpha}, b_{\ell,1}, \ldots, b_{\ell,n/\alpha}, b_{\ell,3n/\alpha+1}, \ldots, b_{\ell,N-1}) \]
and
\[ D^*_{\ell} = (b^*_{\ell,0}, b^*_{\ell,2n/\alpha+1}, \ldots, b^*_{\ell,3n/\alpha}, b^*_{\ell,n/\alpha+1}, \ldots, b^*_{\ell,2n/\alpha}, b^*_{\ell,1}, \ldots, b^*_{\ell,n/\alpha}, b^*_{\ell,3n/\alpha+1}, \ldots, b^*_{\ell,N-1}) \]
\[ \hat{D}^*_{\ell} = (b^*_{\ell,0}, b^*_{\ell,2n/\alpha+1}, \ldots, b^*_{\ell,3n/\alpha}, b^*_{\ell,n/\alpha+1}, \ldots, b^*_{\ell,2n/\alpha}, b^*_{\ell,1}, \ldots, b^*_{\ell,n/\alpha}, b^*_{\ell,3n/\alpha+1}, \ldots, b^*_{\ell,N-1}) \]

Then \( A_{bp2}^* \) samples \( \eta_1, \eta_2 \overset{\$}{\leftarrow} \mathbb{F}_q \) and sets
\[ f_{\ell,i} = \eta_1 b_{\ell,i} + \eta_2 e_i, \text{ for } 1 \leq i \leq n/\alpha \]
\( A_{bp2}^* \) sends
\[ \langle \text{param}_{\beta}, \{\hat{D}_{\ell}, \hat{D}^*_{\ell}, \{h_{\ell,i}^{(\beta)}, g_{\ell,i} \}_{i=1,\ldots,n/\alpha} \}_{\ell=1,\ldots,\alpha} \rangle \]

to \( D \) and receives back \( \beta' \in \{0,1\} \). \( A_{bp2}^* \) outputs \( \beta' \). Thus,
\[ h_{\ell,i}^{(0)} = (0, 0^{\ell_{\ell,i}/\alpha}, \tau e_i, 0^{\ell_{\ell,i}/\alpha}, \delta e_i, 0)_{B^*_\ell} \]
\[ = (0, 0^{\ell_{\ell,i}/\alpha}, 0^{\ell_{\ell,i}/\alpha}, \delta e_i, 0, 0)_{D^*_\ell} \]
\[ h_{\ell,i}^{(1)} = (0, 0^{\ell_{\ell,i}/\alpha}, \tau e_i, 0^{\ell_{\ell,i}/\alpha}, \delta e_i, 0)_{B^*_\ell} \]
\[ = (0, 0^{\ell_{\ell,i}/\alpha}, \tau e_i, \delta e_i, 0, 0)_{D^*_\ell} \]
\[ g_{\ell,i} = (0, 0^{\ell_{\ell,i}/\alpha}, \delta e_i, 0^{\ell_{\ell,i}/\alpha}, 0^{\ell_{\ell,i}/\alpha}, 0)_{B^*_\ell} \]
\[ = (0, 0^{\ell_{\ell,i}/\alpha}, \delta e_i, 0^{\ell_{\ell,i}/\alpha}, 0, 0)_{D^*_\ell} \]
\[ f_{\ell,i} = (0, (\eta_1 + \eta_2) e_i, \eta_2 e_i, 0^{\ell_{\ell,i}/\alpha}, 0^{\ell_{\ell,i}/\alpha}, 0)_{B^*_\ell} \]
\[ = (0, 0^{\ell_{\ell,i}/\alpha}, \eta_2 e_i, (\eta_1 + \eta_2) e_i, 0^{\ell_{\ell,i}/\alpha}, 0)_{D^*_\ell} \]
Since $\delta, \tau, \omega, \sigma, \eta_1$ and $\eta_2$ are independently and uniformly sampled, then $\delta, \tau, \omega, \eta_1 + \eta_2 \omega$ and $\eta_2 \sigma$ are independently and uniformly distributed in $\mathbb{F}_q$ except when $\sigma = 0$, which happens with probability $1/q$. As a result, the distributions of $(\text{param}_i, \{D_\ell, D_i, \{h_{i,\ell,j}, g_{i,\ell,j}, f_{i,\ell,j}\}_{i=1,\ldots,n}/\alpha, \ell=1,\ldots,\alpha\})$ and of the output of $G_\beta^{\exp 3-2}$ are equivalent except with probability $1/q$.

Then from Lemmas $[10, [11$ and $8$ for any PPT adversary $A_{bp3^*}$ there exists PPT adversaries, $A_{bp2^*}$ and $A_{DLIN^*}$, such that for any security parameter $\lambda \in \mathbb{N}$ we have

$$\text{Adv}_{A_{bp3^*}}(\lambda) \leq \left| \text{Pr}[A_{bp3^*}(1^\lambda, G_0^{\exp 3-1}(1^\lambda, n, \alpha)) = 1] - \text{Pr}[A_{bp3^*}(1^\lambda, G_2^{\exp 3-2}(1^\lambda, n, \alpha)) = 1] \right|$$

$$\leq \left| \text{Pr}[A_{bp3^*}(1^\lambda, G_0^{\exp 3-1}(1^\lambda, n, \alpha)) = 1] - \text{Pr}[A_{bp3^*}(1^\lambda, G_1^{\exp 3-1}(1^\lambda, n, \alpha)) = 1] \right|$$

$$+ \left| \text{Pr}[A_{bp3^*}(1^\lambda, G_1^{\exp 3-2}(1^\lambda, n, \alpha)) = 1] - \text{Pr}[A_{bp3^*}(1^\lambda, G_2^{\exp 3-2}(1^\lambda, n, \alpha)) = 1] \right|$$

$$\leq \text{Adv}_{A_{bp2^*}}(\lambda) + \text{Adv}_{A_{bp2^*}}(\lambda) \leq \frac{2}{q} \leq \text{Adv}_{A_{DLIN^*}}(\lambda) + \frac{7}{q}.$$ 

This completes the proof of Lemma $[9]$

This completes the proof of Lemma $[5]$.

9 Conclusion

Iris biometric feature extractors produce feature vectors similar in the binary Hamming metric. Inner product encryption was proposed to build encrypted search for the binary Hamming metric. In this work we explored a domain specific solution for secure encryption for iris biometric databases.

We observed in the statistics of the iris biometric data that large vectors are required for both correctness and minimizing leakage. With large vectors, we see that the distance between readings of the same class can be separated from the distance distribution from the readings of other classes (see Figure 4). This means that with a fixed distance threshold, we can ensure that more readings of the same class are approved while readings from other classes are denied (with high probability).

In prior work, Setup was not feasible for large vector lengths due to the cost of inverting large matrices. In the most relevant prior work $[KLM+18]$, they skip this step in benchmarking due to the high cost. Our interpolation results show that for $n=1024$ would take roughly 23 days. This is estimated on a parallel implementation in C. The length $n=1024$ is the length of prior iris feature extractors. We do not consider this time acceptable.

In the RProjC scheme of Kim et al. $[KLM+18]$, additionally the distance is leaked between queries and all points in the database. Based on prior work on trilateration, with a constant number of queries observed in $n$, the server can build complete distance information between the stored data points. If the adversary knows auxiliary information about the database, the encryption may not protect the data at all.

In this work we offer solutions to these two problems. We show a multi random projection approach that allows for breaking large vectors into small vectors. This allows us to use smaller matrices greatly reducing the computational time required to invert the matrices. Doing two $n/2$ inversions takes $1/4$ the time of one size $n$ inversion. Careful optimization improves Setup time by four orders of magnitude while only increasing search time by 3%.

We show how to use predicate inner product encryption to build a scheme that hides the distance between the query and the stored records. By using a predicate scheme instead of one that gives the value of the inner product, the server only learns if the two vectors are a fixed distance from one another. This greatly reduces the information that is leaked through remotely executing this operation. The server only learns information about data that are close the queried point and learns nothing about data that are outside the distance threshold. We show this scheme leaks only access pattern and distance equality leakage.

The improvement in accuracy for higher $n$ also yields an improvement of leakage profile for our scheme. When two or more classes are returned from a single query, this leaks that the returned items are within distance $2t$ (through access pattern) and whether they are the same distance from the query (distance equality leakage). Decreasing the statistical overlap between classes minimizes the probability of both leakages which translates to a more private system for sensitive biometric data.
The transformation comes at a cost of making search slower and no longer appropriate for moderately sized databases. We believe that this transformation is required in order to maintain the integrity of sensitive biometric information. Thus, our main open problem is whether or not this significant slow down to search is avoidable. For databases at larger scales, doing a linear search of the entire database for each query is unacceptable. With our distance hiding transformation we have to do a linear scan for each subtoken (that checks a specific distance) and so we see a significant (but linear) slowdown over a single linear database scan. Of particular interest are approaches that use indices that natively support \(k\) nearest neighbors but are not vulnerable to recent attacks (such as \([KPT19,KE19]\)) and interactive solutions where the client can guide the search.
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