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Abstract. Given a non-square \( n = pq \), since \( p, q \) are two roots of \( x^2 - \theta x + n = 0 \), where \( \theta = p + q \) is unknown, one can pick the initial values \( l, r \) and use Newton method to construct \( A(\theta, l, k), B(\theta, r, k) \) approximating to \( p, q \), respectively, where \( k \) is the iteration depth. Solve \( A(\theta, l, k)B(\theta, r, k) = n \land \theta > 2\sqrt{n} \land l < A(\theta, l, k) < \sqrt{n} < B(\theta, r, k) < r \) to obtain the approximations of \( \theta \). Accumulate and sort the approximations for different initial values. Then pivot these approximations to search for the target \( \theta \) such that \( \theta^2 - 4n \) is a square. The success probability of this algorithm depends on the choice of initial values, the iteration depth, and the search scope around the pivots. The algorithm can be easily parallelized, and its complexity can be restricted to \( O(\log^9 n) \).
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1 Introduction

In 1931, Lehmer and Powers [2] introduced an interesting factoring algorithm, called the continued fraction method. The quadratic sieve was introduced and developed by Pomerance et al. [4, 6]. The elliptic curve method [3] and number field sieve [1, 5] are quite practical. Most of these modern factoring algorithms are based on the fact: if \( a^2 = b^2 \mod n \), then \( \gcd(a + b, n) \) or \( \gcd(a - b, n) \) could be a nontrivial factor of \( n \). We refer to [7] for some interesting discussions on these algorithms. In this paper, we introduce a factoring algorithm based on parameterized Newton method. Though it runs in polynomial time, its success probability seems hard to decide theoretically. Some experimental instructions will be explicitly discussed.

2 The basic method

Suppose \( n = pq \), \( p < q \), and \( p, q \) are two different positive integers. Let \( \theta = p + q \). We consider the parameterized equation \( x^2 - \theta x + n = 0 \), where \( \theta \) is unknown. Using Newton method, we obtain the iteration formula

\[
x_{i+1} = x_i - \frac{x_i^2 - \theta x_i + n}{2x_i - \theta}, \quad i = 1, 2, \ldots
\]
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For the initial values $l, r$, and iteration depth $k$, one can obtain the approximations $A(\theta, l, k)$, $B(\theta, r, k)$ of $p, q$, respectively. Both are rational fractions in $\theta$. Solve the equation

$$A(\theta, l, k)B(\theta, r, k) = n \tag{2}$$

to obtain some approximations of $\theta$. Then test each approximation $\hat{\theta}$ by checking whether $\lambda^2 - 4n$ is a square for some integer $\lambda \in [\hat{\theta} - \kappa, \hat{\theta} + \kappa]$, where $\kappa$ is a preset bound.

For example, $n = 59 \times 79$, the target number is 138. After 3 iterations, the constructed fraction is quite complicated. See Figure 1 for some tests, where the initial values are 30 and 140. Clearly, the algorithm's performance depends heavily on the choice of initial values and iteration depth. So, the crude method cannot be practically implemented.

3 The new algorithm

To polish the basic method, one should restrict the iteration depth. Practically, it is better to set the depth $k \leq 3$. By changing the initial values flexibly, the weakness of small depth could be compensated. Besides, one should take enough initial values to obtain enough approximations, and delete those obvious improper approximations. To do so, we use the below restrictions

$$A(\theta, l, k)B(\theta, r, k) = n \wedge \theta > 2\sqrt{n} \wedge l < A(\theta, l, k) < \sqrt{n} < B(\theta, r, k) < r \tag{3}$$

The new algorithm can be illustrated below (Fig. 2, Wolfram Mathematica code), where $n = 336774871 = 14591 \times 23081$, the target number is 37672, and the nearest approximation is 37681.
Figure 2: An example for the new method

MyFactor[myNumber, myLeft, myRight, IterationDepth, StepLength] :=
(n = myNumber; b = IntegerPart[Sqrt[n]]; B = {};
f(X) := (X^2 - n) / (2 * X - a); g[X, k] := Nest[f, X, k];
l = myLeft; r = myRight; K = IterationDepth; H = StepLength;
For[i = 1, i < Length[H] - 1, i++], K = [K[i]];
For[j = 1, j < Length[H] - 1, j++]; d = H[[j]];
For[u = 0, u < IntegerPart[(r - 1) / d], u++, s = 1 + u*d;
If(s > b, Break[];
For[v = 0, v < IntegerPart[(r - 1) / d], v++, t = t + v*d;
If(t < 0, Break[], left = g[s, k]; right = g[t, k];
T = N[Solve[left == t, n]], 10];
T = Select[T, T < t / (a - b) < t / (right - a) < H &];
B = Union[B, T]; Clear[{T}];]
B = Union[B]; Print[B]; Print[Differences[B]]

MyFactor[336774871, 10000, 30000, 1, 2];
{(36734, 3674, 36748, 36751, 36780, 36823, 36844, 36914, 36954, 36963, 37026, 37055, 37062, 37145, 37165, 37178, 37183, 37295, 37300, 37305, 37348, 37543, 37624, 37721, 37769, 37878, 37911, 37921, 37996, 38079, 38125, 38283, 38280, 38302, 38475, 38570, 38610, 38732, 38802, 38932, 39018, 39041, 39181, 39268, 39415, 39421, 39560, 39781, 39840, 40096, 40367, 40549, 40824]
(34, 13, 30, 43, 41, 71, 60, 9, 63, 29, 75, 83, 11, 13, 4, 112, 5, 195, 3, 45, 20, 61, 97, 48, 29, 89,
24, 70, 15, 82, 135, 28, 14, 23, 22, 172, 95, 69, 32, 61, 159, 30, 89, 25, 140, 187, 47, 9, 229, 121, 59, 256, 271, 102, 275)

MyFactor[336774872, 18000, 30000, 1, 2];
{(36722, 36734, 36748, 36751, 36775, 36776, 36778, 36780, 36815, 36823, 36844, 36914, 36954, 36963, 37026, 37055, 37062, 37145, 37165, 37178, 37183, 37295, 37300, 37305, 37348, 37543, 37624, 37721, 37769, 37878, 37911, 37921, 37996, 38079, 38125, 38283, 38280, 38302, 38475, 38570, 38610, 38732, 38802, 38932, 39018, 39041, 39181, 39268, 39415, 39421, 39560, 39781, 39840, 40096, 40367, 40549, 40824]
(14, 14, 3, 41, 1, 23, 24, 5, 21, 6, 21, 4, 3, 5, 7, 18, 28, 35, 3, 1, 9, 52, 11, 18, 7, 8, 6, 40, 2, 27, 11, 14, 5, 8, 15, 45, 25, 25, 40, 44, 62, 36, 5, 3, 11, 34, 28, 30, 5, 1, 7, 40, 20, 23, 6, 25, 36, 29, 28, 25, 26, 1, 14, 18, 45, 39, 36, 13, 39, 42, 45, 51, 28, 14, 17, 6, 10, 12, 7, 9, 118, 19, 45, 7, 25, 5, 50, 36, 12, 32, 36, 25, 14, 41, 29, 46, 56, 26, 1, 5, 23, 22, 14, 3, 56, 19, 69, 29, 24, 13, 6, 77, 9, 75, 66, 2, 311, 15, 15, 33, 88, 189, 61, 91, 147, 33, 51, 131, 101, 75, 99, 51)

MyFactor[336774873, 18000, 30000, 1, 2];
{(36722, 36734, 36748, 36751, 36775, 36776, 36778, 36780, 36815, 36823, 36844, 36914, 36954, 36963, 37026, 37055, 37062, 37145, 37165, 37178, 37183, 37295, 37300, 37305, 37348, 37543, 37624, 37721, 37769, 37878, 37911, 37921, 37996, 38079, 38125, 38283, 38280, 38302, 38475, 38570, 38610, 38732, 38802, 38932, 39018, 39041, 39181, 39268, 39415, 39421, 39560, 39781, 39840, 40096, 40367, 40549, 40824]
(2, 14, 14, 3, 41, 1, 23, 24, 5, 21, 6, 21, 4, 3, 5, 7, 18, 28, 35, 3, 1, 9, 52, 11, 18, 7, 8, 6, 40, 2, 27, 11, 14, 5, 8, 15, 45, 25, 25, 40, 44, 62, 36, 5, 3, 11, 34, 28, 30, 5, 1, 7, 40, 20, 23, 6, 25, 36, 29, 28, 25, 26, 1, 14, 18, 45, 39, 36, 13, 39, 42, 45, 51, 28, 14, 17, 6, 10, 12, 7, 9, 118, 19, 45, 7, 25, 5, 50, 36, 12, 32, 36, 25, 14, 41, 29, 46, 56, 26, 1, 5, 23, 22, 14, 3, 56, 19, 69, 29, 24, 13, 6, 77, 9, 75, 66, 2, 311, 15, 15, 33, 88, 189, 61, 91, 147, 33, 51, 131, 101, 75, 99, 51)
4 Performance analysis

We now give more details about experimental instructions.

On the iteration depth. We have observed that it became inefficient to solve the equation \( A(\theta, l, k)B(\theta, r, k) = n \) even if the iteration depth \( k = 3 \). So, it is better to restrict \( k \) to \( \{1, 2\} \). The loss can be compensated by assigning initial values through the sets

\[
\{l, l + d, l + 2d, \ldots, l + \left\lceil \frac{r - l}{d} \right\rceil d\}, \quad \{r, r - d, r - 2d, \ldots, r - \left\lceil \frac{r - l}{d} \right\rceil d\}.
\]

As we see, the nearest approximation is still 37681 for \( k = 1, 2, 3 \). While it is 37624 for the extreme case \( k = 1 \).

On the choice of step length. It is somewhat difficult to decide which step length is better than others (see Fig. 3). Practically, we suggest some random step lengths. Since the approximations are finally accumulated and sorted, the involved randomness could generate a good distribution and good differences.

On the differences of sorted approximations. In theory, as the iteration depth \( k \) increases, the maximum of all differences will dramatically decrease. Plenty of experiments show that the maximum is generally bound above by \( O(\log^5 n) \) even for the iteration depth \( k = 1, 2 \).

On the searching scope around each pivot. The final approximations will be used as pivots to search for the target number \( \theta \), by testing whether \( \theta^2 - 4n \) is a square. Usually, one has two choices. (1) Use the mean of all approximations as the unique pivot, and choose a proper radius. (2) Select the minimum of all differences, and use the corresponding approximation as

\[\text{Fig. 3: An example for different step lengths}\]
the first pivot. If it fails, select the minimum of the remainders and update the pivot. The greedy strategy for selecting pivots is sometimes quite efficient although its programming code is somewhat complicated.

On the repeating number. In the above demonstration, we simply set the repeating number as \(\lceil r \cdot l \rceil \). Actually, lots of starting numbers for \(l + ud, r − vd\) are wasted because they cannot generate any approximation satisfying the subsequent checking. See the below example (Fig 4), in which the repeating number is simply set as 10. While it also generates the nearest approximation 37681. In the next example, the repeating number is also set as 10. The nearest approximation is 6011287, with the difference 4615 against the target integer 6015902.

![Figure 4: An example for small repeating number](image-url)
On the computational complexity. As discussed above, for the iteration depth \( k = 2 \) and each pair of starting values, it needs to find the roots of a 6-degree polynomial with the coefficients in \( \mathbb{Z}_{n^3} \), which takes \( O(\log^2 n) \) cost. To check whether an integer is a square, it also needs \( O(\log^2 n) \) cost. If we take \( \alpha \) different steps and restrict the repeating number to \( \beta \), it needs to do \( \alpha^2 \beta^2 \) loops and obtain at most \( 8\alpha^2 \beta^2 \) approximations. For each pivot, it needs to test at most \( O(\log^5 n) \) integers for squareness. Thus, the total complexity is \( 8\alpha^2 \beta^2 \times \log^2 n \times \log^2 n \times \log^5 n \in O(\log^9 n) \). Note that the squareness testing around all pivots can be done in parallel. Likewise, the accumulation of approximations can also be done in parallel.

5 Conclusion

We present a factoring algorithm which is based on a new principle, not the usual equal-residue-pair searching. It only involves some basic numerical computations and squareness checking. Though its running time can be totally controlled, we admit its success probability is quite hard to estimate due to the involved randomness. We want to stress that the algorithm is unsuited to extremely unbalanced composite numbers (the difference \( a - b \) between the biggest prime factor \( a \) and the smallest prime factor \( b \) almost equals \( a \)). For conveniences, we directly use the built-in function Solve[] which generates many trivial solutions (negative numbers and complex numbers), and wastes much time. But this weakness can be reasonably removed.
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Appendix  The Wolfram Mathematica code for the factoring algorithm

MyFactor[mynumber_, myleft_, myright_, IterationDepth_, StepLength_] :=
  (n = mynumber; b = IntegerPart[Sqrt[n]]; B = {};
   f[x_] := (x^2 - n)/(2*x - a); g[x_, k_] := Nest[f, x, k];
   l = myleft; r = myright; K = IterationDepth; H = StepLength;
   For[i = 1, i < Length[K] + 1, i++, k = K[[i]];
     For[j = 1, j < Length[H] + 1, j++, d = H[[j]];
       For[u = 0, u < IntegerPart[(r - l)/d], u++, s = l + u*d;
         If[s > b, Break[],
           For[v = 0, v < IntegerPart[(r - l)/d], v++, t = r - v*d;
             If[t < b, Break[],
               left = g[s, k]; right = g[t, k];
               T = N[Solve[left*right == n, a], 10];
               T = Select[a /. T, Im[#] == 0 && # > 2*Sqrt[n] &];
               T = Select[T, s < (left /. a -> #) < t < (right /. a -> #) &]
               B = Union[B, T]; Clear[T]]]]]]];
   B = Function[x, IntegerPart[x]] /@ B; B = Union[B];
   Print[B]; Print[Differences[B]]

MyFactor[8257092578401, 1000000, 5000000, {1, 2}, {10500, 35021}]