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ABSTRACT
Exploiting data sparsity is crucial for the scalability of many data analysis tasks. However, while there is an increasing interest in efficient secure computation protocols for distributed machine learning, data sparsity has so far not been considered in a principled way in that setting.

We propose sparse data structures together with their corresponding secure computation protocols to address common data analysis tasks while utilizing data sparsity. In particular, we define a Read-Only Oblivious Map primitive (ROOM) for accessing elements in sparse structures, and present several instantiations of this primitive with different trade-offs. Then, using ROOM as a building block, we propose protocols for basic linear algebra operations such as Gather, Scatter, and multiple variants of sparse matrix multiplication. Our protocols are easily composable by using secret sharing. We leverage this, at the highest level of abstraction, to build secure protocols for non-parametric models (k-nearest neighbors and naïve Bayes classification) and parametric models (logistic regression) that enable secure analysis on high-dimensional datasets. The experimental evaluation of our protocol implementations demonstrates a manyfold improvement in the efficiency over state-of-the-art techniques across all applications.

Our system is designed and built mirroring the modular architecture in scientific computing and machine learning frameworks, and inspired by the Sparse BLAS standard.
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1 INTRODUCTION
Machine Learning (ML) techniques are today the de facto way to process and analyze large datasets. The popularity of these techniques is the result of a sequence of advances in several areas such as statistical modeling, mathematics, computer science, software engineering and hardware design, as well as successful standardization efforts. A notable example is the development of floating point arithmetic and software for numerical linear algebra, leading to standard interfaces such as BLAS (Basic Linear Algebra Subprograms): a specification that prescribes the basic low-level routines for linear algebra, including operations like inner product, matrix multiplication and inversion, and matrix-vector product. This interface is implemented by all common scientific computing frameworks such as Mathematica, MATLAB, NumPy/SciPy, R, Julia, uBLAS, Eigen, etc., enabling library users to develop applications in a way that is agnostic to the precise implementation of the BLAS primitives being used. The resulting programs are easily portable across architectures without suffering performance loss. The above libraries, and their variants optimized for concrete architectures, constitute the back-end of higher-level machine learning frameworks such as TensorFlow and PyTorch.

In this work, we present a framework for privacy-preserving machine learning that provides privacy-preserving counterparts for several basic linear algebra routines. The new tools that we construct mirror the techniques of scientific computing which leverage sparsity to achieve efficiency. Our framework enables computation on inputs that are shared among several different parties in a manner that does not require the parties to reveal their private inputs (only the output of the computation is revealed). In settings where the input parties are regulated by strict privacy policies on their data, such privacy guarantees are a crucial requirement to enable collaborations that are beneficial for all participants. There are many example scenarios that have these characteristics: hospitals that want to jointly analyze their patients’ data, government agencies that want to discover discrepancies across their databases, companies that want to compute on their joint user data, and many others.

The main novel aspect of our work is exploiting data sparsity for scalability, by tailoring the basic operations in our framework for that purpose. This functionality is analogous to the one provided by the Sparse BLAS interface [13], a subset of computational routines in BLAS with a focus on unstructured sparse matrices. The constructions that we develop for the basic building blocks in our framework are cryptographic two-party computation protocols,
which provide formal privacy guarantees for the computation [15]. We optimize our protocols for the setting where the sparsity level of the input data is not a sensitive feature of the input that needs to be kept secret. This is the case in many datasets where a bound on a sparsity metric is public information. For example, text data where the maximum length of the documents in the training dataset is public, or genomic data, as the number of mutations on a given individual is known to be very small. Similarly to Sparse BLAS implementations, sparsity allows us to achieve substantial speed-ups in our secure protocols. These efficiency gains translate to the efficiency of the higher-level applications that we develop in our framework, as is described in Section 1.1.

Sparse linear algebra on clear data relies on appropriate data structures such as coordinate-wise or Compressed Sparse Row (CSR) representations for sparse matrices. For the MPC case, we develop a similar abstract representation, which we call Read-Only Oblivious Map (ROOM). A significant aspect of this modular approach is that our alternative back-end implementations of the ROOM functionality immediately lead to different trade-offs, and improvements, with regards to communication and computation. This also allows MPC experts to develop new efficient low-level secure computation instantiations for the ROOM primitive. These can then be seamlessly used by non-experts to develop higher level tools in a way that is agnostic to many of the details related to secure computation. Such usage of our Framework will be similar to how data scientists develop high-level statistical modeling techniques while benefiting from the high performance of back-ends of ML frameworks.

1.1 Contributions

We present a modular framework for secure computation on sparse data, and build three secure two-party applications on top of it. Our secure computation framework (depicted in Figure 1) emulates the components architecture of scientific computing frameworks. We define a basic functionality and then design and implement several secure instantiations for it in MPC; we build common linear algebra primitives on top of this functionality; and then we use these primitives in a black-box manner to build higher level machine learning applications. More concretely, we present the following contributions:

1. A Read-Only Oblivious Map (ROOM) data structure to represent sparse datasets and manipulate them in a secure and composable way (Section 4).

2. Three different ROOM protocol instantiations (Section 4.2) with different trade-offs in terms of communication and computation. These include a basic solution with higher communication and minimal secure computation (Basic-ROOM), a solution using sort-merge networks that trades reduced communication for additional secure computation (Circuit-ROOM), and a construction that leverages fast polynomial interpolation and evaluation (Poly-ROOM) to reduce the secure computation cost in trade-off for local computation, while preserving the low communication.

3. We leverage our ROOM primitive in several sparse matrix-vector multiplication protocols (Section 5.2), which are optimized for different sparsity settings. We also show how to implement sparse gather and scatter operations using our ROOM primitive.

4. We build three end-to-end ML applications using our framework. The resulting protocols significantly improve the state of the art, as discussed below.

Our three chosen applications are $k$-nearest neighbors (Section 6.1), stochastic gradient descent for logistic regression training (Section 6.2), and naive Bayes classification (Appendix B). We evaluate the performance of these applications on real-world datasets (Section 8) and show significant improvements over the state of the art:

- For $k$-NN, previous work [35] already exploits sparsity using a hand-crafted sparse matrix multiplication protocol. We show that using our protocols with the appropriate choice of the ROOM primitive can reduce the online running time by up to 5x.
- Our sparse stochastic gradient descent implementation improves upon the total runtime of the dense protocol by Moshassil and Zhang [29] by factors of $2x$–$94x$, and improves communication by up to $215x$.
- Our protocol for naive Bayes classification scales to datasets with tens of thousands of features, while the previous best construction by Bost et al. handled less than a hundred [5].

2 OVERVIEW AND SETUP

How to exploit sparsity, and implications for privacy. Two properties of real-world data representations used for automated analysis are (a) their high dimensionality and (b) their sparsity. For example, the Netflix dataset [4] contains $\sim 480K$ users, $\sim 17K$ movies, but only $\sim 100$ million out of $\sim 8.5$ billion potential ratings, less than $2\%$. In another common machine learning benchmark, the 20Newsgroups dataset [34], the training data consists of just over $9000$ feature vectors with $10^5$ dimensions, but less than $100$ ($0.1\%$) non-zero values in each vector. Finally, in Genome-Wide Analysis Studies (GWAS), where the goal is to investigate the relationship between genetic mutations and specific diseases, the relevant mutations are limited to only about $5$ million locations, while a full human genome contains $\sim 3.2$ billion base pairs [10].
To cope with memory limits, and speed up computations on sparse data in general, several data structures have been developed that exploit sparsity in the data by only storing relevant (i.e., non-zero) values. For a vector $v$, a straightforward approach is to store only pairs $((i, v_i))_{i \in \mathbb{Z}}$. For sparse matrices, this generalizes to Compressed Sparse Row representation, where all rows are successively stored in the above fashion, and an additional row-index array stores pointers to the beginning of each row. Linear algebra libraries such as SciPy and Eigen provide implementations of these sparse vectors and matrices [17, 21], and databases for genomic data use similar sparse storage formats [11].

Note that sparse data representation does not only reduce the storage overhead, but is also the basis for more efficient algorithms. For example, a matrix-vector product, where the matrix is stored as CSR, is independent of the number of columns in the original data and only depends on the number of rows and the number of non-zero values in the matrix. For the examples above, where columns correspond to hundreds of thousands of features, this saves large amounts of computation.

In this paper we show how to obtain the same benefits from sparsity in the secure distributed ML setting, revealing only the sparsity metric of the underlying data while hiding where in the input the sparsity occurs. There are many scenarios where the sparsity metric can be revealed safely without compromising privacy guarantees: that value might already be public (as with the GWAS example above), or a reasonable upper bound can be set in advance. The main challenge is hiding the locations of the non-zero values in the data, which are revealed in the plaintext algorithms for the above sparse data structures. Revealing those indices can leak private information. For example, in the common bag-of-words representation for text data, words in the input vocabulary correspond to columns of a sparse matrix. Revealing the columns where a particular row is non-zero would reveal the words contained in the training document corresponding to that row.

In the remainder of this section, we concretely state our privacy requirements and threat model, and introduce necessary notation and preliminaries.

**Threat model.** We consider a two-party computation setting with semi-honest parties, and the security of our protocols holds in the common simulation-based paradigm for secure computation [15].

Our computations are over matrices and vectors over a finite domain. In all cases we assume that the sparsity metric of the input set is public. For different protocols this metric will be either the total number of zeros, or the total number of zero rows or columns. In settings where we apply our protocols to collections of rows of a dataset, i.e. batches, the sparsity metric is revealed about the batch. In the context of our applications, the real-world interpretation of the sparsity metric is straightforward. For example, in our logistic regression application, the sparsity metric corresponds to revealing an upper bound on the number of different words in each batch of 128 documents.

The preprocessing model for MPC. Some secure computation protocols adopt the online-offline paradigm, which splits the computation work into an offline stage that can be executed before the inputs are available, and an online stage that depends on the concrete input values. We do not optimize our constructions for the online-offline setting but rather focus on minimizing the total cost of the protocol.

**Related work: Custom MPC Protocols for Sparse Data.** Exploiting sparsity for efficiency has been explored before in some concrete privacy preserving applications. The work of Nikolaenko et al. [31] develops a protocol for privacy preserving collaborative filtering, a typical application on the Netflix dataset described above. By disclosing a bound on the number of movies rated by a user and exploiting sorting networks, the proposed solution significantly improves on the naive approach that considers all user-movie pairs.

GraphSC [30] is a framework for secure computation that supports graph parallelization models. The design crucially relies on oblivious sorting, as it enables efficiently running computations expressed as sparse graphs while hiding communication patterns across processors. Another application of oblivious sorting to MPC on sparse graphs is given by Laud [24], albeit in a different threat model (three parties with honest majority).

Finally, as mentioned in Section 1.1, Schoppmann et al. [35] propose a protocol for $k$-nearest neighbors classification that relies on sparse matrix multiplication.

All of these works rely on oblivious sorting networks [20] and task-specific optimizations. Our ROOM primitive (Section 4) abstracts away from the concrete application by providing a generic interface for secure sparse lookups. In the case of $k$-NN [35], we show that this directly translates to a significant improvement in the online running time.

### 3 TOOLS AND NOTATION

Vectors and Matrices. We denote matrices using capital letters such as $M$ and vectors by letters $u, v, r$. Matrices and vectors are indexed as $M_{i,j}$ and $u_i$, and by $M[_{i,j}]$ we mean the sub-matrix of $M$ containing rows in the interval $[i..j]$. Our matrices and vectors will take values in a finite domain, which we simply denote as $\mathbb{Z}_2^n$, to emphasize that $n$ bits are needed to encode an element of the domain.

Secret Sharing. We denote a shared value $x$ by $\|x\|$. As all our protocols involve two-party computations between parties $P_1$ and $P_2$, $\|x\|$ can be seen as a pair $\langle\|x\|_p, \|x\|_p\rangle$ from which each party has the corresponding entry. Our focus will be on arithmetic secret sharing, where $\|x\|_p$, and $\|x\|_p$ are values in $\mathbb{Z}_2^n$, and $x$ is recovered as $\|x\|_p + \|x\|_p$. Secret shares are extended to vectors and matrices by sharing each of their entries, and we denote shared matrices and vectors as $\langle\|M\|\rangle$ and $\langle\|u\|\rangle$.

Garbled Circuits. Sometimes in our protocols we state that the parties engage in a secure computation. By this we mean that they run a generic protocol for the specified functionality. In all such cases we rely on a garbled circuit protocol [25, 38]. Some of our protocols rely on secure evaluations of a pseudorandom function, which we denote as $F_K(x)$, for key $K$ and input $x$. 

### 4 BASIC PRIMITIVE: ROOM

We define Read-Only Oblivious Maps (ROOMs) as a 2-party functionality between a server and a client. For fixed finite sets $K$ and $V$ – which we call the domain of keys and values, respectively – the server holds a list of key-value pairs $\langle d = ((x_1, v_{x_1}), \ldots, (x_n, v_{x_n}))\rangle,$
with unique keys $x_i \in \mathcal{K}$ and values $v_{x_i} \in \mathcal{V}$, and the client holds a query $(q_1, \ldots, q_m)$, with $q_j \in \mathcal{K}$.

The output of a ROOM is an array $(r_1, \ldots, r_m)$, where for each $q_j$, if $q_j$ is a key in $d$ then $r_j$ is equal to the corresponding value, namely $r_j = v_{q_j}$. Otherwise $r_j$ gets a default value $\beta_j \in \mathcal{V}$ chosen by the server (and which might be different for each index $j$). This mirrors common implementations of a map data structure: for example, in Python $d$.get$(k, \text{val})$ returns the value associated with the key $k$ in dictionary $d$ if $k$ is found, and a default value val otherwise. In Java, $d$.getOrDefault$(k, \text{val})$ does the same thing.

Figure 2 formalizes this functionality. Note that, as the output is secret-shared among the two parties, the question of whether the indexes in the client can be chosen adaptively by the client is not relevant. In some cases, when we want a single party to obtain the output, we write designated output ROOM. This variant can be trivially implemented by having one party send their shares to the other, or – as all our concrete implementations have a generic MPC phase at the end – omitting the secret-sharing step.

### 4.1 Existing primitives

Before introducing our instantiations of ROOM, we overview what differentiates our ROOM functionality from existing primitives.

ROOM is related to Private Set Intersection (PSI) (see [33] and references therein). However, the ROOM functionality requires selecting data items based on key comparison and thus not every PSI protocol will directly imply ROOM. In addition, PSI protocols leak the size of the intersection to the client, while it is crucial that a ROOM protocol does not reveal how many indexes in the query were found in the database. Still, extending recent developments on labeled PSI [7] and PSI with shared output [9] to the ROOM setting seems to be a promising approach for future improvements.

ROOM can also be constructed using Oblivious RAM [16]. However, ROOM does not need support for writes, and thus the resulting solution will have much overhead that can be avoided.

Private Information Retrieval (PIR), in its symmetric variant [14], is another primitive relevant to ROOM. The Keyword PIR variant [8] considers the setting of a database that may not contain items at all indices, which is required for ROOM. Finally, while batching techniques that allow the execution of multiple queries have been developed for PIR [1], they do not directly apply to the keyword variant and also do not always have good concrete efficiency. Thus, from a PIR perspective, our ROOM techniques could be interpreted as improvements on batched symmetric keyword PIR with shared output.

### 4.2 Instantiations of ROOM

This section presents three instantiations of the ROOM functionality (Figure 2). As described in Section 4, they can be easily transformed into the designated output variant. The first two constructions are based on generic MPC techniques, while the third instantiation also leverages techniques for oblivious selection using polynomial interpolation.

A naive approach for constructing a ROOM protocol requires $mn$ comparisons since each of the client’s queries may be present in the server’s database. Our ROOM instantiations reduce this many-to-many comparison problem to one-to-one comparisons. The asymptotic behavior of our proposed instantiations of ROOM is presented in Table 1. The online cost distinguishes between local computation and generic MPC computation because the latter has a significantly higher overhead in practice, and hence this distinction is essential for the asymptotics to reflect concrete efficiency.

#### 4.2.1 Basic-ROOM

Our Basic-ROOM protocol, presented in Figure 3, is a baseline construction that does not exploit sparsity in the database $d$, and instead expands the whole domain of keys $\mathcal{K}$. Namely, the server computes and sends an encrypted answer for each potential query in $\mathcal{K}$. However, as shown in Table 1, the linear dependency on $|\mathcal{K}|$ is limited to the local computation performed by the parties during initialization, whereas the more costly online MPC computation only depends on the length of the ROOM query.

**Lemma 4.1.** The protocol in Figure 3 is a secure instantiation for the ROOM functionality with the following overhead: The initialization includes $O(|\mathcal{K}|)$ work for the server, and $O(|\mathcal{K}|)$ communication to
we construct to first compute the sorting with a small $d$

<table>
<thead>
<tr>
<th>Data Structure</th>
<th>Initialization</th>
<th>Answer a query of length $m$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MPC Runtime</td>
<td>Local Runtime</td>
</tr>
<tr>
<td>Basic-ROOM</td>
<td>-</td>
<td>$O(</td>
</tr>
<tr>
<td>Circuit-ROOM</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Poly-ROOM</td>
<td>-</td>
<td>$O(n \log^2(n))$ (server)</td>
</tr>
</tbody>
</table>

Table 1: Cost of initializations and execution of our instantiations of ROOM, for a database $d \in (\mathcal{K} \times \mathcal{V})^n$ held by the server, and a query $q$ of length $m$. Initialization is defined as preprocessing independent from the query $q$. We assume the security parameter is constant, and we also do not show factors $\log(|\mathcal{K}|)$ and $\log(|\mathcal{V}|)$. The order of the communication for the online phase (answer length $m$ query) is the same as the MPC Runtime for that phase in all cases.

send the encrypted database to the client. The online phase has an $O(m)$ overhead for the MPC protocol.

Security Sketch. The security of the PRF implies that the client does not learn anything about database items due to the initialization. The secure computation in the next step guarantees that both parties learn only shares of the result.

4.2.2 Circuit-ROOM. Our second protocol for ROOM uses secure computation and leverages the following observation. We can compute the ROOM functionality by doing a join between the server’s data and the query on their key attribute and then computing a sharing of the vector of the corresponding data items from the server’s input. A common algorithm for performing equality joins in databases is the sort-merge join [40], where elements of each relation are first sorted individually by the join attribute. Subsequently, the two sorted lists are merged (as in merge sort), yielding a combined list where elements from both tables with equal keys are adjacent. This combined list only needs to be scanned once in order to retrieve all elements of the joined table. In the ROOM setting, note that only the last two steps, merge and iteration, depend on data from both parties, as sorting can be performed locally. This makes this algorithm particularly useful for MPC, since merging of $n$ elements can be performed using a circuit of size $O(n \log n)$ [2], and the circuit for comparing adjacent pairs is linear. A similar approach has been taken in previous works [20, 35] for Private Set Intersection and sparse matrix multiplication, respectively. We call this ROOM instantiation Circuit-ROOM, and describe it in Figure 4.

Note that we can assume without loss of generality that $d$ and $q$ are sorted. If they are not, we can extend the MPC protocol that we construct to first compute the sorting with a small $O(m \log(m))$ additive overhead.

The secure computation first arranges the inputs into vectors of triples $w^C$ and $w^S$, which consequently are merged by the first and then third component into a vector $v$. Entries with matching keywords are adjacent in $v$, and the third component of such entries indicates to which party they belong, i.e., indices greater than 0 indicate entries originally in the client’s input.

In Step 2) the protocol computes vectors $b$ and $c$. Each entry of these vectors stores information about the result of comparing two adjacent entries of $v$. In particular, $b$ stores the selected value (i.e., answer), depending on whether keys of such entries matched. The vector $c$ stores whether the $i$-th pair of compared adjacent entries involves a key from $q$. In that case, $c_i = 0$, as it corresponds to the index of that key in $q$. Otherwise $c_i = 0$. If $c_i > 0$ then the computation must return an answer in $b$. The answer is the corresponding value from $d$ if a match was found, or the corresponding value from $\beta$ if no match was found.

Next, in Step 3) $b$ and $c$ are obliviously shuffled to avoid leakage induced by relative positions of their entries. This is analog to the shuffle step in Sort-Compare-Shuffle PSI [20].

Finally, in step 4), entries of $b$ that correspond to comparisons with keys from the client are output in shares between the parties, along with the corresponding entries in $c$. This allows the parties to map their output shares back to the order of the inputs. Note that the shuffling in step 3) makes sure that the indexes at which elements are revealed do not leak any information to either party.

Lemma 4.2. The protocol in Figure 4 is a secure instantiation for the ROOM functionality with the following overhead. The client and the server run a secure two-party computation protocol whose main bottleneck is computing $O((n + m) \log(n + m))$ comparisons. Additionally, local computations cost $O(n \log n)$ for the server and $O(m \log m)$ for the client.

The security claim in the above lemma follows directly since our protocol is entirely done in MPC and any additional information revealed beyond the output shares is indistinguishable from random.

4.2.3 Poly-ROOM. Finally, as our main instantiation for ROOM, we present a protocol that has MPC runtime similar to Basic-ROOM (independent of $n$ and linear on $m$), but avoids the dependence on the key domain in initialization.

The main insight for our new construction is that the server can construct a polynomial which evaluates, for inputs which are keys of items in the server’s database, to outputs which are encrypted versions of the corresponding values in the server’s database. The encryptions are done with a key that is only known to the server. The resulting polynomial is of degree $n$ and is therefore a concise representation of the data. At the same time, the polynomial looks pseudorandom (since it is an interpolation over pseudorandom points), and therefore hides the points which have non-zero values.

The server sends this polynomial to the client. The client then evaluates the polynomial on its inputs and learns $m$ outputs. For each of the client’s keys present in the database, the client obtains the encrypted version of the corresponding database value. The two parties then run a secure computation that decrypts each value that the client obtained, checks if it decrypts correctly (i.e., ends with a fixed string of zeros), and reveals to the client either a value
Let \( d \in (\mathcal{K} \times \mathcal{V})^n \), and \( \beta \in \mathcal{V}^m \), \( q \in \mathcal{K}^m \). Assume \( d \) is sorted by the first component in each entry, and \( q \) is sorted.

**Inputs:**
- Server: \( d, \beta \).
- Client: \( q \).

**Output (shared):** \( \| r \| \in \mathcal{V}^m \)

**ROOM Protocol:** Client and Server run the following computation in a secure two-party computation:

1. Construct \( w^C = \{(q_i, \beta_i, i) \}_{i \in [m]} \) and \( w^S = \{(d_i, 1, 0)\}_{i \in [n]} \). Merge \( w^C \) and \( w^S \) into a vector \( v \) of length \( n + m \), sorted lexicographically by the first and then third component.

2. Compute vectors \( b \) and \( c \) in \( \mathcal{V}^{m+n} \) and \( \{0, \ldots, m\}^{m+n} \) by comparing adjacent entries from \( v \) (where \( v_1 = (a, b, c) \)). In particular for \( i \in [m + n - 1] \):
   \[
   (b_{i+1}, c_{i+1}) = \begin{cases} 
   (b, c') & \text{if } a = a' \\
   (b', c) & \text{otherwise.} 
   \end{cases}
   \]
   In addition, for \( v_1 = (a, b, c) \) we set \( (b_1, c_1) = (b, c) \).

3. Shuffle \( b \) and \( c \) according to a random permutation \( \pi \) unknown to either party. I.e., set \( \tilde{b} = \pi(b) \) and \( \tilde{c} = \pi(c) \).

4. Iterate over \( \tilde{b} \) and \( \tilde{c} \) in parallel. Whenever \( \tilde{c}_i \neq 0 \), reveal \( \tilde{c}_i \) and share \( b_i \) between the parties, who both set \( \| r \|_{\tilde{c}_i} = \| b \|_{\tilde{c}_i} \).

**Security Sketch.** The security of the construction follows from the fact that the polynomial that the client receives is pseudorandom since the encryptions \( c_j \) used in step 2) are pseudorandom. The rest of the computation is implemented in an MPC protocol.

Let \( d \in (\mathcal{K} \times \mathcal{V})^n \), \( \beta \in \mathcal{V}^m \), \( q \in \mathcal{K}^m \). Let \( s \in \mathbb{N} \) be a statistical security parameter and \( K \) be a PRF key.

**Inputs:**
- Server: \( d, \beta, K \).
- Client: \( q \in \mathcal{K}^m \).

**Output (shared):** \( \| r \| \in \mathcal{V}^m \)

**ROOM Protocol:**

1. For each \( q_j \in \mathcal{V}^m \), Server computes \( c_i = F_K(i) \oplus (v \| 0^s) \).
2. Server interpolates a polynomial \( P \) of degree \( n \), such that for each \( i, v \in d \), \( P(i) = c_i \).
3. Server sends the coefficients of \( P \) to Client.
4. For each \( i \in [m] \), the parties run a two-party computation protocol where Server has input \( K \) and Client has inputs \( q_i, P(q_i) \). Both parties receive shares \( \| r \| \) as output, where
   \[
   r_i = \begin{cases} 
   v & \text{if } P(q_i) @ F_K(q_i) = (v \| 0^s) \\
   \beta_i & \text{otherwise.} 
   \end{cases}
   \]

---

**5 ROOM FOR SECURE SPARSE LINEAR ALGEBRA**

In this section we present efficient two-party protocols for several common sparse linear algebra operations, which leverage the ROOM functionality in different ways. Similar to how sparse BLAS operations are presented in [13], we first focus on lower-level primitives (Gather and Scatter), and then use them to implement higher-level functionality, namely matrix-vector multiplication. However, we stress that our goal is not to provide implementations of each function described in [13], but instead focus on the operations necessary for the applications described in Section 6.

**5.1 Gather and Scatter**

Intuitively, the Gather and Scatter operations correspond, respectively, to a sequence of indexed reads from a sparse array, and a sequence of indexed writes into a sparse array. More concretely, Gather takes a vector of indices \( q = (i_1, \ldots, i_n) \) and a (usually sparse) vector \( v \), and returns the vector \( r = (v_{i_1}, \ldots, v_{i_n}) \) that results from gathering the values from \( v \) at the indices in \( q \). Scatter on the other hand takes a vector of values \( v \), a vector of indices \( q = (i_1, \ldots, i_n) \), and a vector \( u \), and updates \( u \) at each position \( i_j \) with the new value \( v_{i_j} \).

We transfer the two operations to the two-party setting as follows. Given a sparse vector \( v \) held by Party \( P_2 \), and a set of query indices \( q \) held by Party \( P_1 \), \textsc{Gather}(\( v, q \)) returns additive shares of a dense vector \( v' \), with \( v'_i = v_{q_i} \). It is clear that this is equivalent to a ROOM query with \( P_2 \) and \( P_1 \) as the server and client, and inputs \( q, d = \{(i, v_i) \mid v_i \neq 0\} \), and \( \beta = 0 \).
Let $v \in \mathbb{Z}_{2^n}^l$, and let $n \geq l$ be a public parameter.

**Parties:** $P_1, P_2$.

**Inputs:**
- $P_1$: Vector share $[[v]]_{P_1}$, indices $i_1, \ldots, i_t$.
- $P_2$: Vector share $[[v']]_{P_2}$.

**Outputs:** Vector shares $[[v']]$, $v' \in \mathbb{Z}_{2^n}^l$, where

$$v'_i = \begin{cases} v_j, & \text{if } \exists j : i_j = i, \\ 0 & \text{otherwise.} \end{cases}$$

**Figure 6: SCATTERINIT with shared inputs.**

For Scatter, we focus on a vector where $u$ is zero. We call this functionality SCATTERINIT. Given a dense vector $v$ and a set of indices $q$, both of size $l$, and an integer $n \geq l$, SCATTERINIT($v, q, n$) returns a vector $v'$ of length $n$ such that $v'_q = v_i$ for all $i \in [l]$, and $v'_j = 0$ if $j \notin q$. As in the case of gather, we are interested in secure protocols for SCATTERINIT that output $v'$ additively shared. Regarding the inputs, we focus on the case where the input vector is also secret-shared between the parties, while $q$ is held by one party, and $n$ is a public parameter. The reason for this setting will become apparent when we present our protocol for row-sparse matrix multiplication in Section 5.2.2, as it uses SCATTERINIT as a sub-protocol.

We formally define the functionality for SCATTERINIT in Figure 6. A naive implementation using generic MPC would take prohibitive $O(n \sigma)$ communication and computation. A protocol with reduced communication can be obtained from Function Secret Sharing (FSS) [6], but its local computation remains in $O(n \ell)$ which turns out to be the bottleneck in practice. In the next paragraph, we describe a version that is concretely efficient, trading asymptotic communication complexity against computation time. The two alternatives above are described in Appendix A.

**SCATTERINIT from ROOM and OT Extension.** Our protocol is described in Figure 7. The idea is that $P_2$ generates its random output share $[[v']]_{P_2}$ and then $P_1$ and $P_2$ execute an MPC protocol from which $P_1$ obtains (a) all entries of $[[v']]_{P_2}$ at indices not in $\{i_1, \ldots, i_l\}$, and (b) its share of the output for the remaining indices, which is obtained securely from $P_2$’s share of the output and the shared input vector $v$. For (a) we use a well-known $(n - l)$-out-of-$n$ OT protocol that we describe in the next paragraph. For (b) we use a ROOM query followed by a two-party computation where $P_2$’s output share is reconstructed in the MPC (step 4 in Figure 7) and used to mask $v$ to produce $P_1$’s output share. Note that Basic-ROOM is the natural instantiation to use in this setting.

The $(n - l)$-out-of-$n$ OT in step 2 is implemented using a folklore protocol that requires $n$ invocations of 1-out-of-2 OTs and an $l$-out-of-$n$ Shamir secret sharing of a PRF key. It works by the sender encrypting each of its $n$ inputs using a key $K_{OT}$, and then letting the receiver learn in each of the $n$ OTs either an encrypted input or a share (in $l$-out-of-$n$ secret sharing) of $K_{OT}$. This forces the receiver to learn at least $l$ shares of the key, and therefore at most $n - l$ values.

**Security Sketch.** We argue that the view of each party after each step in the protocol includes only random values in addition to its inputs. This true after the first two steps since first $P_2$ generates random shares and then, using the security of the oblivious transfer, $P_1$ obtains a subset of them while $P_2$ obtains nothing. The security properties of the ROOM protocol guarantee that the shares that each party obtains after the third step are also indistinguishable from random from that party’s view. In the secure computation in step four, $P_1$ obtains values that depend on the random masks $\bar{u}$. The fact that $P_1$ does not know $\bar{u}$, together with the guarantees of the secure computation, ensures the output is indistinguishable from random for $P_1$. The last step involves only local computation for each party and thus does not change their views.

We will now use the protocols from the previous section to build sparse matrix-vector multiplication protocols in the next section. Concretely, we will use GATHER for column sparsity (Section 5.2.1), and SCATTERINIT for row sparsity (Section 5.2.2).

### 5.2 Sparse Matrix-Vector Multiplication

Throughout this subsection we consider party $P_1$ holding a private matrix $M \in \mathbb{Z}_{2^n}^{m \times n}$, with exactly $l$ nonzero columns or rows, depending on the context. Party $P_2$ holds a private vector $v \in \mathbb{Z}_{2^n}^m$ with
The goal of such reductions is to avoid multiplications by zero, and our ROOM query to only be of the smaller size $M$, with $k$ nonzero entries. The value of $\sigma$ is at least 64 in standard ML applications, and potentially more in settings that require additional precision to represent real numbers using fixed point arithmetic, or secret shares. The goal of all protocols is to compute the vector $Mv$ of length $n$, additively shared between $P_1$ and $P_2$. This allows us to easily integrate these protocols as part of higher-level secure protocols, such as the solutions to machine learning problems presented in Section 6. While we assume that $n, m, l, k$ and $\sigma$ are public, no additional information is revealed to the parties.

The underlying theme of our protocols is different private reductions of sparse matrix-vector multiplication to the dense case. The goal of such reductions is to avoid multiplications by zero, and hence have the cost of the dense multiplication be dependent only on $l$ and $k$, instead of the total size of the sparse dimension. Therefore, the last step in our protocols will be to use a sub-protocol for two-party dense matrix-vector multiplication. As discussed in Section 2, efficient dedicated protocols for this functionality have been recently presented. This includes solutions based on precomputed triples by Mohassel and Zhang [29], as well as solutions based on homomorphic encryption [22], and server-aided OT [26]. In our protocols in this section we will refer to a generic dense matrix multiplication protocol Dense-Mult, as well as to a generic ROOM protocol Room. The concrete functionality of Dense-Mult takes as input a matrix from one party and a vector from the other party and computes their product as an additive share. In our implementation, we use the protocols from [29].

5.2.1 Column-Sparse Matrix. We propose two protocols for the case where $M$ is sparse in the second dimension (i.e., there is a small number of non-zero columns). These have different tradeoffs depending on the relationship between the sparsity of $M$ and $v$. Note that matrix-vector multiplication, where the matrix is sparse in its columns, can be viewed as a generalization of sparse vector inner product, and thus the following protocols can also be used for this functionality.

Our first protocol is shown in Figure 8. Let $q = (i_1, \ldots, i_l)$ be the indexes of the non-zero columns in $M$. The goal of the sparse-to-dense reduction here is to replace the computation of $Mv$ by the computation of $M'\hat{v}'$, where $M'$ is the sub-matrix of $M$ containing only the non-zero columns $i_1, \ldots, i_l$, and $\hat{v}'$ is the restriction of $v$ to the indices in $q$. Party $P_1$ can compute $M'$ locally. The two parties then call the Gather protocol to obtain shares $([\hat{v}'][p_1], [\hat{v}'][p_2])$ of $\hat{v}'$. At this point the parties invoke the dense matrix multiplication protocol to compute $M'[[v']][p_2]$. Further, $P_1$ locally computes $M'[[v']][p_1]$ and adds the result to its share of $M'[[v']][p_2]$. As a result, both parties obtain shares of $M'\hat{v}'$. The security of the complete protocol follows directly from the security of the protocols for ROOM and dense multiplication.

There are two drawbacks of the above protocol: (a) the space of values of the ROOM sub-protocol coincides with the domain of the elements of $P_2$’s input vector, $Z_{2^\sigma}$. This is a problem in high-precision settings where $\sigma > 64$, which are not uncommon in ML applications where real numbers are encoded in fixed point. (b) the length of the ROOM query $q$ is $l$, which is the sparsity of the server’s input matrix. In many settings, the vector $v$ has less non-zero values than $M$, so $k < l$. That is why we would like to have our ROOM query to only be of the smaller size $k$, which for two of our constructions directly translates into a speed-up in MPC time (see Table 1). However, if we simply have $P_1$ act as the server and put the non-zero columns of $M$ in the ROOM protocol as the database, while $v$ becomes the query, the values in the ROOM protocol become huge, as it would hold vectors of length $n$, namely the first dimension of $M$.

Our next protocol, shown in Figure 9, solves both issues (a) and (b), by relying on a technique based on correlated permutations introduced by Schoppmann et al. [35], which we exploit here by means of the ROOM construction. First, our protocol ensures that the server’s input to the ROOM functionality are elements in $K \times K$, thus avoiding the dependence on $\sigma$. Second, it allows us to swap the roles of $P_1$ and $P_2$ in the ROOM protocol, allowing us to choose them depending on the relationship between $k$ and $l$, as well as other nonfunctional requirements induced by computation and communication limitations of $P_1$ and $P_2$.

These two optimizations come at the cost of replacing the input size to the dense multiplication sub-protocol from $2\lceil n\sigma \rceil$ to $2\lceil (l + k)\sigma \rceil$. Hence, in practice the actual values of $\min(l,k), n$, and $\sigma$ determine a trade-off between the protocols in Figure 8 and Figure 9.

The intuition behind the construction in Figure 9 is as follows. Let $M$ and $v$ be the result of removing zero columns and entries of $M$ and $v$, as defined in Figure 9, and let $\hat{M}$ and $\hat{v}$ be $M$ and $v$ padded with $k$ zero rows and $l$ zeroes, respectively. Now consider a trusted third party that provides party $P_1$ with a random permutation $\pi_l$ such that, after permuting columns of $M$ and $v$ according to $\pi_l$ and $\pi_v$ they are “well aligned”, meaning $\pi_l(M)\pi_v(v) = Mv$. Note that it is crucial that $\pi_l$ and $\pi_v$ look random to $P_1$ and $P_2$ respectively. To achieve that, the third party generates random $\pi_l$ and $\pi_v$ subject to the constraint that $\forall i \in [l+k] : \pi_l(i) = \pi_v(i) \iff i \in (A \cap B)$, where
The outputs for the two parties from the ROOM protocol are secret shares of the array \( r = (p_i)_{i \in [k]} \). Party \( P_1 \) provides \( P_2 \) with their share of the \( p_i \)'s so that \( P_2 \) can reconstruct \( \pi_2 \). Note that this computation is independent of both \( n \) and \( \sigma \), in contrast to the protocol in Figure 8. Moreover, it provides flexibility to exchange the roles of the server and client in the ROOM protocol achieving the second goal defined above.

The security of this construction follows from the security of the ROOM protocol and the dense multiplication. The output of the ROOM allows party \( P_2 \) to obtain the evaluation of a random permutation \( \pi_1 \) on its non-zero entries. The rest of the protocol involves local computations until the final secure computation for the dense multiplication.

5.2.2 Row-Sparse Matrix. We now consider the case where \( M \) is sparse in its first dimension. In our solution to this variant \( P_1 \) defines \( M' \) as the matrix resulting from removing all zero rows from \( M \). Then the parties run a protocol to compute shares of the vector \( v = M'v \) of length \( l \). For this, we can either use the protocol from Figure 8, if \( v \) is sparse, or we can rely on dense multiplication. In any case, \( v \) now contains all non-zero values of the desired result, but its dimensions do not match \( M v \). However, note that \( M v \) can be recovered from \( v \) by inserting \( n - l \) zeros between the values of \( v \) at positions corresponding to zero rows in the original matrix \( M \). This can directly be achieved by running \( \text{SCATTER} \text{INIT} (r, l, n) \), where \( r \) contains the indices of non-zero rows in \( M \).

In our higher-level applications, which we describe next, we will use the matrix-vector multiplications described here in various ways. In particular, we use the column-sparse protocol from Figure 9 for \( k \)-\text{NN} classification, and the column-sparse and row-sparse protocols from Figure 8 and the previous section for logistic regression.

6 APPLICATIONS

We consider three applications to exemplify the features of our framework. These include non-parametric data analysis tasks (naïve Bayes and \( k \)-nearest neighbors) as well as parametric data analysis tasks (logistic regression trained by stochastic gradient descent (SGD)). Besides showing the flexibility of our framework, our motivation to select this concrete set of applications is to enable comparisons with previous works: secure naïve Bayes classification was studied by Bost et al. [5], Schoppmann et al. [35] recently proposed a custom protocol for \( k \)-nearest neighbors that exploits sparsity, and the SecureML work by Mohassel and Zhang [29] is the state of the art in secure two-party logistic regression learning with SGD.

Due to space considerations, and since it mostly consists of ROOM queries, we present our Naïve Bayes classification in Appendix B. The remainder of this section focuses on \( k \)-\text{NN} and two-party SGD, both of which make use of the advanced matrix multiplication protocols we presented in Section 5.2.
6.1 Similarity Computation and $k$-Nearest Neighbors

In secure $k$-NN [35], we have a database $D$ of labeled documents distributed among one or multiple servers, where each $d \in D$ is represented as a feature vector using TF-IDF encoding. A client wants to classify a document $d$ against $D$. The $k$-NN classification algorithm, which is parameterized by a constant $k$, achieves that goal by (a) computing $\text{sim}(d, p)$, for each $p \in D$, and (b) assigning a class $c_d$ to $d$ as the result of a majority vote among the classes of the $k$ most similar documents according to the similarities computed in step (a). See Figure 10 for a schematic depiction of this setting.

In [35], the authors observe that for the commonly used cosine similarity metric, secure $k$-NN reduces to one two-party sparse matrix-vector multiplication between the client and each of the data holders, followed by a generic MPC phase for the majority vote. Their construction for similarity computation is equivalent to the protocol in Figure 9 instantiated with Circuit-ROOM, which we use as a baseline in our experimental evaluation (Section 8.1). Note that this approach already exploits sparsity in the data.

However, our modular framework also allows us to use different ROOM primitives to achieve better efficiency in the online phase, while matching the speedups of [35] in the offline phase (cf. Section 2). In Section 8.1, we show that our Poly-ROOM indeed improves the online phase by up to 5x.

6.2 Logistic Regression Training

A drawback of non-parametric approaches like $k$-NN is that each query depends on the entire training database. To circumvent this, parametric approaches such as logistic regression first train a smaller model $\theta$, which is then used to answer classification queries faster.

Here, we assume a two-party setting where parties $P_1$ and $P_2$ hold a horizontally partitioned database, i.e., each party holds a sparse dataset, where $P_1$ holds $X^1 \in \mathbb{R}^{n \times d_1}$, $y^1 \in \mathbb{R}^{n_1}$, with $X^1$ being the set of $n_1$ records with $d$ features and $y^1$ being the vector of corresponding binary target labels. This corresponds to a training dataset of size $n \times d$, $n = n_1 + n_2$ distributed among $P_1$ and $P_2$, and the goal is to build a shared model $\theta$ that is able to accurately predict a target value for an unlabeled record, while keeping the local training datasets private (cf. Figure 11).

A widely used algorithm for building this kind of model is **mini-batched stochastic gradient descent (SGD)**. Here, the empirical loss of the model $\theta$ is minimized by iteratively refining it with an update rule of the form $\theta^{i+1} = \theta^i - \eta g_i$ for a step size $\eta$ and a gradient quantity $g$. The training dataset is partitioned in so-called **mini-batches**, each of which is used to compute a model update. In a forward pass, the prediction loss of the current batch is computed, and the gradient $g$ of that loss is obtained as the result of a backward pass.

Figure 12 shows a secure protocol for two-party SGD training. It relies on a secure matrix multiplication protocol $\text{MvMult}$, and an approximation of the logistic function $\text{SIGMOID}(x) = 1/(1 + e^x)$ introduced by Mohassel and Zhang [29], implemented with a garbled circuit. The security of the protocol follows from the fact that $\theta$ is always kept secret shared, and secure implementations of the two sub-protocols above.

We now discuss how the calls to $\text{MvMult}$ in lines 6 and 9 of the protocol are instantiated with our protocols from Section 5.2. First note that, as the $X^i$’s are sparse, so will be their mini-batches $B^i$ contributed by $P_1$ or $P_2$ in line 5. In fact, as common mini-batch sizes are as small as 64 or at most 128, the mini-batches will be sparse in their columns. We show that this is the case in the context of concrete real-world datasets in Section 8. Hence, the call to $\text{MvMult}$ in line 6 involves a column-sparse matrix and a dense vector, and thus we choose our protocol from Figure 8 instantiated with Basic-ROOM. The choice of Basic-ROOM is justified by the fact that the keys of $[\theta]_{P_1}$ span the whole key domain $K = [d]$, as it is a secret share, and hence Basic-ROOM does not incur unnecessary overhead in this case. On the other hand, the computation of $g_i$ in line 9 is a multiplication between a row sparse matrix and a dense vector, for which we use our protocol from Section 5.2.2.
In Section 8.2, we compare the runtimes of our sparse implementation to those reported in [29]. With the exception of the smallest dataset, we improve computation time by a factor of $2x–11x$ (LAN) and $12x–94x$ (WAN), and communication by $26x–215x$ (LAN) and $4x–10x$ (WAN).

7 IMPLEMENTATION OF OUR FRAMEWORK

For our implementation, we follow the general architecture presented in Figure 1. For each layer of abstraction, we define generic interfaces that are then matched by our concrete implementations. This allows, for example, to use the same matrix multiplication function for different ROOM instantiations, which in turn simplifies development and makes sure our framework can be extended seamlessly.

Most of our library is written as generic C++ templates that abstract away from concrete integer, vector and matrix types. This allows us to use Eigen’s expression templates [18], and thus avoid unnecessary local matrix operations. For generic two-party computation based on garbled circuits, we use Obliv-C [39]. As a PRF, we use the AES-128 implementation in Obliv-C by Doerner [12]. The fast polynomial interpolation and evaluation that we need for Poly-ROOM and ScatterInit is done using Yanai’s FastPolynomial library [37]. The code for our framework is publicly available for download.\(^1\)

8 EXPERIMENTAL EVALUATION

Given the large number of parameters and tradeoffs that our framework exhibits, a complete layer-by-layer evaluation of all components from Figure 1 with all ranges of useful parameters is both infeasible and not very useful. Instead, we chose to run experiments on only two abstraction layers: ROOM micro-benchmarks, which allow to compare our constructions with each other and with future improvements, and entire applications, which allow us to compare against previous work on application-specific protocols. We present our micro-benchmarks in Appendix C.2, and focus on our applications for the remainder of this section.

We implement each of the applications presented in Section 6 in our framework. All of our applications are implemented end-to-end, meaning they take the sparse feature vectors as inputs and return the desired class or shared regression model as output. For Naive Bayes, we refer to Appendix B.1.1.

We analyze three real-world datasets that represent common classification tasks: sentiment analysis [27], topic identification [34], and language detection [36]. Table 2 summarizes the properties of each of the datasets, including the average number of features of single documents. We also report, for reference, the classification accuracies that can be achieved using the different methods outlined in Section 6: logistic regression, naive Bayes, and $k$-nearest neighbors. These were obtained in the clear using out-of-the-box Scikit-Learn [32] model fitting, without any sophisticated hyperparameter tuning.

For the Movie Reviews and 20Newsgroups datasets, features correspond to words, using a TF-IDF representation. We assume a public vocabulary of 150000 words for the first two datasets (Movie reviews and 20newsgroups). This number has been used in previous work [35] and corresponds to the size of a large dictionary of English words. For the language classification task, $n$-grams of $n$ consecutive characters are used instead. We assume the set of characters is public.

All our experiments are performed on Azure DS14 v2 instances with 110 GB of memory each, using a single core. We note that the memory bottleneck in our experiments is the "dense" case that we use as a baseline, not our ROOM-based implementations. For LAN experiments, we use instances in the same region, while for WAN experiments, we place one in the US and one in Europe. The measured roundtrip time was 0.7ms in the LAN setting, and 85ms in the WAN setting. The average data transfer rates were 2.73Gbit/s and 245Mbit/s, respectively. As in previous work [29, 35], 64-bit integers are used for $K$ and $V$. Garbled circuits are run with 80-bit security, due to Obliv-C. For Poly-ROOM, we use $s = 40$ bits of statistical security.

8.1 $k$-Nearest Neighbors

For $k$-NN, the efficiency bottleneck is the computation of scores of the query document with respect to each training sample, which reduces to a secure matrix-vector multiplication where the matrix is sparse in its columns and the vector is sparse. Thus, we can implement this protocol using Figure 9, instantiated with any of our ROOMs.

As observed in Section 6.1, Schoppmann et al. [35] solve this problem using an approach similar to Circuit-ROOM, which is why we use it as the baseline here. In most of our experiments (Figure 13), their approach turns out to be faster in than a simple dense multiplication.

Our new constructions using Basic-ROOM and Poly-ROOM achieve a similar improvement over the dense case (up to 82x) when it comes to total time, and at the same time a 2–5x improved online time compared to [35]. Note that the online time includes top-$k$ selection (implemented using generic MPC) and multiplication of the reduced matrices, both of which are the same for [35] and us. If we focus on the reduction time alone, our new approaches are up to 40x faster.

\(^1\)https://github.com/schoppmp/room-framework
Table 2: Real-world datasets used in the experiments. These comprise a variety of classification tasks such as sentiment analysis of movie reviews (Movies), topic identification (Newsgroups), and language identification (Languages). For the latter, we also investigate the effect of analyzing larger n-grams instead of single characters.

(*) $k$-NN was trained on a subsample of 10K examples due to memory limitations.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Documents</th>
<th>Classes</th>
<th>Nonzero Features</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Single (avg.)</td>
<td>Total</td>
</tr>
<tr>
<td>Movies</td>
<td>34341</td>
<td>2</td>
<td>136</td>
<td>95626</td>
</tr>
<tr>
<td>Newsgroups</td>
<td>9051</td>
<td>20</td>
<td>98</td>
<td>101631</td>
</tr>
<tr>
<td>Languages, ngrams=1</td>
<td>783</td>
<td>11</td>
<td>43</td>
<td>1033</td>
</tr>
<tr>
<td>Languages, ngrams=2</td>
<td>783</td>
<td>11</td>
<td>231</td>
<td>9915</td>
</tr>
</tbody>
</table>

Table 3: Comparison of our approach with SecureML [29] in the LAN setting. Offline times are extrapolated from the results reported in [29]. In all experiments, we use a batch size of 128. The total time represents a full training epoch, including forward pass, sigmoid activation function, and backward pass.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Offline Time</th>
<th>Total Time</th>
<th>Offline Communication</th>
<th>Total Communication</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SecureML</td>
<td>Ours</td>
<td>SecureML</td>
<td>Ours</td>
</tr>
<tr>
<td>Movies</td>
<td>6h17m45.06s</td>
<td>14m19.29s</td>
<td>6h43m46.09s</td>
<td>186.25 GiB</td>
</tr>
<tr>
<td>Newsgroups</td>
<td>1h39m33.66s</td>
<td>3m34.55s</td>
<td>1h42m38.14s</td>
<td>46.5 GiB</td>
</tr>
<tr>
<td>Languages, ngrams=1</td>
<td>3.56s</td>
<td>1.76s</td>
<td>5.9s</td>
<td>29.89s</td>
</tr>
<tr>
<td>Languages, ngrams=2</td>
<td>1h1m16.34s</td>
<td>13.07s</td>
<td>1h3m7.12s</td>
<td>6m17.51s</td>
</tr>
</tbody>
</table>

Figure 14: Total running time of a Stochastic Gradient Descent (SGD) training epoch for logistic regression. We use synthetic datasets with 1024 documents per server, a vocabulary size of 150k, and varying sparsity per batch.

8.2 Logistic Regression Training

For each of our datasets, we also evaluate the time needed to build a logistic model using our protocol from Figure 12. We compare two approaches. One uses the state-of-the-art dense matrix multiplication protocol to instantiate $MvMult$ (cf. lines 6 and 9 in Figure 12), which is the extension of Beaver triples [3] to matrices proposed in [29]. The second approach uses our sparse matrix multiplication protocols from Figure 8 and Section 5.2.2 for forward- and backward pass, respectively. We measure the online running time of a full run using both approaches, as well as the total amount of data transferred. We also estimate offline times using the measurements provided by Mohassel and Zhang [29, Table II], and we present it together with the total time that includes both phases in Table 3.

While the dense solution [29] achieves fast online computation, this comes at a significant offline computation and communication cost, requiring hours, even days in the WAN setting (Appendix C.1), and sometimes terabytes of communication. Our solution on the other hand saves a factor of 2x–11x in total runtime and a factor 26x–215x in communication in all reasonably large datasets (in “Languages, ngrams=1”, SecureML is faster in total time, but both executions take just a few seconds).

Finally, we investigate how our solution scales with different dataset sparsities and the batch size used for training. For that, we run experiments on synthetic datasets. We use 1024 documents for each of the two servers, and vary the batch size between 128 and 1024. For each batch, we set the number of nonzero values between 1% and 10%. For comparison, the sparsity of a batch of 128 documents from the Movies or Newsgroups datasets is about 3%.

The results are shown in Figure 14. It can be seen that our sparse implementation benefits a lot from increasing the batch size. However, increasing the batch size will also increase the number of nonzeros per batch in real datasets, albeit sub-linearly. Thus, the batch size can be optimized to account for the sparsity of the dataset being used for training. Research on training ML models in the clear suggests larger batch sizes can be used without losing accuracy [19], and we conjecture that this allows us to achieve even better speedups than those reported in Table 3, at the same level of accuracy. However, in order to stay functionally equivalent to previous work [29], we omit such optimizations at this point.
9 CONCLUSION

Privacy preserving techniques for machine learning algorithms have a wide range of applications, which most often need to handle large data inputs, and thus scalability is crucial in any solution of practical significance. Exploiting sparsity is heavily leveraged by existing computation frameworks to achieve scalability, and in many settings some sparsity metric of the data is already public. This can be leveraged in the setting of privacy-preserving data analysis, not only at the application level, but also in terms of lower-level operations.

A practical and principled approach to this problem calls for a modular design, where in analogy to the components architecture in scientific computing frameworks, algorithms for linear algebra are built on top of a small set of level operations. In this paper we proposed a framework that takes a first step towards this vision: we started by defining sparse data structures with efficient access functionality, which we used to implement fast secure multiplications protocols for sparse matrices, a core building block in numerous ML applications.

By implementing three different applications within our framework, we demonstrated the efficiency gain of exploiting sparsity in the context of secure computation for non-parametric (k-nearest neighbors and Naive-Bayes classification) and parametric (logistic regression) models, achieving manyfold improvement over the context of secure computation for non-parametric (logistic regression) models, achieving manyfold improvement over the future improvements.
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A BASELINE PROTOCOLS FOR SCATTERINIT

A.1 Naive solutions

One direct way to implement the functionality of Figure 6 is using generic MPC such as garbled circuits. The approach requires a circuit of size $O(n\sigma)$ that for each $i \in [n]$ selects the $i$th output among the all possible values (0, $r_1, \ldots, r_{n-1}$). Hence a solution based on generic MPC constructions would require $O(n\sigma)$ communication and computation. Alternatively, one can rely on additive homomorphic encryption to enable $P_1$ to distribute the encrypted values of $r$ into the right positions of encrypted $r'$ and then execute a protocol with $P_2$ to obtain shares of $r'$ in the clear. This approach requires $O(n)$ computation and $O((n+1)L)$ communication where $L$ is the length of a ciphertext of additively homomorphic encryption, which adds considerable expansion to the length of the encrypted value.

A.2 FSS-based SCATTERINIT

Function Secret Sharing (FSS). Our construction below uses a building block function secret sharing (FSS) [6]. While this primitive provides functionality for general functions, we use its instantiation for point functions, which also implies private information retrieval (PIR). A point function $f_{a,b}(x)$ with domain $[n]$ is defined as $f(x) = b$ and $f(i) = 0$ for all $i \neq a$. A function secret sharing scheme has two algorithms $\text{FSS.KeyGen}$ and $\text{FSS.Eval}$. The key generation produces two keys $(k_{\text{FSS}}, k') \leftarrow \text{FSS.KeyGen}(\alpha, \beta)$ that when evaluated, satisfy $\text{FSS.Eval}(k_{\text{FSS}}, i) = \text{FSS.Eval}(k', i)$ if $i \neq \alpha$ and $\text{FSS.Eval}(k_{\text{FSS}}, \alpha) \oplus \text{FSS.Eval}(k', \alpha) = \beta$, otherwise.

First, we present a solution for the SCATTERINIT functionality of Figure 6 in the case $l = 1$, and then discuss how to extend it to any value of $l$. The two parties will generate in a secure computation a pair of FSS keys $(k^1, k^2)$ with the following properties. Let $\|v_i\|_1 = F_{1,i}$ and $\|v_i\|_2 = F_{2,i}$ for $i \in [n]$, then we have that $\forall i \neq i_1 : \|v_i\|_1 = \|v_i\|_2$, and $\|v_i\|_1 \oplus \|v_i\|_2 = r_1$. This computation can be done several times in parallel to obtain a protocol for the case $l > 1$, where each party XORs locally its output vectors from all $l$ executions. This protocol has $O(\log(n))$ communication, $O(l \log(n))$ computation in MPC, and $O(ln)$ local computation for each party. One drawback of this approach is that the result would be xor-shared, and for our applications we require additive shares for efficiency, as we will perform arithmetic operations. A naive conversion from xor to additive shares in a circuit would require $O(n)$ additions, bumping up the computation and communication to be linear in $n$, which is prohibitive for the values of $n$ to be found in some realistic data analysis (see Section 8). This overhead can be avoided as follows: starting with the case $l = 1$. Similarly to above the parties generate FSS keys $(k^1, k^2)$ with the difference that $\|v_i\|_1 \oplus \|v_i\|_2 = x$ instead of $r_1$, where $x$ is a random value not known to either party, while $\forall j \neq i_1 : \|v_j\|_1 = \|v_j\|_2$. Subsequently, the parties run a garbled circuit protocol with inputs $\{|r_1\|, c_1 = \bigoplus_{j \in [n]} (\|v_j\|_1)$, and $\|v_j\|_2\}$ from $P_1$, and $\{|r_1\|_2\}$ from $P_2$. This secure computation (a) computes $\|v_i\|_2$ as $c_1 \oplus c_2 \oplus \|r_1\|_2$, (b) reconstructs $r_1$, and (c) reveals $s = r_1 - \|v_i\|_2$ to $P_1$. Finally, to obtain an additive share of the intended sparse vector $r'$, $P_1$ sets $\|r'_i\|_1 = -\|v_i\|_1$, for all $j \neq i_1$, and $\|r'_i\|_2 = s$, while $P_2$ sets $\|r'_j\|_2 = \|v_j\|_2$, for all $j \in [n]$. Running this protocol several times gives a protocol for the general case ($l > 1$) from Figure 6 with $O(l \log(n))$ communication, $O(l \log(n))$ computation in MPC, and $O(ln)$ local computation for each party. The garbled circuit sub-protocol is extremely efficient, as it requires $l$ additions and $2l$ XORs, where the latter can be performed locally with the Free-XOR optimization [23].

B NAIVE BAYES APPLICATION

This section describes our third application that we built using the functionality from our framework, which was omitted from the main paper body due to space constraints.

B.1 Secure Naive Bayes Classification

A naive Bayes classifier is a non-parametric supervised classification algorithm that assigns to an item $d$ (for example a document) the class $c$ in a set of potential classes $C$ (for example (spam, no-spam)) that maximizes the expression $\text{score}(c) = P(c) \cdot \Pi_{t \in d} P(t|c)$, where $t \in d$ denotes the database features present in the feature representation of $d$. A common approach to keep underflows under control is to use logs of probabilities. This transforms the above expression into $\text{score}(c) = \log(P(c)) + \sum_{t \in d} \log(P(t|c))$.

In Naive Bayes, $P(c)$ is estimated as $P(c) = N_c/N$, namely the number of items $N_c$ of class $c$ in the dataset, divided by the dataset size $N$. $P(t|c)$ is estimated as $P(t|c) = T_{t,c}/N_c$, namely the number of occurrences (or score) $T_{t,c}$ of feature $t$ in items of class $c$, normalized by the total number of examples of class $c$ in the training dataset. Additionally, Laplace smoothing is often used to correct for terms not in the dataset, redefining $P(t|c)$ to be $P(t|c) = (T_{t,c}+1)/(N_c+N)$. A secure two-party naive Bayes classification functionality is defined as follows: a server holds the dataset $D$ that consists of $n$ items with $k$ features. Each item in the dataset is labeled with its class from the set $C$ of potential classes. Hence, the server holds the values $P(t|c)$, $P(c)$ defined above. A client wants to obtain a label for an item $d$. This needs to be done in a privacy preserving manner where only the client learns the output label and the server learns nothing.

The work of Bost et al. [5] presented a solution to the above problem using Paillier encryption and an argmax protocol based on additive homomorphic encryption. Our ROOM functionality provides a direct solution for this two-party problem, in which the server reveals an upper bound of its number of features. This solution works as follows: for each class $c \in C$, the server and the client invoke the ROOM functionality with input values $\log(P(t|c))$ for all keys $t$, as well as default values $1/(N_c+N)$ for the server, and query $(t_{\text{ed}})$ for the client. This gives the parties additive shares of the vector $\log(P(t|c))_{t \in \text{ed}}$. Then, the parties can compute locally shares of the vector $(\text{score}(c))_{c \in C}$, which contains the scores of $d$ with respect to all classes. Finally, the class with highest score,
which will be revealed only to the client, can be computed using any generic MPC protocol involving only |C| comparisons.

B.1.1 Experiments on Naive Bayes. We implemented our protocol described above, which consists of (i) a ROOM query for each of the |C| potential classes composed with (ii) a protocol for securely computing the argmax of |C| values. We do not include the latter here, since it only depends on the number of classes, which is usually significantly smaller than the dataset sizes (cf. Table 2). The runtimes, for each of the datasets, are shown in Figure 15 and Figure 16 (left). In both the LAN and WAN settings, Poly-ROOM generally outperforms Circuit-ROOM. This is consistent with the results from the previous section, since the queries are extremely sparse (i.e., |m| is small). Note that neither the Circuit- nor the Poly-ROOM require a public vocabulary. If the vocabulary is public, then Basic-ROOM can be used as well. The plots in Figure 15 show the runtime for a public vocabulary of size 150000. In the LAN setting this gives a huge advantage: for the Movie Reviews dataset with |m| > 50k features, our protocol takes less than 2s. In contrast, the total classification time for a dataset with only 70 features took over 3 seconds in [5].

C ADDITIONAL EXPERIMENTAL RESULTS

C.1 Experiments in the WAN Setting

Figure 16 and Table 4 show the results of the experiments from Section 8 in the WAN.

C.2 ROOM Micro-Benchmarks

Table 1 presents the runtimes for Circuit-ROOM and Poly-ROOM and how they depend on the database size |n| and the query size |m|. We first measure the runtimes of each algorithm for a range of parameters |n| ∈ {500, 5000, 50000} and |m| ∈ {0.1n, 0.2n, ..., n}. The results can be seen in Figure 17. Each plot corresponds to one choice of |n|, while values of |m| are given on the x-axes. The runtime of both ROOM variants increases as |m| grows, but Circuit-ROOM is outperformed by Poly-ROOM as |n| increases, as long as |m| < |n|. The reason is that the complexity of Circuit-ROOM depends significantly on |n|, as its runtime is dominated by oblivious merging and shuffling, which scales with the sum |m| + |n|. The time of Poly-ROOM in mainly determined by |m| while Circuit-ROOM remains more stable across the choices of |m|.

To investigate the cutoff point between the two instantiations, as well as their performance relative to each other, we benchmark them on a grid of exponentially increasing parameter choices. We then fit functions of the runtime to the collected data, which gives us a model to estimate the performance even for parameter choices not directly measured.

Figure 18 shows the results in the LAN and WAN settings, respectively. For each set of choices for |m| and |n|, the color in the plot indicates the relative performance of our two algorithms. Intuitively, in regions where one of those two colors is prevalent, the corresponding algorithm is the optimal choice for that setting. Regions in between (turquoise) correspond to parameters where both of our algorithms perform equally well.

In the LAN setting, Poly-ROOM clearly wins in all cases where |m| < |n|, while Circuit-ROOM is only viable for large queries on small databases. In the WAN, this effect is slightly reduced, but still visible.
Figure 16: (Left) Running time of a Naive Bayes query in the WAN. See also Figure 15. (Middle) Running time of a k-NN query in the WAN. See also Figure 13. (Right) Total running time of an SGD training epoch for logistic regression with varying document sparsity. Note that unlike in the LAN, we can use SecureML’s homomorphic encryption-based offline phase [29] here that also benefits from larger batches. See also Figure 14.

Figure 17: Measured running times of each of our ROOM constructions in the LAN setting, for several choices of query size and database size. We distinguish between local time (for time spent doing local computation) and MPC time, for running time of MPC sub-protocols. Error bars indicate 95% confidence intervals.

Figure 18: Estimated performance of our two instantiations of sparse ROOM in the LAN (left) and WAN (right) settings. Running times were measured for length $m$ queries to a ROOM of size $n$, with $m \in \{2^i \mid i \in \{0, \ldots, 13\}\}$ and $m \in \{2^i \mid i \in \{0, \ldots, 18\}\}$. Then, for each of our algorithms, a model of the running time was computed using nonlinear least-squares from scipy.optimize.curve_fit, where the function to be fitted was chosen according to the asymptotics in Table 1. Each pixel was computed by averaging over the colors corresponding to each algorithm, weighted by the inverse of their respective running times. Thus, the dominant color of a region corresponds to the algorithm that performs the best in that setting.