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Abstract. In profiling side-channel analysis, machine learning-based attacks nowadays offer the most powerful performance. This holds especially for techniques stemming from the neural network family: multilayer perceptron and convolutional neural networks. Convolutional neural networks are often favored as state-of-the-art results suggest better performance, especially in scenarios where targets are protected with countermeasures. Multilayer perceptron receives much less attention and researchers seem less interested in this technique, narrowing the results in the literature to comparisons with convolutional neural networks. Yet, a multilayer perceptron has a much simpler structure, which enables easier hyperparameter tuning, and hopefully, could contribute to the explainability of this neural network inner working.

In this paper, we investigate the behavior of a multilayer perceptron in detail in the context of the side-channel analysis of AES. By exploring the sensitivity of multilayer perceptron hyperparameters over the performance of the attack, we aim at providing a better understanding of successful hyperparameters tuning, and ultimately, the performance of this algorithm. Our results show that MLP (with a proper hyperparameter tuning) can easily break implementations having a random delay or masking countermeasures.

1 Introduction

Side-channel analysis (SCA) exploits weaknesses in physical implementations of cryptographic algorithms rather than the mathematical properties of the algorithms \cite{17}. There, SCA correlates secret information with unintentional leakages like timing \cite{14}, power dissipation \cite{15}, and electromagnetic (EM) radiation \cite{25}. One common division of SCA is into non-profiling (direct) attacks and profiling (two-stage) attacks. Profiling SCA is the worst-case security analysis as it considers the most powerful side-channel attacker with access to a clone device (where keys can be chosen and/or are known by the attacker). During the past few years, numerous works showed the potential and strength of machine learning in the context of profiling side-channel analysis. Indeed, across various targets and scenarios, researchers were able to show that machine learning can outperform other techniques considered as the state-of-the-art in the SCA community \cite{16,2}. More interestingly, some machine learning techniques are successful even on implementations protected with countermeasures \cite{13,2}. There, in the spotlight are
techniques from the neural network family, most notably, multilayer perceptron (MLP) and convolutional neural networks (CNNs).

For most of the research in the SCA domain, the inner working of a machine learning method is still considered as a black-box, as it cannot be naturally visualized. By tuning a set of variables before the learning process (i.e., the hyperparameters), it is possible to influence the performance of the attack. Still, the features learned during this process are difficult to explain and there exists no proof showing that a machine learning method cannot perform even better. Similarly, there are no proofs if there exist countermeasures that would make a machine learning process impossible.

When considering the attack success, commonly we take into account only the performance as measured by the number of traces needed to obtain the key. While this is an important criterion, it should not be the only one. For instance, attack complexity (complexity of tuning and training a model) and interpretability of the attack are also very important but much less researched. For instance, CNNs are often said to perform better than MLPs in the context of SCA, as they make the training of a model more versatile and remove the feature engineering process. On the other side, while MLP has a simpler structure and is probably easier to understand than CNNs, less attention is raised around its performance in SCA. Consequently, this raises an interesting dilemma: do we consider profiling SCA as a single-objective problem where the attack performance is the only criterion or should it be a multi-objective problem where one considers several aspects of “success”. We believe the proper approach is the second one as without a better understanding of attacks we cannot make better countermeasures, which is an integral part of the profiling SCA research. Still, before diving into the interpretability of MLP, we must better understand its performance and robustness as measured by the attack performance and tuning difficulty.

In this paper, we experimentally investigate the performance of MLP when applied to real-world implementations protected with countermeasures and explore the sensitivity of the hyperparameter tuning of a successful MLP architecture. We emphasize that this work does not aim to compare the performance of different techniques, but rather to explore the capabilities of multilayer perceptron. To achieve this, we use two datasets containing different AES implementations protected with random delay countermeasure and masking countermeasure. Our results show that we require larger architectures only if we have enough high-quality data. Hence, one can (to a certain degree) overcome the limitation in the number of hidden layers by providing more perceptrons per layer or vice versa. Finally, while our experiments clearly show the difference in the performance concerning the choice of hyperparameters, we do not notice that MLP is overly sensitive to that choice. This means it is possible to conduct a relatively short tuning phase and still expect not to miss a hyperparameter combination yielding high performance.
The rest of this paper is organized as follows. In Section 2, we discuss the related works and in Section 3 profiling side-channel analysis and multilayer perceptron algorithm. Section 4 gives details on our experimental setup. In Section 5 we present the experimental results while in Section 6 we give a discussion on results. Finally, Section 7 concludes the paper with several possible future research directions.

2 Related Work

The corpus of works on machine learning and SCA so far is substantial, so here we concentrate only on works considering multilayer perceptron. Yang et al. considered neural networks and back-propagation as a setting for profiling SCA [30]. They indicated that “...neural network based power leakage characterization attack can largely improve the effectiveness of the attacks, regardless of the impact of noise and the limited number of power traces.” Next, Zeman and Martinasek investigated MLP for profiling SCA where they mentioned the machine learning algorithm simply as “neural network” [18]. They considered an architecture with only a single hidden layer and experimented with several possible numbers of neurons in that layer. Finally, they used only one activation function – sigmoid. After those, there have been several papers using MLP with good results, but usually comparable with other machine learning techniques [8,19,12,11]. Still, the hyperparameter tuning was often not sufficiently explored and the datasets were not so realistic. In 2016, Maghrebi et al. conducted the first experiments with convolutional neural networks for SCA and they compared their performance with several other techniques (including MLP) [16]. Their results indicated that, while MLP is powerful, CNNs can perform significantly better. From that moment on, we observe a number of papers where various deep learning techniques are being considered, see, e.g., [24,23,21,10].

Pfeifer and Haddad considered how to make additional types of layers for MLP to improve the performance of such profiling SCA [20]. B. Timon investigated the “non-profiled” deep learning paradigm where he first obtained the measurements in a non-profiled way, which are then fed into MLP or CNN [29]. Interestingly, he reported even better results with MLP than CNNs. Finally, Picek et al. connected the Universal Approximation Theorem and performance of the side-channel attack where they stated if the attacker has unlimited power (as it is usually considered), then most of the MLP-based attacks could (in theory) succeed breaking implementation with only a single measurement in the attack phase [22].

3 Background

In this section, we start by providing background information about profiling side-channel analysis. Afterward, we discuss the multilayer perceptron algorithm.
3.1 Profiling Side-channel Analysis

Cryptographic devices execute functions that handle both public and secret information. An adversary aims to steal the secret information by exploiting the physical leakage of the device. More precisely, these leakages are caused by the electrical properties of CMOS transistors that store the information in a device. When changing state to store or load information, CMOS consumes energy, which is a behavior that the attacker can observe and link to information that is processed.

Profiling side-channel analysis is an efficient set of methods where one works under the assumption that the attacker is in full control of an exact copy of the targeted device. By estimating leakage profiles for each target value during the profiling step (also known as the training phase), the adversary can classify new traces obtained from the targeted device by computing the probabilities of each target value to match the profile. There are multiple approaches to compute these probabilities, such as template attack [3], stochastic attack [26], multivariate regression model [28], and machine learning models [16,13].

When profiling the leakage, one must choose the appropriate leakage model, which will then result in a certain number of classes (i.e., possible outputs). The first common model is the intermediate value leakage model, which results in 256 classes as we consider the AES cipher that has 8-bit S-box:

\[ Y(k) = \text{Sbox}[P_i \oplus k]. \]

The second common leakage model is the Hamming weight (HW):

\[ Y(k) = \text{HW}(\text{Sbox}[P_i \oplus k]). \]

The Hamming weight leakage model results in 9 classes. Note that the distribution of classes is very imbalanced, which can lead to problems in the classification process [23].

3.2 Multilayer Perceptron

The multilayer perceptron (MLP) is a feed-forward neural network that maps sets of inputs onto sets of appropriate outputs. MLP has multiple layers of nodes (artificial neuron as depicted in Figure 1) in a directed graph, where each layer is fully connected to the next layer. The output of a neuron is a weighted sum of \( m \) inputs \( x_i \) evaluated through a (nonlinear) activation function \( A \):

\[ \text{Output} = A(\sum_{i=0}^{m} w_i \cdot x_i). \] (1)

An MLP consists of at least three types of layers: an input layer, an output layer, and one or more hidden layers [5]. If there is more than one hidden layer, the architecture can be already considered as deep learning. In Figure 2 we
Fig. 1: Artificial neuron model (perceptron). A network structure with $m$ inputs $(x_0, x_1, \ldots, x_m)$ connected to a neuron with weights $(w_0, w_1, \ldots, w_m)$ on each connection. The neuron sums all the signals it receives where each signal is multiplied by its associated weights on the connection. The output is passed through an activation function, $A$, that is usually nonlinear to give the final output.

Fig. 2: Multilayer perceptron. The input layer has 6 inputs (features) that are then passed through 2 hidden layers, first one with 4 perceptrons and the second one with 3 perceptrons. Finally, the output layer has one perceptron.
depict an MLP with 2 hidden layers. To train the neural network, the backpropagation algorithm is used, which is a generalization of the least mean squares algorithm in the linear perceptron [9].

The multilayer perceptron has many hyperparameters one can tune but we concentrate our attention on the following ones:

1. The number of hidden layers. The number of hidden layers will define the depth of the algorithm and consequently, how complex relations can the MLP model handle.

2. The number of neurons (perceptrons) per layer. The number of neurons per layer tells us the width of the network and what is the latent space. Interestingly, there exists a well-known result in the machine learning community called the Universal Approximation Theorem that states (very informally) that a feed-forward neural network with a single hidden layer, under some assumptions, can approximate a wide set of continuous functions to any desired non-zero level of error [7].

3. Activation functions. Activation functions are used to convert an input signal to an output signal where if complex functional mappings are needed, one needs to use nonlinear activation functions.

When talking about machine learning algorithms, it is common to differentiate between parameters and hyperparameters. Hyperparameters are all those configuration variables that are external to the model, e.g., the number of hidden layers in a neural network. The parameters are the configuration variables that are internal to the model and whose values can be estimated from data. One example of parameters is the weights in a neural network. Consequently, when talking about tuning a machine learning algorithm, it means tuning its hyperparameters.

4 Experimental Setup

In this section, we first provide information about the datasets we use. Next, we briefly discuss the guessing entropy evaluation metric.

4.1 Datasets

We consider two datasets that we denote ASCAD and AES_RD. Both datasets are protected with countermeasures: the first one with masking and the second one with the random delay.

**ASCAD Dataset** This dataset implements a first-order Boolean masking countermeasure, which makes it more resilient against side-channel analysis and a widespread SCA protection mechanism. The principle of masking countermeasure is to introduce a random mask on the input of the algorithm to prevent an attacker to find a correlation between intermediate values and the secret key. As the mask is selected at random for every execution of the algorithm, the attacker cannot predict intermediate values. The targeted platform is an
8-bit AVR microcontroller (ATMega8515) running a masked implementation of AES-128. Measurements are made using electromagnetic emanation (EM). The dataset is partitioned into two sets: a profiling/training set of 50,000 traces and a testing/attack set of 10,000 traces. We use the original traces extracted without modification containing a pre-selected window of 700 relevant samples per trace corresponding to round three of a masked AES. We use the unprotected S-box output as a leakage model. The SNR for this dataset is around 0.8 if the mask is known and 0 if the mask is unknown. The trace set is publicly available at https://github.com/ANSSI-FR/ASCAD/tree/master/ATMEGA_AES_v1/ATM_AES_v1_fixed_key.

**AES_RD Dataset** The targeted platform for this dataset is an 8-bit AVR microcontroller (ATMega16) running an implementation of AES-128 protected with random delays as described by Coron and Kizhvatov [6]. This dataset has a random delay countermeasure, which introduces process interruption of random lengths at random times during the execution of the algorithm, introducing misalignment of important features in the collected traces, making the attack more difficult. In this attack, we target the first S-box operation. The data consists of 50,000 traces of 3,500 features each. We use 40,000 traces for training and 10,000 traces for attacking. The SNR has a maximum value of 0.0556. In this attack, we target the first S-box operation. The trace set is publicly available at https://github.com/ikizhvatov/randomdelays-traces.

### 4.2 Evaluation Metric

The capability of a profiling model is inversely proportional to the number of traces an attacker needs to use to recover the key. A common metric in SCA is Guessing Entropy (GE) [27]. GE defines the average position of the correct key guess in the guessing vector. In other words, when considering $N$ attack traces, each of which results in a guessing vector $g = [g_1, g_2, \ldots, g_{|K|}]$ containing the probabilities of each key guess in the keyspace $K$, ordered by decreasing probability, the guessing entropy is the average position of correct key candidate among $g$.

The training and validation accuracy of the training phase of a neural network is often used as the only metrics to assess a good fitting of a model. When all hyperparameters have been evaluated, the best model is selected and an SCA metric is applied only on the best model to assess the power of the analysis. While somewhat related to other SCA metrics, accuracy can be deceiving and irrelevant towards measuring the quality of an attack, because it evaluates only one trace at a time whereas SCA metric takes several traces into account [23].

### 5 Results

All the implementations considered in the paper are software AES implementations. Depending on the implementation, the leakage might be higher for a
certain representation of the output (e.g., the Hamming weight (HW) when considering software implementation). In the analysis of our attacks, we will provide results with power leakage models of both the S-box output and its HW representation.

It is possible to increase the efficiency of the attack using feature selection or reduction methods (e.g., Pearson, PCA, LDA) to select interesting time samples on the dataset. Besides considering the raw traces (i.e., no pre-processing and/or feature engineering), we apply the Difference-of-Means (DoM) as a feature selection method.

Next, we give a detailed study of the MLP performance concerning 3 different hyperparameters:

– The number of perceptrons, with a fixed number of layers.
– The number of layers in an MLP, with a fixed number of perceptrons.
– The activation function used for the perceptrons in the hidden layers.

As it is not possible to explore the entire hyperparameters space, we study a small range of combinations that we consider representative of common architectures found in the related works and aim to explore the close range of the hyperparameters around successful settings from the literature. Additionally, we aim to show the sensitivity of these results when the neural network uses the same dataset but with a reduced number of features (selected Points of Interest (POIs) with the Difference-of-Mean (DoM) technique). In Table 1, we list all hyperparameter combinations we test. We run our experiments in Keras and we use 200 epochs for training with a learning rate of 0.001.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activation function</td>
<td>ReLU, Tanh</td>
</tr>
<tr>
<td>Number of layers</td>
<td>1, 2, 3, 4, 5, 6</td>
</tr>
<tr>
<td>Number of perceptrons per layer</td>
<td>10, 20, 30, 40, 50, 100, 150, 200, 250, 300</td>
</tr>
</tbody>
</table>

From Table 1, we consider \( n_{act} \cdot n_l \cdot n_p = 2 \cdot 6 \cdot 10 = 120 \) MLP architectures. To give an idea of the span of our exploring hyperparameters space, we estimated the time for computing one forward loop during the training phase of an MLP \( (n_f) \) which is on average 2.5 seconds. This time is the observed average time for one forward loop of a batch of 100 traces of ASCAD (700 features) using a single GPU. This time depends on many other parameters including the architecture of the GPU unit and the number of trainable weights of the MLP as well as the hyperparameters chosen for the exploration. Taking into account the above consideration, we can estimate the time to train all MLPs in the exhaustive search (within the ranges we defined): 

\[
\text{n_{mlp_to_train}} = n_{act} \cdot \sum_{i=0}^{n_l} (n_p)^i,
\]

which leads to a total number of 5640 MLP architecture to explore for only one dataset and leakage model.
As information obtained from the hyperparameter tuning is difficult to interpret from a single figure, we give the results for each dataset (ASCAD, AES, RLD) in three figures: one figure represents the guessing entropy of the attack for all trained MLP architectures (every combination of hyperparameters). This figure shows the evolution of the attack when considering an increasing number of attack traces. The other figures represent the final guessing entropy (considering that we use the maximum number of attack traces we have at our disposal) of MLPs represented for the two activations functions explored. Each figure gives the guessing entropy for one MLP against the number of layers and the number of perceptrons per layer. These figures can be used to visualize the relation that exists between the hyperparameters and the efficiency of the attack.

### 5.1 ASCAD

The authors of the ASCAD dataset report the best performance using an MLP with the following hyperparameters: activation function: ReLU, number of layers: 6, number of perceptrons per layer: 200, and number of epochs for training: 200. We use these hyperparameters as a baseline and refer to the pre-trained MLP provided along with the database as MLP\textsubscript{best}. Note, the authors of the ASCAD dataset do not claim these hyperparameters are the best possible ones, but the best out of those they tested.

In Figure 3, we depict the influence of all combinations of hyperparameter choices for the ReLU and Tanh activation functions when considering the intermediate value leakage model. We can see that for both choices of activation functions, there exist MLP architectures that reach a guessing entropy of 0 within 1000 attack traces. Still, the space of MLP architectures that achieve a guessing entropy lower than 30 is wider for ReLU than for Tanh. On the other hand, Tanh seems to behave more stable as we do not observe so many peaks in the landscape, i.e., the behavior is more uniform across a number of settings. We can notice that several MLP architectures with the ReLU activation function and a low number of perceptrons perform well, but only reaches GE above 30.

As it can be observed in Figure 3a, for setting with 200 perceptrons per layer, all MLPs with more than 2 hidden layers converge approximately equally fast to GE of 0. Further, we notice that increasing the number of perceptrons from the MLP\textsubscript{best} architecture increase GE (i.e., decrease the performance of the attack), and that very similar results can be obtained in the close range of this MLP architecture. Finally, we see from Figure 5c many settings are reaching GE of 0 but also having bad performance even with 10000 attack traces. We interpret this as expected sensitivity to the hyperparameter tuning.

We now reduce the number of features, i.e., the number of points in traces. To do so, we use Difference-of-Mean between the average trace for each different label/intermediate value. After this procedure, we use the 50 most important features. We then train different MLPs with the traces that have a reduced number of features. We apply the same reduction for the attack dataset and compute guessing entropy and we show the results in Figures 4.
Fig. 3: ASCAD Guessing Entropy for the intermediate leakage model.

(a) ReLU.

(b) Tanh.

(c) Guessing entropy of all MLP architectures versus the increasing number of attack traces.
We can see that the area where GE goes below 30 is now smaller. For the ReLU activation function, this area is located around 3 and 4 layers with 250 and 300 perceptrons per layer. For the Tanh activation function, it is located above 5 layers and 250 perceptrons per layer. Interestingly, we can notice that the highest score in Figure 4a is not obtained for the highest number of layers. For both activation functions, the hyperparameters leading to a good attack performance is shifted toward larger hyperparameter values, which indicates that when starting with less information (i.e., fewer features), we require deeper MLP to be able to reach the same performance level. Figure 4c shows sensitivity to hyperparameter tuning similar to the case with no feature selection.

Fig. 4: ASCAD Guessing Entropy with a reduced number of features and the intermediate leakage model.

(a) ReLU.  
(b) Tanh.  
(c) Guessing entropy of all MLP architectures versus the increasing number of attack traces.

Next, we consider the Hamming Weight (HW) leakage model. From Figure 5, we see similar results when compared to the intermediate value leakage model. Still, in Figure 5b, the number of perceptrons per layer has a stronger influence on the guessing entropy than the number of layers. We believe this happens as more perceptrons per layer give more options on how to combine features while deeper networks would contribute to being able to have more complex mappings between input and output, which is not needed for HW (simpler) leakage model.
Interestingly, again we observe that Tanh behaves more stable than the ReLU activation function.

Notice a better behavior for MLP with a small number of layers when compared to the intermediate value scenario. This can be explained by the fact that the classification problem is reduced by having only 9 classes against 256 in the previous setting. We can also see a stable area for a number of perceptrons above 150 and a number of layers above 3. In this area, the hyperparameters choice does not influence anymore the performances of the MLP. Similar to the intermediate value leakage model, the sensitivity to the hyperparameter tuning (Figure 5c) is as expected with many settings reaching top performance, but also many performing poorly.

Fig. 5: ASCAD Guessing Entropy in the Hamming weight leakage model.

(a) ReLU.

(b) Tanh.

(c) Guessing entropy of all MLP architectures versus increasing number of attack traces.

Now, we use the reduced number of feature representation of the dataset and apply the Hamming weight leakage model. We can see in Figure 6c that many MLP architectures differ significantly with a GE spread between 0 and 175. In Figure 6b, we see that no MLP with the Tanh activation function succeed in the attack. Finally, in Figure 6a, we see that MLP with ReLU reaching GE of 0 has only 1 hidden layer and when the number of layer increase, the performance decrease. Based on the ruggedness of the landscape for ReLU, it is clear that the
choice of the number of layers/perceptrons plays a significant role. In Figure 6c, slightly differing from previous cases, we see more groupings in the GE performance. This indicates that a reduced number of features in the weaker leakage model is less expressive so more architectures reach the same performance.

Fig. 6: ASCAD Guessing Entropy with a reduced number of features and the Hamming weight leakage model.

(a) ReLU.
(b) Tanh.
(c) Guessing entropy of all MLP architectures versus increasing number of attack traces.

5.2 AES_RD

Given the intermediate value model (Figure 7), all MLP architectures including the smallest ones (1 hidden layer with 10 perceptrons) are capable of reaching GE below 30 within 2,500 attack traces. Increasing the number of layers does not seem to have an impact on the ReLu activation function and for the Tanh activation function, it even seems to increase GE. For both activation functions, increasing the number of perceptrons per layer does make GE decrease. Still, from Figure 7c, we see that regardless of the architecture chosen, all MLP settings converge within the same amount of attack traces. This indicates that there is not enough useful information that larger networks can use and as such, using
Fig. 7: AES Rd Guessing Entropy for the intermediate leakage model.

(a) ReLU.

(b) Tanh.

(c) Guessing entropy of all MLP architectures versus increasing number of attack traces.
them brings no performance gain (and as such, there is not much benefit from detailed hyperparameter tuning).

In Figure 8, we observe a similar performance when training MLPs with a reduced number of features for the AES RD dataset and the intermediate leakage model (containing only 50 selected features). Again, this implies there is no useful information in additional features and that is why MLP cannot perform better even if we use larger/deeper architectures. This is following the expected behavior for the random delay countermeasure as the features are not aligned. Finally, we see that the landscape is smoother for the Tanh activation function than for the ReLU activation function (similar to the ASCAD dataset but differing from the AES RD with all features).

Fig. 8: AES RD Guessing Entropy with a reduced number of features and the intermediate leakage model.

(a) ReLU.

(b) Tanh.

(c) Guessing entropy of all MLP architectures versus increasing number of attack traces.

When considering the HW model for the AES RD dataset, we notice that even after 2500 traces, the attack is still unsuccessful. More precisely, in Figure 9c, we see that no MLP can reach a GE below 60. Again, this can be expected as before we required around 1500 traces to succeed in the attack and now we use a “weaker” leakage model that needs more measurements. Interestingly, all architectures behave relatively similar as evident in Figure 9c.
Consequently, as no MLP architecture can succeed in the attack for the HW model on the AES_RD dataset, we cannot conclude whether more layers or perceptrons would result in improved attack performance. Similarly, as the attack is not successful even when considering all the features, we do not give results for a reduced number of features as again, no MLP architecture can reach reasonably good GE.

Fig. 9: AES_RD Guessing Entropy for the Hamming weight leakage model.

(a) ReLU. (b) Tanh.

(c) Guessing entropy of all MLP architectures versus increasing number of attack traces.

6 Discussion

MLP can break the AES_RD implementation (AES with a random delay countermeasure) rather easily. The smallest models (1 layer, 200 perceptrons and 6 layers, 10 perceptrons) share the best outcome of all the models in the comparison. The same results are observed when using only the most important features or when choosing the Hamming weight leakage model. These results could be explained by an important leakage of the secret if the countermeasure would have been turned off. Although the random delays shift the first round S-box operation from the start of the encryption execution, a strong leakage of the
operation handling the secret information is still present. Consequently, using an MLP is enough to overcome this countermeasure. This indicates that the current consensus in the SCA community on MLP performance should change. Indeed, CNNs are considered especially good for random delay countermeasure and MLP for masking countermeasure. We see there is no reason not to consider MLP also good against the random delay countermeasure.

When selecting 50 POIs with a Difference-of-Mean method, the selected points represent only 50/3500 ≃ 1% of the original traces in the dataset and the information about the leakage is also reduced. Still, the attack succeeds in the same way, which can be explained because the leakage only comes from the selected POIs.

When considering the ASCAD dataset, we observe that the best score obtained for MLP has the following hyperparameters: 6 number of layers and 200 perceptrons. Still, we see in Figures 3a and 3b that MLP with similar hyperparameters can perform equally good (where the red point represent the result obtain with the architecture of the best MLP $MLP_{best}$ from the ASCAD paper).

When selecting POIs with the Difference-of-Mean method, we can observe that the performance decreases, meaning that the useful information is decreased. This is turn results in attacks not able to recover the full secret key. Still, some MLPs can obtain the secret key in the given number of traces and we observe that both the number of layers and the number of perceptrons influence their performance. Finally, the performance of MLPs with the Hamming weight leakage model gives better performance than for the intermediate value, but the range of hyperparameters that can achieve the best results is smaller than for the intermediate value leakage model.

To answer the question of how challenging is the tuning of MLP hyperparameters, we observe that there is nearly no influence using a (relatively) big or small MLP for AES_RD dataset. When considering the ASCAD dataset with the masking countermeasure, depending on the leakage model considered, the size of the MLP can play a significant role. There, either by increasing the number of perceptrons per layer or the number of layers with a fixed number of perceptrons, we can decrease the guessing entropy.

From the activation function perspective, we see that ReLU behaves somewhat better for the intermediate leakage model when compared to Tanh, i.e., it can reach the top performance with a smaller number of layers/perceptrons. For the Hamming weight scenario, Tanh seems to work better on average but still, ReLU reaches top performance with smaller architectures than Tanh. Finally, we notice that Tanh gives more stable behavior when averaged over all settings, i.e., with the Tanh activation function, the hyperparameter tuning seems to be less sensitive. To conclude, ReLU seems to be the preferred option if going for top performance or using smaller architectures while Tanh should be preferred if stability over a number of scenarios is required.

MLP is (or, at least can be) a deep learning algorithm that has a simple architecture and a few hyperparameters but can show good performance in the side-channel analysis. What is more, it can break implementations protected with
both masking or hiding countermeasures. We see that if there is no sufficient use-
ful input information (as one would expect when dealing with the random delay
countermeasure), a reasonable choice is to go with a relatively small architecture.
For masked datasets, we see that either the number of perceptrons or the number
of layers needs to be large but there the choice of the activation function also
plays an important role. Finally, we see that in all considered scenarios, the MLP
architectures are not overly sensitive to the hyperparameter choice, i.e., there
does not seem to be a strong motivation to run very fine-grained hyperparameter
tuning.

7 Conclusions and Future Work

In this paper, we considered the behavior of a multilayer perceptron for profiling
side-channel analysis. We investigated two datasets protected with countermea-
sures and a number of different MLP architectures concerning 3 hyperparam-
eters. Our results clearly show that the input information to the MLP plays a
crucial role and if such information is limited, larger/deeper architectures are
not needed. On the other hand, if we can provide high quality input informa-
tion to the MLP, we should also use larger architectures. At the same time,
our experiments revealed no need for very fine-grained hyperparameter tuning.
While the results for MLP cannot compare with the state-of-the-art results for
CNNs, we note that in many cases they are not far. If we additionally factor in
that MLP is easier and faster to train, the choice between those two techniques
becomes even more difficult to make and should depend on additional goals and
constraints. For example, reaching the top performance is the argument for the
usage of CNNs but if one requires small yet powerful architecture, a more natural
choice seems to be MLP.

In this work, we concentrated on scenarios where each hidden layer has the
same number of perceptrons. It would be interesting to investigate the perform-
ance of MLP when each layer has a different number of perceptrons. Naturally,
this opens a question of what combinations of neurons/layers to consider as one
could easily come to hundreds, even thousands of possible settings to explore.
Similarly for activation functions, here we consider only the two most popular
ones where all hidden layers use the same function. It would be interesting to
allow different layers to have different activation functions. Recent experiments
showed that MLP is even able to outperform CNNs when considering different
devices for training and testing (i.e., the portability case) \[1\]. We plan to ex-
plain the influence of the hyperparameter choice in those scenarios. Finally, as
we already mentioned, MLP architectures are usually simpler than CNNs, which
should mean there are easier to understand. We aim to explore whether we can
design stronger countermeasures against machine learning based-attacks based
on how MLP is working.
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