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Abstract

Forward security ensures that compromise of entities today does not impact the security of cryptographic primitives employed in the past. Such a form of security is regarded as increasingly important in the modern world due to the existence of adversaries with mass storage capabilities and powerful infiltration abilities. Although the idea of forward security has been known for over 30 years, current understanding of what it really should mean is limited due to the prevalence of new techniques and inconsistent terminology. We survey existing methods for achieving forward security for different cryptographic primitives and propose new definitions and terminology aimed at a unified treatment of the notion.

1 Introduction

Providing confidentiality to sensitive data is a standard property of encryption schemes. Without knowledge of the decryption key, an observing adversary should not be able to decrypt any encrypted traffic. Nowadays, in the presence of powerful nation-state adversaries that establish Internet surveillance programs, achieving the necessary security for sensitive data has become more challenging. Even if Internet traffic is encrypted, a resourceful adversary could collect encrypted traffic on a massive scale and store it in dedicated data centres. Should a decryption key be compromised at a later point in time, for example by database breaches or by application of legislative means in various jurisdictions, the respective encrypted traffic could be decrypted again. It is therefore evident that encryption protocols should take into account the threat from adversaries who may practise mass-storage of encrypted data.

In order to prevent such attacks on cryptographic schemes, some key material that was used to decrypt traffic originally must no longer be available when key compromise occurs at a later time. One option is to delete or update the decryption key directly so that it cannot be recovered or rolled back to an earlier version. This is the basis for what is usually known as forward-secure encryption and achieves forward security. Another option is to make use of a session key which is used to protect data, is deleted after use, and cannot be recovered using other stored keys. This second option is most often known as forward secrecy in the context of key exchange protocols. Later in this paper we will compare the different terminology and possible alternative meanings of forward security and forward secrecy.
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Forward Secrecy in Key Exchange. To illustrate the increasing importance of forward secrecy in key exchange it is useful to look at the case of the Transport Layer Security (TLS) protocol (still often referred to as SSL for historical reasons). TLS is the most widely used security protocol on the Internet and has passed through many versions. The newest version is TLS 1.3 [41] which only allows key exchange with forward secrecy. Earlier versions, some of which are still almost universally deployed and supported, allow two kinds of key exchange: a version using RSA encryption [42] which does not provide forward secrecy, and a version using Diffie–Hellman key exchange [18] which does provide forward secrecy. As recently as 2014 less than 50% of prominent web servers even supported the option of providing forward secrecy, but by 2019 this number had increased to more than 97% and most servers select forward secrecy by default today.

Forward Secrecy without Interaction. Typical key exchange protocols, such as those used in TLS, require interaction between the participants. This interaction plays a critical role in achieving forward secrecy. Non-interactive protocols, in which data leaves the sender before any response from the recipient, cannot apply the same techniques. Before going further we should emphasise that there are different possible meanings of the term non-interactive used in the literature. In particular, protocols for non-interactive key exchange (NIKE) [21] require that no messages flow between the parties. In contrast, in this paper we use non-interactive to mean that messages do not flow in both directions, thereby allowing protocols where one of the two parties is offline during protocol execution. Some authors use the term asynchronous where we use non-interactive.

Prominent examples of non-interactive protocols (in our sense) include electronic mail and instant messaging, where the recipient may be offline during communication. For the case of email, standardised end-to-end security solutions such as GPG [30] or S-MIME [39, 40], do not provide forward secrecy. In contrast, there has been much effort in providing high security for instant messaging; protocols such as Signal [44] do emphasise the need for forward secrecy even for the initial messages when no interaction has yet occurred. In recent years, interest in non-interactive protocols has increased even in Internet services where interaction could be used, due to the desire to achieve higher efficiency and reduce delay. This interest is exemplified by several Internet companies developing and experimenting with protocols that allow clients to send encrypted payload data before obtaining any fresh input from the server, for example Google’s QUIC protocol [12], Facebook’s Zero protocol [27], and the TLS 1.3 0-RTT mode [41].

A Confusing Landscape. Due to the lack of interactivity, traditional techniques to achieve forward secrecy (elaborated in detail in the next section) cannot be used in the protocols mentioned above. Therefore alternative techniques have been designed, and in some cases deployed, which do not fit the traditional view. This has led to considerable confusion about what forward secrecy should mean, whether there are different kinds of forward secrecy, and whether forward secrecy in key exchange is different from the meaning of forward security for key exchange or other primitives. Due to the different possible meanings of forward secrecy, it is possible to reach contradictory conclusions on what is possible to achieve with non-interactive protocols. Some authors [49, 48, 10, 11, 29] state that it is impossible to achieve forward secrecy without interaction while others [24, 3, 32, 47] state that fully equivalent forward secrecy has been achieved in their non-interactive constructions.

The lack of consistent terminology is another symptom of the confusion existing in the area. There are very many different adjectives (perfect, partial, weak, and so on) which have been
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Figures taken from the Qualys SSL Labs web page: https://www.ssllabs.com/ssl-pulse/
used to qualify different flavours of forward secrecy and forward security. There are instances of different terminology used to describe the same thing, and of the same terminology used to describe different things. In A we collect many of these terms, explain their origins, and compare their meanings.

Our Contributions. The goal of this paper is to shed some light on competing definitions for forward secrecy and forward security, and to propose a unified view on how to compare both non-interactive and interactive protocols with forward security.

- We discuss and compare the different terminology and possible alternative meanings of forward security/secrecy leading us to the conclusion to view forward security as a generalisation of forward secrecy in key exchange (Sections 2, 3).

- We explain different techniques to achieve forward secrecy in non-interactive key exchange and identify message suppression as an attack vector to bypass forward secrecy under certain circumstances (Section 4).

- We identify different properties of forward security based on a timing parameter, differentiate the different key types that can be used to achieve these properties, and show how known types of forward secure primitives map to the different key types. This allows a meaningful comparison of the degree of forward security which is achieved by different cryptographic schemes, even when they use quite different techniques (Section 5).

2 The Traditional View on Forward Secrecy

During the 1970s the academic view of authenticated key exchange (AKE) was initially established. A seminal paper of Needham and Schroeder [35] categorised AKE protocols as either public-key based or symmetric-key based. In either case, protocol parties each possess a long-term key which is chosen when a user is enrolled into the system and the key remains unchanged during the system lifetime. In the symmetric-key setting each user typically shares a long-term key with a trusted server. For example, in a corporate setting an employee may be issued a long-term key when first joining the company. In the public-key setting a long-term private key is generated by, or on behalf of, each user and the corresponding public key may typically be published together with a valid certificate. In this paper we focus mainly on public-key based protocols, but will not discuss further the problem of certifying, or otherwise managing, public keys.

The goal of an AKE protocol is to establish a new session key to be used to protect communications in a subsequent data exchange phase. Generally the security goal is achieved if no efficient adversary can reliably distinguish a new session key from a completely random string chosen from the key space. It is assumed that the adversary is able to eavesdrop on all messages sent between protocol parties and also to alter messages or fabricate new ones using any available information. A general principle is that different session keys must provide independent protection so that compromise of one session key does not lead to compromise of any other session key. In order to model this property we assume that the adversary has the ability to obtain session keys from any protocol run other than the one under attack.

It is evident from these requirements that session keys must be generated in some way that relies on randomised input from at least one of the protocol parties. Such randomness may be used directly to specify a session key or it may be used as an input to other functions as in the

\[^{2}\text{In practice even long-term keys have a lifetime but for the sake of simplicity we ignore that.}\]
Diffie–Hellman protocol described later in this section. In either case such random key material is regarded as ephemeral because it is used only while the protocol is being run and deleted when the protocol is complete. An adversary in possession of some party’s complete state, particularly both long-term and ephemeral keys, is able to compute any session keys since the adversary also sees all messages received by the party. How can we then provide any security for devices which may be compromised? It turns out that in some cases we can retain security of session keys if compromise happens after the session is finished. This is the idea behind forward secrecy.

2.1 A Protocol without Forward Secrecy

Consider first a simple protocol in the symmetric-key setting shown in Figure 1, run between two parties $A$ and $B$. Initially $A$ and $B$ already share a long-term private key $K_{AB}$ but, in order to isolate different sessions, they use the protocol to set up a new session key $k$ which is chosen by party $A$ and sent to party $B$; this technique is often known as key transport. The key $k$ is the ephemeral key generated by $A$ in this protocol. It is sent to party $B$ encrypted with the long-term key $K_{AB}$. The field $N_B$ sent in message 1 is a random value chosen by $B$ and checked by $B$ on receipt of message 2. This allows $B$ to verify that the session key is new, since message 2 cannot be replayed from an earlier run of the protocol.

$$1. \quad B \rightarrow A : \ N_B$$
$$2. \quad A \rightarrow B : \ \{N_B, B, k\}_{K_{AB}}$$

Figure 1: ISO/IEC 11770-2 Key Establishment Mechanism 4 [26]. A protocol without forward secrecy.

Suppose that an adversary records a protocol run and later wants to find the session key $k$ (and therefore recover all of the traffic protected by $k$). If the adversary is able to compromise either $A$ or $B$, thereby obtaining the long-term key $K_{AB}$, then it is trivial for the adversary to decrypt the recorded message 2 and obtain the session key $k$.

2.2 Diffie–Hellman Key Agreement

The key agreement protocol of Diffie and Hellman [18], illustrated in Figure 2, is one of oldest constructions in public-key cryptography. Two parties $A$ and $B$ agree publicly on an element $g$ that generates a multiplicative group $G$. They then select random values, $r_A$ and $r_B$ respectively, in the range between 1 and the order of $G$. $A$ calculates $t_A = g^{r_A}$ and $B$ calculates $t_B = g^{r_B}$ and they exchange these values. A shared secret, $Z_{AB} = g^{r_A r_B}$ can be calculated by both $A$ and $B$ due to the homomorphic property of exponentiation: $Z_{AB} = t_A^{r_B} = t_B^{r_A}$. Finally, a key derivation function, $KDF$, will be applied to $Z_{AB}$ and other public inputs to obtain the session key: $k = KDF(Z_{AB}, \ldots)$.

The basic Diffie–Hellman protocol shown in Fig. 2 lacks authentication and is therefore insecure against active adversaries – neither $A$ nor $B$ knows which party the secret $Z_{AB}$ is shared with. There are different ways that long-term keys can be applied to authenticate the Diffie–Hellman messages, for example by using digital signatures, but we avoid giving an explicit choice here. The ephemeral secrets are the values $r_A$ and $r_B$ which will be deleted once the session is completed. This means that an adversary who later compromises $A$ or $B$ (or both) will only obtain the long-term keys used to authenticate, which are independent of the session key. Thus the adversary will only have the ephemeral public keys, $g^{r_A}$ and $g^{r_B}$, exchanged during the protocol but needs to find $g^{r_A r_B}$ in order to learn the shared secret used to form $k$. 
This is the so-called Diffie–Hellman problem which is believed to be computationally intractable for a well-chosen group $G$ (at least until quantum computers become practical [43]).

Thus we have seen that some protocols can be vulnerable to adversary compromise after sessions are complete, while others remain secure. Those that remain secure in such a situation are said to possess the property of forward secrecy. The concept and terminology were introduced into the academic literature by Günther in 1989 [23].

**Definition 1.** An AKE protocol provides *forward secrecy* if compromise of long-term secrets does not lead to compromise of session keys of previously completed sessions.

The Diffie–Hellman protocol has been used as the basis of hundreds of key exchange protocols and is often considered as the fundamental basis for forward secrecy. It is widely deployed in real-world protocols such as TLS, IPSec and SSH. However, we take the opportunity to note that *any* public-key encryption scheme can be adapted to provide forward secrecy [37]. To do this, party $A$ first chooses an ephemeral public/private key pair and sends the public encryption key to party $B$. $B$ then chooses a session key and returns it to $A$ encrypted with the ephemeral public key. After the session is completed the ephemeral private key is deleted by $A$ and so will not become available to a later adversary who compromises $A$.

We conclude this section by observing that *interaction* seems to play a fundamental role in obtaining the forward secrecy property. Although the protocol of Figure 1 shows that interaction is certainly not sufficient to provide forward secrecy, it may be difficult to see how forward secrecy can be obtained without interaction. If a party $A$ does not provide an ephemeral input to the protocol then the adversary will later get all the secrets used by $A$ and so should be able to compute the session key in the same way as $A$. We will see later how this apparent impossibility result can be overcome in non-interactive protocols.

### 3 Forward Security as Generalization

Forward secrecy for key exchange is concerned with ensuring that previously used session keys are not revealed following compromise of participants at some later time. The name itself carries an implication that forward secrecy is a form of data confidentiality, with the purpose to prevent leakage of user data from some protected session. This is indeed the motivation we have given for why forward secrecy is important. However, a session key need not be used to provide data confidentiality; it can be used for other security services such as data integrity and authentication, either alone or in combination with confidentiality. Although it may be less obvious, forward secrecy can also be applied to protect against data manipulation, fabricating the record of what happened in the past.
In the literature the distinction between the terms “forward secrecy” and “forward security” is often blurred. Indeed it is common to find papers which use these terms interchangeably as though their meaning is identical. Historically, forward secrecy was first used with respect to the key exchange literature, and forward security was used with respect to other, mainly public-key, primitives such as encryption and signatures. In this paper we take the view that forward secrecy is the same thing as forward security for key exchange. Thus when we use the term forward secrecy we refer only to key exchange protocols, but when we use the term forward security (without qualification) then we are being more general and may be thinking of any security goal.

We will use forward security as a general concept which can be applied for other primitives than key exchange. In this section we consider asymmetric (public-key) primitives, which are more prominent in the literature when it comes to forward security. However, notions of forward security for symmetric-key cryptography have also been developed [6] and we will include them in our categorisation in Section 5. We may also generalize forward security to more properties than just confidentiality and authentication. An interesting case is the Tor protocol [19], which uses session keys to provide unlinkability of communication circuits. A forward security goal is that unlinkability should be preserved if nodes are compromised after the circuits are no longer in use.

Forward security for specific security goals can be achieved using dedicated primitives. We look at some important examples next, but first we note that when a session key is established using a key exchange protocol with forward secrecy, the protocol automatically enables forward security of any desired security property which relies on that session key. This is because when the session key is removed at the end of the session, whatever security property it was providing can no longer be provided. For example, we can conceive of a property, which we might call forward authenticity, preventing messages from being fabricated in an earlier communications session, even under compromise of the participants. If the session key was used to provide message authenticity in the session, then forward authenticity is automatically provided if the session key is set up in a key exchange protocol with forward secrecy.

3.1 Forward-Secure Encryption

The notion of forward-secure encryption is attributed by Anderson [2] to Adam Back, who described it on an online mailing list in 1996. Forward-secure encryption has the goal to protect confidentiality of previously encrypted messages from being revealed when an entity is compromised later.

As proposed by Back, time is divided into intervals or epochs, so that a new private decryption key is used in each epoch, and the decryption key from the previous epoch is deleted. Of course this means that a different, or variant, public encryption key must also be used in each epoch. It is not difficult to design forward-secure encryption schemes in the case that the parameters of the scheme grow large quickly. Back proposed a scheme where the private key, \(k_i\), used in epoch \(i\) is derived from that in the previous epoch, \(i - 1\), via a one-way function \(H\) computing \(k_i = H(k_{i-1})\). The corresponding public keys can then all be published and used in the correct epoch. This solution has fixed size private keys and ciphertexts, but the public key size increases linearly in the number of epochs which may not be acceptable.

Since this first proposal, cryptographers have proposed new and more practical schemes. Finding a satisfactory balance between the sizes of private keys, public keys and ciphertexts, is the main problem in designing good forward-secure encryption schemes. Formal models and new constructions were proposed by Canetti et al. [8, 9] who achieved schemes where each of private keys, public keys and ciphertexts increase in size only logarithmically in the number of
epochs. Subsequently there are many more recent schemes with additional properties.

3.2 Forward-Secure Signatures

Anderson [2] seems to have been the first to suggest that authentication, in the form of digital signatures, can also benefit from forward security. He proposed forward-secure signatures which have the property that if the signer of a message is compromised by an adversary, then it should not be possible for the adversary to forge a signature from an earlier time. Authentication and confidentiality are in some senses dual concepts. Confidentiality is about protecting an adversary from reading, while authentication is about preventing an adversary from writing. Thus forward security for authentication should mean that an adversary who compromises a party now, should not be able to construct a message that was (apparently) authenticated at an earlier time.

As with forward-secure encryption, Anderson’s forward-secure signatures achieve forward security by dividing time into epochs and updating, using a one-way transformation, the private key in each epoch. Due to the one-way nature of the updating algorithm, when the signer gets compromised, the signing key from the current epoch is leaked to the adversary, but signing keys from earlier epochs cannot be recovered. For this to work, the verification process must include as an input the epoch that a signature came from. Later, forward-secure signatures were formalised by Bellare and Miner [4] and have since been extended to include many variants such as group signatures, ring signatures, and blind signatures.

3.3 Comparison

Forward-secure encryption and signatures share the same general goal with forward-secure key exchange of protecting past usage against current compromise. However, there is a significant difference in the ways that the examples in this section and the key exchange examples described in Section 2 achieve their goals. The latter use ephemeral keys and static long-term keys, while forward-secure encryption and signatures use epochs and evolving keys. Two significant consequences of this difference are:

- forward-secure key exchange requires interactivity in the traditional setting, while forward-secure encryption does not;
- with forward-secure key exchange past sessions are protected as soon as they are completed, while for forward-secure encryption, past ciphertexts are only protected if they are in an earlier epoch.

It is interesting to consider how the argument for why interaction is required, outlined at the end of Section 2, breaks down when considering forward-secure encryption. The difference is that in the traditional view the long-term secret is fixed, while in forward-secure encryption the long-term key evolves (or, equivalently, it holds state). In some deployments it may be undesirable to have to update the long-term key regularly; for example, the long-term key could be stored in a special hardware device, a hardware security module, with a limited interface and requiring special permission to write to. However, in general there seems no reason why the long-term key could not be updated. We now look at some more modern examples of how to update long-term keys in alternative ways.
4 Forward Secrecy in a Non-Interactive Setting

So far we have seen that forward secrecy is a property that is increasingly desirable but has been traditionally achieved with interactive protocols. Despite the huge advances in technology, higher efficiency and reduced delay are still highly sought after. Furthermore there are several prominent applications in which interaction between endpoints may not be practical. One example is electronic mail – we cannot assume that the recipient is online at all times. Even with interactive messaging, there is a bootstrapping problem when communicating for the first time. A third example is when sharing encrypted files in a cloud storage scenario; the decryption key must be shared, but recipients may not be online.

Thus there is need to achieve forward secrecy without interaction in modern communications. This need has been recognised and different solutions have been proposed both in the academic literature and in real-world implementations. In this section we look at two different approaches to this problem and then discuss how the properties that they achieve differ from using interactive protocols.

4.1 Puncturable Encryption

Puncturable encryption is a recently developed cryptographic primitive that was formally introduced by Green and Miers in 2015 [22]. Interestingly, Anderson has already given an informal description of puncturable encryption many years before [2]. Throughout the last years, several different constructions of protocols based on (improved) puncturable encryption have been proposed [24, 16, 15, 17].

The core idea of puncturable encryption is to modify the private key of a scheme after each decryption. To be more precise, when a ciphertext \( c \) is decrypted by computing \( \text{Dec}(sk, c) \), we additionally replace the private key with the output of a puncture procedure \( sk' \leftarrow \text{Punct}(sk, c) \). This modified private key \( sk' \) will not be able to decrypt ciphertext \( c \) anymore, ensuring that \( c \) cannot be decrypted after the punctured key has been compromised. By repeatedly invoking the puncture procedure it is possible to stepwise revoke decryption capabilities from a private key.

Thus puncturable encryption provides a kind of forward security for public key encryption – compromise of the recipient’s key does not compromise messages previously decrypted. Note, however, that we only enjoy this form of protection if \( c \) is \textit{received and processed} by the recipient.

We can easily transform a puncturable encryption scheme to form a puncturable key exchange scheme as illustrated in Figure 3. The session key, \( k \), is simply chosen by party \( A \), encrypted using the puncturable encryption scheme, and sent to \( B \). Now \( A \) does not have to wait to send a message protected by \( k \), but can start sending user data immediately, even piggy-backed with the key exchange message. Note that this basic construction does not provide any authentication to \( B \), so in many applications we will require additional mechanisms, for example a signature from \( A \), in order to obtain a secure key exchange protocol.

In contrast to the fine-grained puncturing mechanism, sometimes a puncturable encryption scheme is also equipped with a coarse-grained mechanism to revoke decryption capabilities. This mechanism is inspired by the kind of forward-secure encryption explained in Section 3.1, and similarly divides time into epochs. After a certain time has passed, the private key will be “punctured” for an epoch that renders decryption of all messages sent in this epoch impossible. Note that this coarse approach ensures that even lost or intercepted messages enjoy protection.

Observe that for all puncturable encryption schemes the private key changes over time (while the public key remains static) and does not fit into the traditional model discussed in Section 2 where long-term keys remain unchanged during the system’s lifetime.
4.2 Pre-Computed Keys

Suppose that party $A$ wants to use Diffie–Hellman key exchange and then use the resulting session key to protect a message sent to party $B$. If $B$ is not online to run the interactive Diffie–Hellman protocol then $A$ could instead use some pre-computed value from $B$ which has been sent to, and stored with, an online server $S$. This idea has been used in several real-world protocols. It is illustrated in Figure 4. In the pre-computation phase $B$ generates some number of private/public keys pairs and storing the public keys with $S$. The online phase starts with party $A$ retrieving an unused public key of party $B$ from $S$.

The pre-computed key from party $B$, shown as $t_i$ in Figure 4, is no longer an ephemeral key in the sense of existing only during one protocol run. As well as being pre-computed, it is also possible that $t_i$ is re-used in different protocol runs and different instances of party $B$. This idea has been proposed at least as far back as 2004 for the JFK protocol [1]. In this case it may be desirable to impose a time limit on how long the $t_i$ value should remain in use. This is what is done in the real-world protocol QUIC [12] where the value’s lifetime may typically be two days.

In contrast, the real-world messaging protocol Signal [44], which uses pre-computed keys to protect the first communicated message in any conversation, intends that each pre-computed key is used only once. To allow this, the recipient $B$ pre-computes many $t_i$ values which are
deleted after they have been used (including, more importantly, the corresponding private $r_i$ values). However, since the number of new conversations that will be started is not predictable, Signal has a fallback mechanism to use the last available key for many conversations until the supply of pre-computed keys is replenished. Signal suggests keys be replenished once a week, or once a month [34].

Regardless of whether the pre-computed keys are used once or many times, the corresponding private keys $r_i$ will have to be stored by $A$ for some period before the protocol run actually takes place. This means that such keys are no longer ephemeral keys in the traditional view from Section 2. Are such keys then long-term keys? Some authors have given them the name medium-term keys. It is evident that such keys do not fit into the traditional model, but for sure they cannot become available to an adversary if we are to retain the forward secrecy property.

### 4.3 Message Suppression Attacks

Both aforementioned approaches to achieve forward secrecy without interaction are prone to message suppression attacks. In a message suppression attack, the adversary intercepts and drops messages dedicated to the receiving party. If the adversary now compromises the receiving party at a later point in time, the adversary is able to decrypt the intercepted messages, seemingly breaking forward secrecy.

In puncturable encryption a compromise of the private key $sk_B$ allows to decrypt intercepted messages of the form $(c, Enc_k(data))$ if the message was never received by $B$ and hence the private key $sk_B$ is not punctured for $c$. A similar attack works when using pre-computed keys. Compromise of the private $r_i$ values allows to decrypt intercepted messages of the form $(t_A, i, Enc_k(data))$ if the message was never received by $B$ and hence the value $r_i$ not deleted.

This attack can be mitigated if we apply a time-based mechanism to the protocol that ensures the private values are modified or deleted after a certain time has passed. If this mechanism is invoked after a message is suppressed but before compromise of receiver $B$ takes place, the attack cannot be mounted. In the case of puncturable encryption this might be a coarse-grained transformation of the receiver’s private key that only allows decryption of messages sent in a certain time period. For pre-computed keys this could be a lifetime associated with the private values $r_i$.

Is a message suppression attack realistic? We first note that in formal security models for key exchange it is typically assumed that the adversary has complete control of the network, and message transmissions only occur when explicitly demanded by the adversary. Such an adversary can then easily engineer message suppression attacks. However, we also note that most security models cannot actually capture message suppression attacks. The adversary’s formal security goal is to choose a protocol run (called a session) at a party which has accepted a session key $k$ and then distinguish whether it is given $k$ or a completely random string. But in a message suppression attack no (relevant) session actually exists at the receiver $B$, so the adversary is unable to choose it.

Green and Miers [22] explicitly mention the message suppression attack and use it as one motivation (the other being efficiency) to combine their fine-grained puncturable encryption scheme with coarse-grained forward-secure encryption. However, their security notion for puncturable encryption (IND-PUN-xxx) explicitly requires the tag(s) used for the challenge ciphertext to be already punctured when compromise takes place. This is essentially the same for their combined scheme security notion (IND-PFSE-xxx). Thus message suppression attacks are not covered by their notions.
4.4 Malicious Key Exhaustion

We remark that it is possible to maliciously exhaust key material in both aforementioned approaches by flooding the receiver with initiating messages (cf. Figures 3 and 4). If the key material is limited, this might lead to a situation where the recipient is unable to process incoming messages. This especially affects puncturable encryption schemes where correct decryption of messages can only be guaranteed for a polynomial number of punctures, such as the schemes by Derler et al. [16, 15], or all schemes storing only a polynomial number of pre-computed keys. Due to the non-interactive nature of the key exchange it is also difficult to avoid this attack; the recipient has no means of contributing fresh input.

In the case of pre-computed keys, Signal [44] acknowledges this attack vector and stores the last remaining pre-computed key if all others have been exhausted, sacrificing the single-use aspect of precomputed keys. The last precomputed key is then used for all following key exchanges until the recipient restocks its supply of pre-computed keys. Note that this approach does affect forward security. All sessions established with the last pre-computed keys can be compromised by an adversary until the recipient replenishes its stock of pre-computed keys.

5 Classifying Forward Security

Having seen various examples of forward security we now examine the fundamental similarities and differences between different schemes and identify how we may categorise them.

5.1 Dynamic Keys

We start by observing that in any kind of forward security it is essential that keying material is dynamic. A notion of time is inherent in defining forward security since we need to distinguish events that are past when compromise happens in the present. An adversary who compromises some party \( A \) is assumed to obtain the secrets of the compromised party. In order to prevent the adversary from performing exactly the same actions as \( A \) did in the past, something must have changed in the key material, even if it is only the deletion of generated randomness.

Note that it is possible to differentiate between different key types and define different forms of compromise. Indeed, many formal security models in the literature do this. Key exchange models [14] often allow adversaries (conditional) access to different oracles which reveal either long-term keys or randomness. There are good reasons why such differentiation may be realistic; for example, a long-term key may be stored in a secure physical device less accessible to the adversary. In relation to the traditional view from Section 2, long-term can be generalised to simply mean a key that can be compromised.

The strength of an adversary is determined by which type of keys it can compromise. For example, an adversary could have the ability to compromise secret values that are only stored in volatile memory for a short time (e.g., by mounting cold boot attacks [25]). A different adversary could only be able to access key which are stored in physical memory for several weeks. Of course, even adversaries able to perform both attacks could exist.

In any case, keys that never become available to the adversary do not influence the definition of forward security since all security guarantees provided by the protocol are still given. Note that an adversary that is able to predict the randomness used in the key derivation (e.g., backdoored random number generators, or bad randomness), may be able to break forward security by re-deriving the key without compromising any party; in general, forward security does not protect against bad randomness.

In the following we will first consider an adversary that is not able to compromise all key material, that is, we take a traditional path and distinguish between compromisable and non-
compromisable key material. At the end of this section we will discuss the implications of adversaries that are able to compromise all key material.

**Classes of Forward Security.** From the examples we have seen, we can deduce different categories of forward security. The categories are parametrised via a parameter $\tau$ that defines the period in which the adversary can obtain, via compromise, the same keying material as originally used by the parties. This period of vulnerability starts from time 0 when the key is first defined and extends up to time $\tau$. We identify three categories as follows:

**Absolute Forward Security:** $\tau = 0$. In this case the adversary has no opportunity to recover the keying material necessary to break security.

**Delayed Forward Security:** $0 < \tau \leq \infty$. In this case the adversary is able to break forward security if it is able to get access to the keying material before time $\tau$ (e.g., forward-secure encryption).

**Null Forward Security:** $\tau \rightarrow \infty$. In this case the adversary is able to break forward security by compromising at any time (e.g., the protocol shown in Figure 1).

**Types of Keys.** The three categories lead us to three different kinds of dynamic private key. We identify and name them as follows:

- **volatile keys:** which are never available to the adversary (e.g., Diffie–Hellman exponents);
- **windowed keys:** which are available to the adversary for a finite period (e.g., keys with a lifetime);
- **triggered keys:** which are available to the adversary until a defined protocol event occurs (e.g., pre-computed keys being used).

Note that traditional long-term keys are not included in these types since they are not dynamic. A protocol using only long-term keys will always have null forward security.

It is perhaps tempting to assume that these different key types are listed in an order of merit. The volatile keys, such as used in the Diffie–Hellman protocol, only exist while the protocol is being run, windowed keys may exist for some time after the protocol is run, while triggered keys exist before the protocol is run but should be deleted immediately afterwards. However, in practice the length of time that windowed and triggered keys remain vulnerable depends on the implementation details. In particular, windowed keys have a lifetime determined by the epoch length which may be chosen to be long or short in different applications while triggered keys may be stored longer than intended when a message suppression attack is launched.

We provide an overview of which class of forward security can be achieved, depending on the used key type and whether message suppression attacks are feasible, in Table 1. The last row in the table considers keys whose deletion can be triggered by an event, but will anyway be deleted at the end of some window. We have seen such keys in the description of the Green and Miers fine-grained and coarse-grained security described in Section 4.1. In practice we can expect that “pure” triggered keys are never used, but always have some lifetime window.

In existing security models for key exchange these key types are not differentiated in any way. Indeed forward secrecy definitions are easily adapted to fit all of these key types by simply stating that the adversary is prohibited from gaining access to them in any target session. This hides the significant practical differences between them, which have been frequently acknowledged in the literature [8, 9, 22]. These different key types can, in principle at least, be used to provide different classes of forward-secure versions of any cryptographic primitives.
Table 1: The achievable category of forward security depending on the key types and whether message suppression attacks are possible if volatile keys cannot be compromised.

<table>
<thead>
<tr>
<th>Key Type</th>
<th>Message Suppression Attacks</th>
</tr>
</thead>
<tbody>
<tr>
<td>volatile</td>
<td>absolute</td>
</tr>
<tr>
<td>windowed</td>
<td>delayed</td>
</tr>
<tr>
<td>triggered</td>
<td>absolute, null</td>
</tr>
<tr>
<td>windowed + triggered</td>
<td>absolute, delayed</td>
</tr>
</tbody>
</table>

Table 2: Example schemes in different categories.

<table>
<thead>
<tr>
<th>Primitive</th>
<th>Key Type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>volatile</td>
</tr>
<tr>
<td>Authenticated key exchange</td>
<td>Signed Diffie–Hellman [38]</td>
</tr>
<tr>
<td>Signatures</td>
<td>Forward-secure signatures [2, 4]</td>
</tr>
<tr>
<td>Session resumption protocols</td>
<td>TLS 1.3 PSK-(EC)DHE mode [41]</td>
</tr>
</tbody>
</table>

5.2 Categorising Schemes

Table 2 gives examples of schemes which apply the different categories of keys. It turns out that for most primitives, each of the three categories of volatile, windowed and triggered keys can be instantiated with concrete schemes already existing in the literature. This gives us confidence that these are meaningful classes of keys. Moreover, we are not aware of schemes which claim to provide forward security but do not use keys in one of these classes, giving us optimism that the classification may be complete. Indeed, we suggest that any cryptographic property can naturally have a forward-secure version, by simply stating that its security properties should still hold when compromise happens later, where later depends on the key type. To illustrate that they can be much more general we include session resumption and private circuit protocols as additional examples.

Asymmetric Encryption. For the case of asymmetric encryption, windowed and triggered keys have been examined earlier in the instances of forward-secure encryption (cf. Section 3.1) and puncturable encryption (cf. Section 4.1). It may seem that volatile keys are never needed for encryption, but one difference between forward-secure encryption and forward-secure key exchange is that in the former we do not require the sender (encryptor) to have a long-term or certified public key. Thus to achieve forward-secure encryption with volatile keys the sender and recipient can perform a Diffie–Hellman exchange with only the receiving party authenticating the ephemeral value, and then the Diffie–Hellman shared secret is used to encrypt. This construction
Symmetric Key Encryption. As in the asymmetric encryption case discussed above, forward-secure encryption with volatile keys can be achieved with an interactive encryption protocol using the shared secret to authenticate a Diffie–Hellman key exchange, then deriving a session key to encrypt the message. Here it is always possible for both parties to authenticate their Diffie–Hellman ephemeral key using the shared key, but for encryption it is necessary only that the recipient authenticates.

Bellare and Yee [6] construct a key-evolving symmetric encryption scheme by updating the key in each epoch using what they call a forward-secure pseudorandom bit generator. This achieves windowed forward secrecy. We note, in passing, that the same authors also define and instantiate windowed forward-secure message authentication. A notion of symmetric key puncturable encryption has been defined by Sun et al. [45] which provides triggered forward-secure symmetric encryption.

Authenticated Key Exchange. When we think of forward security for key exchange, we typically first think of interactive Diffie–Hellman which uses volatile keys. Key exchange from puncturable encryption, explained in Section 4.1, and key exchange with pre-computed keys, explained in Section 4.2, both achieve forward-secure key exchange with windowed keys. Pointcheval and Sanders [38] give a construction for windowed key exchange for non-interactive key exchange, but this same construction could be adapted to provide windowed authenticated key exchange.

Digital Signatures. Forward security for signatures is easier to achieve than for encryption and key exchange in the sense that the signer can update the dynamic keying material without needing to wait to receive anything from the verifier. Because of this, signatures with windowed keys can be simply adapted so that they update the relevant dynamic keys immediately upon signing any message, so that the keys become triggered. In addition, and for the same reason, suppression attacks are not relevant for forward-secure signatures so that the right-hand column in Table 1 is does not apply to signatures. Thus using triggered keys for signatures always gives absolute forward secrecy. Puncturable signatures, the analogue of puncturable encryption using triggered keys, have also found uses [50]. There does not seem any obvious way to achieve signatures with volatile keys and, to our knowledge, no such primitive has been proposed in the literature.

Session Resumption Protocols. Another interesting case related to key exchange is that of session resumption protocols. In such protocols a client wants to resume a previous session with a server using a shared (authenticated) secret, which has been established in a previous session. A widely used session resumption protocol is, for example, the pre-shared key (PSK) mode in TLS 1.3 [41]. Since session resumption is always tied to a previously established secret, we need to carefully evaluate whether forward security is actually achieved.

Similar to key exchange we are able to achieve forward security with volatile keys when executing an additional Diffie–Hellman key exchange, and switching to the Diffie-Hellman key, after resumption has taken place. This idea is deployed in the PSK-EC(DHE) mode in TLS 1.3. Note, that this approach requires interactivity and does not ensure forward security for any messages solely protected under the pre-shared secret if the pre-shared secret gets compromised.

Alternatively, a concept known as STEK rotation can be deployed. In this case the server maintains a dedicated symmetric key, sometimes called session ticket encryption key (STEK), which is used to encrypt the shared secret. The encryption $c = \text{Enc}(\text{stek}, \text{secret})$ is stored at
the client while the server is able to delete both \( c \) and secret. In order to resume the session, the client simply sends \( c \) back to the server. Forward security with windowed keys is achieved if the STEK is replaced regularly; for example, Cloudflare deploys this approach and rotates their keys roughly once a day [33].

Recent work by Aviram et al. [3] shows that it is also possible to achieve forward security for session resumption with triggered keys. They utilise so-called puncturable pseudorandom functions. The main idea is to compute session keys by evaluating a pseudorandom function. Once the session key is computed, the pseudorandom function’s instantiation will be altered in such a way that recomputation of the session key is impossible.

Circuit Construction Protocols. Circuit construction protocols are anonymity-providing multi-party protocols executed between an initiator and several servers. The initiator picks a subset (typically three) of available servers and establishes a session key with each server such that it is oblivious to an observing adversary which servers have been picked by the initiator. The established keys can then be used in a so-called routing protocol to communicate in a secure and anonymous way. Defining security for circuit construction protocols is not trivial, and hence we will only give a brief intuition of forward security and refer the reader to literature that addresses circuit construction protocols otherwise [19, 10, 32].

The notion of forward security for circuit construction protocols is much more complex compared to the notion of key exchange. Besides providing key indistinguishability (as known from standard key exchange), forward security also captures a notion of anonymity preservation. To be more precise, the compromise of multiple servers should not endanger the initiator’s anonymity in any way. This property is sometimes termed cryptographic unlinkability – as long as circuit construction includes one honest server, an adversary should not be able to link connections, even if all servers get compromised after the session is closed.

Currently, the nTor [19] protocol is the most widely adopted protocol for circuit construction. It performs several executions of the Diffie–Hellman protocol between multiple parties and achieves forward security with volatile keys. In order to reduce latency, Catalano et al. [10] have proposed a non-interactive circuit construction protocol based on forward-secure encryption that achieves forward security with windowed keys. Recently, Lauer et al. [32] proposed a non-interactive circuit construction protocol utilising puncturable encryption, achieving forward security with triggered keys.

5.3 Stronger Adversaries

In the previous paragraphs we have assumed that it is possible to implement protocols using volatile keys which are never available to the adversary. This may be realistic, for example when the only way for an adversary to compromise a party is by enforcing a legal order and even a cooperating party is unable to extract keys from volatile memory. In this paragraph we discuss the implications of an adversary who can obtain any key that exists. To be more precise, we now assume that an adversary is even able to compromise volatile keys as well as retrieve keys that only exist in volatile memory. This induces the following changes in comparison with Table 1.

Any protocol that uses volatile keys provides forward security only after the session has expired, hence only achieving delayed forward security. Similarly, triggered keys cannot achieve absolute forward security as they need to be kept in volatile storage until the session terminates, making them vulnerable to compromise as well. Instead triggered keys are only able to provide delayed forward security after the session has expired. Table 3 shows the achievable level of forward security for each key type.
<table>
<thead>
<tr>
<th>Key Type</th>
<th>Message Suppression Attacks</th>
</tr>
</thead>
<tbody>
<tr>
<td>volatile</td>
<td>infeasible</td>
</tr>
<tr>
<td>windowed</td>
<td>delayed*</td>
</tr>
<tr>
<td>triggered</td>
<td>delayed**</td>
</tr>
<tr>
<td>windowed + triggered</td>
<td>delayed*</td>
</tr>
<tr>
<td></td>
<td>delayed**</td>
</tr>
</tbody>
</table>

Table 3: The achievable category of forward security depending on the key types and whether message suppression attacks are possible if any secret value can be compromised. * with τ = session length; ** with τ = max{window, session length}.

6 Conclusion

Our goal in this paper has been to put forward security and forward secrecy into a modern context. We have tried to show that they are related by proposing that forward secrecy is the same as forward security for key exchange, even though not all authors agree on this. Furthermore, we have shown how the concept of forward secrecy can be generalised to many other cryptographic primitives. We also identified different categories of forward security and have shown which of them are achieved in several schemes using a variety of techniques.

We have pointed out that our different forward security concepts have not been captured in existing formal security models. It may be interesting to try to do this and show formally that certain primitives have the same, or different, levels of forward security.

Post-compromise security [13] is in some sense the dual concept of forward security, since it is concerned with obtaining security for the future in the face of compromise of parties now. It could be interesting to consider whether our categories of forward security have analogies for post-compromise security and could perhaps incorporated into a unified model.
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A Glossary of Terms

In this section we provide a description of terms that have been used in literature to describe aspects of forward security.

Asynchronous Forward Security/Secrecy: Rather than describing a particular property, these terms have been used to refer to forward security/secrecy in asynchronous communications [46]. This is the same concept as what we have called non-interactive protocols throughout this paper.

Eventual Forward Secrecy: This term is used in the context of circuit construction protocols and was coined by Øverlier and Syverson [36]. They define that eventual forward secrecy is achieved if forward secrecy is achieved a certain time period after the circuit has been closed. We remark that the term “secrecy” might be confusing in this context as circuit construction protocols typically demand more security guarantees such as maintaining the privacy of a circuit. Hence, we believe that “eventual forward security” captures the same notion if forward security is seen as a generalisation of forward secrecy (cf. Section 3). Furthermore, the definition aligns with our category of “delayed forward security” (cf. Section 5).

Full Forward Secrecy: This term was used by Günther et al. [24] informally as a means to emphasise their claim that their proposed scheme, using puncturable encryption, does not suffer any deficiency in comparison with other forms of forward secrecy. Thus it is a simply a synonym for forward secrecy.

Immediate Forward Secrecy: This term is used in the context of circuit construction protocols and was coined by Øverlier and Syverson [36]. They define that immediate forward secrecy is achieved if forward secrecy is achieved immediately after the circuit has been closed. We remark that the term “secrecy” might be confusing in this context as circuit construction protocols typically demand more security guarantees such as maintaining the privacy of a circuit. Hence, we believe that “immediate forward security” captures the same notion if forward security is seen as a generalisation of forward secrecy (cf. Section 3). Furthermore, the definition aligns with our category of “absolute forward security” (cf. Section 5).
Non-Interactive Forward Security/Secrecy: This term was first used by Adam Back in an online posting (see discussion in Section 3.1). Like the term “asynchronous forward secrecy”, this is a general concept, rather than a formal definition, in the same way that we have referred to non-interactive protocols throughout this paper. Although Back used the term “non-interactive forward secrecy”, several later authors use “non-interactive forward security” as a synonym.

Partial Forward Security/Secrecy: When defining adversary capabilities we have implicitly assumed that any relevant party can be compromised after the target protocol session has completed. Some protocols can remain secure if the adversary is restricted to only compromising a subset of protocol parties, and such protocols are said to provide partial forward secrecy [37]. As a simple example, suppose we change the basic Diffie–Hellman protocol (Figure 2) so that one party, say A, uses a long-term public/private key pair instead of an ephemeral key pair. Then compromise of A will reveal the shared secret, while compromise of B, who continues to use an ephemeral key, will not. In this paper we have not considered partial forward secrecy, but the concept can be applied to many of the examples and definitions we have considered. Several authors used the term “partial forward security” as a synonym.

Perfect Forward Secrecy: This was the original term used by Günther in the first definition of forward secrecy [23] and many authors continue to use this term. However, in common with other authors we prefer to drop the qualifier “perfect” on the grounds that it is redundant and potentially misleading due to the connotation with “perfect secrecy”. The latter implies unconditional security which is usually not achieved with protocols providing forward secrecy.

Weak Forward Secrecy: This notion, first discussed by Bellare et al. [5], is achieved by a protocol if the adversary is disallowed from taking an active role in the target session. As pointed out by Krawczyk [31], this property is often achieved by two-message key exchange protocols even if a stronger notion is missing. This has been misinterpreted by many researchers to mean that no two-message protocol can achieve forward secrecy, but this is false [28].

Strong Forward Secrecy: The first usage of this term [7] seems to have been a form of forward secrecy where the adversary, upon compromise of a party, obtains not only long-term keys but also internal memory of the party. This meaning has been prominent in analysis of group key exchange and is similar to our stronger adversaries discussed at the end of Section 5. This term has also been used by some authors as a synonym for forward secrecy, to differentiate it from weak forward secrecy.