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Abstract. We perform correlation power analysis on ideal-lattice-based cryptosystems featuring product scanning, for example the reference implementation of NTRU Prime, a Round 2 candidate in the NIST PQC Competition. We also discuss three corresponding countermeasures in detail. The proposed approach achieves full private-key recovery in a highly efficient way with few traces. For each defensive strategy, its effectiveness is validated, and its side-channel resistance is evaluated by the TVLA general tests. The correlation power analysis exploits the vulnerabilities in product-scanning-based polynomial multiplications. The statistical analysis program in C++ takes time linear in the input size on average and practically less than 8 seconds on an ordinary laptop to reveal all the coefficients of each private-key polynomial. The three countermeasures together demonstrate the tradeoff between security and performance. The predictions about their effectiveness, performance, and side-channel resistance are supported by the correlation power analysis and the TVLA general tests based on thousands of traces.
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1 Introduction

Ever since the formulation of Shor’s algorithm [Sho97], quantum computing has been a potential threat to classical public-key cryptosystems, which is based on the hardness of integer factorization and discrete logarithms. These cryptographic primitives include RSA [RSA78], Diffie-Hellman key agreement [DH76], ElGamal encryption [Gam85], DSA [Bar13], ECDH [BCRS13], and ECDSA [IMV01]. Recently, quantum computers have been estimated as arriving in 10 to 15 years [Sni16, WLYZ18], and there is consequently an urgent need for the examination and standardization of post-quantum cryptosystems. This need further leads to the NIST Post-Quantum Cryptography Competition [Nat17]. The competitors are mostly based on lattices [DKL+18, BDK+18, BCD+16], error correction codes [BBC+18, MeC78], multivariate quadratic equations [D05], hash functions [BHH+15], and supersingular isogeny graphs [JF11].

Unfortunately, quantum resistance does not guarantee these submissions security in practice. There has been a vast amount of work on the implementation attacks against post-quantum cryptosystems, and [TE15] provides a comprehensive collation of the fault analyses and side-channel analyses on a variety of post-quantum cryptographic schemes. More cutting-edge side-channel analyses on digital signature schemes are introduced in [EFGT17], [KAJ17], and [PSKH18]. [EFGT17] applies electromagnetic analysis to BLISS, and achieves full key recovery from one single trace using integer linear programming.
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[KAJ17] features three zero-value attacks on supersingular isogeny Diffie-Hellman using refined power analysis. [PSKH18] proposes the correlation power analysis on Rainbow and Unbalanced Oil-and-Vinegar, two signature schemes based on multivariate quadratic equations, and fully recovers the secrets in use.

More advanced side-channel analyses on lattice-based encryption are introduced in [SW07], [LSCH10], [MNY17], [PPM17], [AKJ+18], and [ATT+18]. [SW07] describes a timing attack against NTRUEncrypt, which exploits the variation in the number of hash calls during decryption. [LSCH10] not only applies both simple power analysis and correlation power analysis to a typical NTRU software implementation, but also provides the corresponding countermeasures. [MNY17] proposes an NTRUEncrypt FPGA implementation and correlation power analysis to a typical NTRU software implementation, but also provides the corresponding countermeasures. [PPM17] exploits the weaknesses in the Number Theoretic Transform, features the full private-key recovery from one single trace, and breaks the masked implementations of some lattice-based cryptographic schemes. [AKJ+18] presents a single-trace power analysis on NTRU Open Source and NTRUEncrypt. [ATT+18] mounts horizontal differential power analysis on NewHope and Frodo to achieve full private-key recovery from one single trace with >99% success rate.

NTRU Prime [BCLvV17a], a Round 2 submission to the NIST PQC Competition, is based on ideal lattices. There are two schemes in this submission: Streamlined NTRU Prime and NTRU LPRime. Though Streamlined NTRU Prime is a variant of the classic NTRU [HPS98], and NTRU LPRime shares a similar structure with NewHope [ADPS16], the reference C implementation of NTRU Prime [BCLvV17b] is not subject to the previous attacks against NTRU-like cryptosystems and NewHope. These previous attacks target the implementations with data-dependent timing differences [SW07] and the ones which employ the operand scanning method [LSCH10, KY12, ZWW13, ZWW13, AKJ+18, ATT+18] or the NTT network for polynomial multiplications [PPM17]. However, the reference C implementation of NTRU Prime is constant-time and generic, realizing polynomial multiplications with the product-scanning method.

In this paper the correlation power analysis [BCO04] on NTRU Prime achieves full private-key recovery with the leakages from polynomial multiplications in decapsulation. This analysis is practically fast and asymptotically efficient, requiring few traces to reveal the sensitive information. Also, it works for other ideal-lattice-based cryptosystems whose polynomial multiplications are based on the product-scanning method [HW11]. Three countermeasures are then proposed and validated. The TVLA general tests [GJJR11] further evaluate their side-channel resistance. Overall, these defensive strategies display the tradeoff between performance and security.

2 Preliminaries

2.1 NTRU Prime

NTRU Prime [BCLvV17a] is a Round 2 candidate in the NIST Post-Quantum Cryptography Competition [Nat17]. It features polynomial rings distinct from those of typical Ring-LWE-based cryptosystems and NTRU to avoid potential algebraic attacks. In NTRU Prime there are two key-encapsulation mechanisms based on ideal lattices: Streamlined NTRU Prime and NTRU LPRime.

Let \( \mathbb{Z}_m \) be \((-m/2, m/2] \cap \mathbb{Z}\). For a given prime \( p \) and an arbitrary \( m \in \mathbb{Z}^+ \), \( R \) and \( R_m \) refer to \( \mathbb{Z}[x]/(x^p - x - 1) \) and \( \mathbb{Z}_m[x]/(x^p - x - 1) \), respectively. A polynomial is small if all of its coefficients belong to \{-1, 0, +1\}, and weight-\( w \) if exactly \( w \) of its coefficients are nonzero. If not specified, the following two expressions to describe a polynomial \( \sigma(x) \) of degree \( n \in \mathbb{N} \) are interchangeable: \( \sigma \) and \( \sigma_0 + \sigma_1 x + \sigma_2 x^2 + \ldots + \sigma_n x^n \).

Streamlined NTRU Prime has positive integer parameters \( p, q \), and \( w \): \( p \) and \( q \) are
primes: $2p \geq 3w; \ q \geq 16w + 2\delta + 3; \ p \geq I; \ x^p - x - 1$ is irreducible in $\mathbb{Z}_q[x]$. Also, it specifies a hash function producing two fixed-length strings: confirmation and session key from each small polynomial in $R$. Figure 1 shows the key generation, encapsulation, and decapsulation of this cryptographic scheme. The error detection stage in decapsulation is skipped due to its irrelevance in this paper.

![Diagram](image)

**Figure 1:** Streamlined NTRU Prime: key generation, encapsulation, and decapsulation

NTRU LPrime has positive integer parameters $p, q, w, \delta$, and $I$: $p$ and $q$ are primes; $8 \mid I; \ 2p \geq 3w; \ q \geq 16w + 2\delta + 3; \ p \geq I; \ x^p - x - 1$ is irreducible in $\mathbb{Z}_q[x]$. Also, it specifies a hash function producing three fixed-length strings: cipher key, confirmation and session key from each $I$-bit string. NTRU LPrime further includes four functions:

- **Generator**: producing an polynomial in $R_q$ from each seed string
- **Small**: producing a weight-$w$ small polynomial in $R$ from each cipher key
- **Top**: mapping each element in $\mathbb{Z}_q^I$ to a fixed-length string
- **Right**: mapping each string in the image of Top to an element in $\mathbb{Z}_q^I$ such that $\forall C \in \mathbb{Z}_q^I$, all the coordinates of $Right(Top(C)) - C$ are in $\{0, 1, ..., \delta\}$.

Figure 2 shows the key generation, encapsulation, and decapsulation of this cryptographic scheme. The error detection stage in decapsulation is again skipped due to its irrelevance in this paper.
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**Figure 2:** NTRU LPrime: key generation, encapsulation, and decapsulation

The reference C implementation of NTRU Prime [BCLvV17b] realizes polynomial multiplication in $R_q$ in a way different from conventional NTRU implementations [LSCH10, KY12, WZW13, ZWW13, AKJ+18, ATT+18]. In decryption/decapsulation, the two input polynomials of degree $\leq (p - 1)$ are a private key $f$ and a ciphertext $c$. Conventional NTRU implementations view such multiplication as the superposition of $f_i \times c$, $\forall i \in \{0, 1, ..., (p - 1)\}$:

$$f \times c = (f_0 \times c) + (f_1 \times c)x + ... + (f_{p-1} \times c)x^{p-1}$$

Since $f$ is mostly small, some implementations only calculate $f_i \times c$ for nonzero $f_i$s, and replace every scalar multiplication with a scalar addition/subtraction to accelerate the computation of $f \times c$. By contrast, the polynomial multiplication in $R_q$ in the reference C implementation of NTRU Prime is constant-time and generic. Moreover, as illustrated in Figure 3, it calculates the coefficients of $f \times c$ one by one. Algorithm 1 describes such multiplication in a more detailed manner.
Algorithm 1 Polynomial Multiplication in $\mathbb{R}_q$ in NTRU Prime Decapsulation

**Input:** small polynomial $f \in \mathbb{R}$ and polynomial $c \in \mathbb{R}_q$

**Output:** polynomial $d = f \times c$ in $\mathbb{R}_q$

1: for $i = 0$ to $(2p - 2)$ do
2: \hspace{1em} $e_i \leftarrow 0$
3: end for
4: for $i = 0$ to $(p - 1)$ do
5: \hspace{1em} for $j = 0$ to $i$ do
6: \hspace{2em} $e_i \leftarrow (e_i + c_j \times f_{i-j}) \mod q$
7: \hspace{1em} end for
8: end for
9: for $i = p$ to $(2p - 2)$ do
10: \hspace{1em} for $j = (i - p + 1)$ to $(p - 1)$ do
11: \hspace{2em} $e_i \leftarrow (e_i + c_j \times f_{i-j}) \mod q$
12: \hspace{1em} end for
13: end for
14: for $i = (2p - 2)$ to $p$ do \hspace{1em} $d = (e \mod (x^p - x - 1)) \mod q$
15: \hspace{1em} $e_{i-p+1} \leftarrow (e_{i-p+1} + e_i) \mod q$
16: \hspace{1em} $e_{i-p} \leftarrow (e_{i-p} + e_i) \mod q$
17: end for
18: for $i = (p - 1)$ to $0$ do
19: \hspace{1em} $d_i \leftarrow e_i$
20: end for
21: return $d$

2.2 Correlation Power Analysis

Side-channel analysis breaks cryptosystems using implementation flaws. First, it collects side-channel leakages (execution time [Koc96], power consumption [KJJ99], electromagnetic radiation [vE85], etc.) from cryptographic devices. Then it identifies the relations between such leakages and the operations being executed or the intermediate values being processed. Finally, it employs a series of data processing, observation, and statistical analysis in order to reveal sensitive information about the cryptographic primitives in use.

Correlation power analysis (CPA) [BCO04, MOP07] is a popular branch of side-channel analysis. First, it targets specific intermediate values to decompose the entire key space into several tiny search spaces. Then it chooses suitable power models which relate these intermediate values to the power consumption of the target device. After power trace
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recording, it produces an optimal guess for each search space. To be more specific, it iterates over all candidates in the search space and all time indices within the trace range, calculating the Pearson correlation coefficients between expected power consumption and its counterpart in reality. Finally, sensitive information such as private keys is derived from these optimal guesses. In the context of CPA, ciphertexts such as $c$ in Streamlined NTRU Prime and $B$ in NTRU LPRime are assumed accessible at low cost.

2.3 Test Vector Leakage Assessment (TVLA)

TVLA [GJJR11] is a first-order side-channel leakage assessment widely used in industry and academia. It first divides the given set of side-channel measurements into two, bringing about a significant difference in the specified sensitive information at algorithm level between the two subsets. Then it checks if there is accordingly a significant difference between the measurements in different subsets using Welch’s $t$-test [Wel47]. If such a difference exists with high confidence, TVLA asserts the side-channel vulnerability of the implementation under examination.

Let $A$ and $B$ be the two subsets. Their sample mean vectors are $X_A$ and $X_B$, respectively. Their sample variance vectors are $V_A$ and $V_B$, respectively. Their sizes are $N_A$ and $N_B$, respectively. Now the formula of the $t$-statistic trace $T$ is shown below:

$$T = \frac{X_A - X_B}{\sqrt{\frac{V_A}{N_A} + \frac{V_B}{N_B}}}$$

The threshold 4.5 is a convention in TVLA: An implementation fails the test if the absolute value of any sample in its $t$-statistic trace exceeds 4.5. To prevent false positives, an implementation does not formally fail TVLA until it fails two independent tests at the same time index.

TVLA comprises two sorts of tests: general and specific. In the general tests, the given traces are partitioned according to whether their corresponding inputs are fixed or random. The specific tests further separate the traces of random inputs into two groups based on the difference in specified intermediate values at algorithm level. The applications of TVLA include the acceleration of side-channel analysis and the evaluation of side-channel resistance.

3 Correlation Power Analysis on NTRU Prime

3.1 Methodology

In this paper, CPA focuses on $z = c \times 3f$ in $R_q$ in Streamlined NTRU Prime and $u = a \times B$ in $R_q$ in NTRU LPRime, succeeding in the recovery of $f$ and $a$. As for $g$ in Streamlined NTRU Prime, the formula $h = g \times (3f)^{-1}$ in $R_q$ and the knowledge of the public key $h$ together enable its recovery given $f$. Hence, this analysis achieves full private-key recovery for both schemes in NTRU Prime.

Algorithm 2 shows the proposed approach. Because of its direct applicability to Algorithm 1, the elaboration below inherits the notations in Algorithm 1. Here the CPA concentrates on the calculation of $e_{p-1}$ in $\mathbb{Z}_q$: $e_{p-1} = f_{p-1} \times c_0 + f_{p-2} \times c_1 + ... + f_0 \times c_{p-1}$ (mod $q$). It views the Hamming weight of the intermediate value being processed as the expected power consumption [KJJ99, MD99]. It also defines the optimal guess in a search space as the candidate with the most negative correlation coefficient due to the measurement setups [O’F16] in this paper. Let $N$ be the number of trials, $S$ be the size of a power trace, the function $HW_{32}$ calculate the Hamming weight of a 32-bit string, and the function $corrcoef$ compute the correlation coefficient between two input arrays.
Algorithm 2 Correlation Power Analysis on NTRU Prime

Input:
- a random array of polynomials \( c[N] \in R_q^N \) \( \triangleright \) ciphertexts
- the corresponding power traces \( P[S][j] \) \( \triangleright \) the calculation of \( e_{p-1} \) in \( Z_q \)
- \( \text{THRESHOLD} \) \( \triangleright \) to distinguish the correct guess from incorrect ones

Output: weight-\( w \) small polynomial \( f \) in \( R \)

1: for \( i = 0 \) to \((p-1)\) do
2: \( f_i \leftarrow 0 \)
3: end for
4: for \( j = 1 \) to \((p - \text{weight} + 1)\) do
5: \( \text{for } i = 0 \) to \((j - 1)\) do
6: \( \text{for } (x, y) \in \{1, -1\}^2 \) do
7: \( e_{p-1}^\text{tmp}[0 : N] \leftarrow (x \times c_i[0 : N] + y \times c_j[0 : N]) \mod q \)
8: \( k_{x,y} \leftarrow \arg \min_{0 \leq k < S} \text{corrcoef}(HW_{32}(e_{p-1}^\text{tmp}[0 : N]), p[k][0 : N]) \)
9: \( \rho_{x,y} \leftarrow \text{corrcoef}(HW_{32}(e_{p-1}^\text{tmp}[0 : N]), p[k_{x,y}][0 : N]) \)
10: end for
11: \( (\bar{x}, \bar{y}) \leftarrow \arg \min_{(x,y) \in \{1, -1\}^2} \rho_{x,y} \)
12: if \( \rho_{\bar{x},\bar{y}} < \text{THRESHOLD} \) then
13: \( (f_{(p-1)-i}, f_{(p-1)-j}, i_{\text{start}}, k_{\text{start}}) \leftarrow (\bar{x}, \bar{y}, (j + 1), (k_{\bar{x},\bar{y}} + 1)) \)
14: \( e_{p-1}[0 : N] \leftarrow (\bar{x} \times c_i[0 : N] + \bar{y} \times c_j[0 : N]) \mod q \)
15: \( \text{break out of this nested for loop} \)
16: end if
17: end for
18: end for
19: weight \( = (w - 2) \)
20: for \( i = i_{\text{start}} \) to \((p - \text{weight})\) do \( \triangleright \text{The second stage: test } e_{p-1} \pm c_i \)
21: if \( \text{weight} == 0 \) then
22: \( \text{break} \)
23: end if
24: for \( x \in \{1, -1\} \) do
25: \( e_{p-1}^\text{tmp}[0 : N] \leftarrow (e_{p-1}[0 : N] + x \times c_i[0 : N]) \mod q \)
26: \( k_x \leftarrow \arg \min_{k_{\text{start}} \leq k < S} \text{corrcoef}(HW_{32}(e_{p-1}^\text{tmp}[0 : N]), p[k][0 : N]) \)
27: \( \rho_x \leftarrow \text{corrcoef}(HW_{32}(e_{p-1}^\text{tmp}[0 : N]), p[k_x][0 : N]) \)
28: end for
29: \( \bar{x} \leftarrow \arg \min_{x \in \{1, -1\}} \rho_x \)
30: if \( \rho_{\bar{x}} < \text{THRESHOLD} \) then
31: \( (f_{(p-1)-i}, k_{\text{start}}) \leftarrow (\bar{x}, (k_{\bar{x}} + 1)) \)
32: \( e_{p-1}[0 : N] \leftarrow (e_{p-1}[0 : N] + \bar{x} \times c_i[0 : N]) \mod q \)
33: \( \text{weight} \leftarrow \text{weight} - 1 \)
34: end if
35: end for
36: return \( f \)
The proposed approach takes probabilistically linear time in terms of $p$, if a $\Omega(1)$ lower bound $\tau$ for $w/p$ exists in view of security concerns. The efficiency of this CPA is based on two reasonable assumptions: First, the correlation coefficient corresponding to the correct guess is obviously far away from those corresponding to the rest. Therefore, a guess is correct if and only if its correlation coefficient is lower than a specified negative threshold, and the CPA should find an eligible threshold with ease. Second, the relative order of operations in an implementation is the same as its counterpart in source code. Thus, the CPA should only focus on the samples of time indices greater than those corresponding to previous optimal guesses. According to the lower bound $\tau$ and the first assumption, the first stage in Algorithm 2 needs less than $(p \times (2/\tau))/2 = p/\tau$ iterations of testing $\pm c_i \pm c_j$ on average to reveal the first two nonzero coefficients of the weight-$w$ small secret $f \in R$. In any case, the second stage needs less than $p$ iterations of testing $\pm c_i$ to reveal the rest.

The proposed approach targets $e_{p-1}$ for its calculation involves all the coefficients of $f$ and $c$, and hence this term is both informative and controllable. The first stage in Algorithm 2 views the two nonzero coefficients as a pair to avoid the confusion between the samples indicating the access of $c_i$ as the coefficient of $c$ and those indicating $e_{p-1}$ being $c_i$. To examine the candidates of high a priori probabilities first, The nested loop at the first stage takes the form of “for $j = 1$ to $(p - w + 1)$ do for $i = 0$ to $(j - 1)$ do” rather than “for $i = 0$ to $(p - w)$ do for $j = 1$ to $(p - w + 1)$ do”. This design reduces both time consumption and the required number of traces.

### 3.2 Experiments and Results

To evaluate the efficacy of this method, ChipWhisperer-Lite Two-Part Version [O’F16] is employed. The target device, an STM32F303RCT7 32-bit microcontroller [STM18], runs the polynomial multiplication in $R_q$ in NTRU Prime decapsulation written in C [BCLvV17b, KR +18]. ChipWhisperer Capture [O’+18] then records and stores both power traces and input data (Ubuntu 18.04.1 LTS, VirtualBox VM on a MacBook Air). The microcontroller operates at the clock rate 7.38MHz, and the C implementation is sampled at 14.769MS/s. Each trace contains 131,092 samples, recording the power consumption during the calculation of $e_{p-1}$. The statistical analysis part is programmed in C++ (macOS Sierra 10.12.6, MacBook Air).

Following the recommendation in the NTRU Prime submission [BCLvV17a], the experiment sets $(p, w)$ as (761, 286), the parameter set for Streamlined NTRU Prime. There are 10 trials in the experiment, each involving a uniformly and randomly generated secret $f$. The CPA adopts -0.90 as the threshold due to the stunningly high compatibility of Hamming weight power model with the target device. To fully recover each of the 10 secrets, 50 traces suffice. The statistical analysis takes less than 8 seconds to disclose every coefficient of the secret $f$. Figure 4, whose unit of y-axis is (V), shows the pattern in a power trace. Figure 5 and Figure 6 are screenshots of the statistical analysis.

As shown in Figure 5, the recovery of the last nonzero coefficient starts with the monomial $+x^5$ in this trial. The program then searches from the monomials of higher order to those of lower order and from the samples of smaller time indices to those of larger time indices. Updating its guess with the best known monomial-sampleId pair in terms of correlation coefficient, the CPA finally outputs $-x^2$ as its answer. The corresponding correlation coefficient -0.992438 is way lower than the threshold -0.90.

At the end of the same trial, the statistical analysis reveals both the value and the position of every nonzero coefficient of $f$, and therefore recovers the secret $f$. As shown in Figure 6, the 270th monomial is $+x^{36}$, the 271st monomial is $-x^{31}$, the 272nd monomial is $-x^{31}$, ..., the 284th monomial is $-x^{2}$, the 285th monomial is $+x^{5}$, and the 286th monomial is $-x^{2}$. Every optimal guess leads to a correlation coefficient lower than the threshold -0.90.
4 Software Countermeasures against the Proposed Approach

4.1 Methodology

There are at least three defensive strategies available for software implementations. While their prototypes are first introduced in [LSCH10], their implementations keep evolving:

1. the random initialization of $e_i$
2. the randomized access to $(c_j, f_{i-j})$ pairs
3. a first-order masking scheme

The first countermeasure assigns a random integer \( m_i \in \mathbb{Z}_q \) instead of 0 to \( e_i, \forall i \in \{0, 1, \ldots, (2p - 2)\} \) at the beginning of Algorithm 1, and removes all the \( m_i \) using modular subtractions at the end of Algorithm 1. In the second countermeasure, Algorithm 1 receives one more argument \( \text{Perm}[i] \): a random permutation of \( \{0, 1, \ldots, (p - 1)\} \). During the calculation of \( e_i \), the program iterates from \( j = 0 \) to \( j = (p - 1) \), adding the appropriate \( c_{\text{Perm}[j]} \times f_{1 - \text{Perm}[j]} \) to \( e_i \). The third countermeasure can be briefly expressed as:

Inputs: \( m_f, m_c \leftarrow \text{random masks} \in R_q; \hat{f} = f + m_f; \hat{c} = c + m_c \)

Outputs: \( m_d = -m_f \times m_c; \hat{d} = d + m_d = f \times c - m_f \times m_c \)

Algorithm: \( D_1 = \hat{f} \times \hat{c}; D_2 = \hat{f} \times m_c; D_3 = m_f \times \hat{c}; \hat{d} = D_1 - D_2 - D_3 \)

The above additions, subtractions, and multiplications are in \( R_q \). Every polynomial multiplication in this design follows Algorithm 1. The three defensive strategies above are all able to protect the reference implementation of NTRU Prime from the analysis in this work.

The following comparison between these countermeasures manifests a tradeoff between security and performance. Here the discussion focuses on the execution of Algorithm 1. The initialization of \( e_i \) is the least time-consuming, since it only requires \( p \) extra subtractions in \( \mathbb{Z}_q \), whose time consumption is negligible compared with that of polynomial multiplications in \( R_q \). Yet both the timing and the trace pattern of any access to \( (c_j, f_{i - j}) \) as well as the subsequent multiplication remain the same as before, and full private-key recovery from NTRU Prime with vertical power analysis remains possible due to these highly data-dependent leakages.

The randomized access to \( (c_j, f_{i - j}) \) pairs requires \( 2p^2 - p \) extra comparisons, and the increase in time consumption is again negligible. Without trace rearrangement, the variation in each sample on the power traces of this countermeasure is random enough to conceal its dependence on \( f \) and \( c \). However, the set of \( (c_j, f_{i - j}) \) involved in the calculation of \( e_i \) remains the same, so the entire trace is a random permutation of \( p \) (almost) fixed tiny traces. For example, the traces in the case of \( c_i \neq 0, \forall i \in \{0, 1, \ldots, (p - 1)\} \) are distinct from those in the case of \( c_i = 0 \), for most \( i \). To summarize, this countermeasure has the potential to pass widely used leakage assessments, which focus on the protection against vertical power analysis. Unfortunately, it is subject to more delicate attacks involving strategic ciphertext selection and horizontal power analysis [Wal01, CFG+10].

The masking scheme is the most time-consuming and secure countermeasure. \( D_2 \) only depends on the two masks \( m_f, m_c \) and the private key \( f \), so NTRU Prime is able to compute \( D_2 \) ahead in its key schedule. An update of \( D_2 \) is unnecessary until a regeneration of private key or mask pair. Thus, compared with the unprotected version, this countermeasure requires one extra polynomial multiplication in \( R_q \) to compute \( D_3 \) as well as \( 2p \) extra subtractions in \( \mathbb{Z}_q \) to compute \( \hat{d} \), and it takes around twice as long to complete the entire computation. In this design, the intermediate values processed by the target device are statistically independent of their counterparts at algorithm level, which renders most first-order power analyses harmless [MOP07].

4.2 Experiments, Results, and Discussion

Here the three C implementations of defensive strategies are sampled at 29.538MS/s, and every power trace contains 24,400 samples. There are two classes of traces: P1 for the validation of the protection against Algorithm 2 and P2 for the evaluation of side-channel resistance. Each trace in P1 refers to the beginning of a countermeasure. The reason behind is that the CPA is doomed to fail at the second stage if it has failed at the first stage, and if the CPA succeeds at the first stage, the countermeasure under examination
fails. Among the traces in P2, those from the first two countermeasures are centered at the midpoint of the entire computation, while those from the first-order masking scheme are centered at the first quarter, the midpoint, or the third quarter of the entire computation. The TVLA general test is programmed in Python 3.6.1 (macOS Sierra 10.12.6, MacBook Air). All the other settings follow the measurement setup in subsection 3.2.

As expected, Algorithm 2 works for none of the three countermeasures due to the randomized updates of $e_i$ during polynomial multiplications in $R_q$. The CPA uses 5,000 traces of type P1 in each trial but in vain. In these countermeasures, the correct guess at the first stage respectively gives the correlation coefficients -0.057477, -0.068498, and -0.055104, all way higher than the threshold -0.90.

In the TVLA general tests below, each given set of side-channel measurements contains 20,000 power traces of type P2. These tests adopt the secret key and fixed plaintext in the general test for AES-128 [GJJR11] to instantiate the pseudorandom generation of the private key $f_T$ and fixed input $c_T$. The test results for the three defensive strategies are shown in Figure 7–Figure 9. In each figure, the upper half is the average power trace, while the lower half is the $t$-statistic trace. Both halves share the same x-axis. However, the y-axis of the upper one is “Trace Voltage (V)”, that of the lower one “t-Value”. In Figure 7, each “t-Value” axis ranges from -100 to 150, while in Figure 8 and Figure 9, each ranges from -5.0 to 10.0. The two dotted red lines indicate the thresholds ±4.5.

According to the two independent tests shown in Figure 7, the random initialization of $e_i$ fails the TVLA general test. In both $t$-statistic traces, noticeable peaks appear at the beginning of every part corresponding to a multiplication-addition pair. This observation supports the vulnerability prediction in subsection 4.1.

According to Figure 8 and Figure 9, the other two defensive strategies both pass the TVLA general test. It is not surprising because the same time index in different power traces refers to different $(c_j, f_{i-j})$ pairs or a randomly masked intermediate value in these countermeasures.
Figure 7: The TVLA General Test Results for the Random Initialization of $e_i$

Figure 8: The TVLA General Test Results for the Randomized Access to $(e_j, f_{i-j})$ Pairs
(a) The First Independent Test at the First Quarter

(b) The Second Independent Test at the First Quarter

(c) The First Independent Test at the Midpoint
Figure 9: The TVLA General Test Results for the Masking Scheme

The unprotected implementation [BCLvV17b, KR⁺18] takes 65,546 clock cycles to
complete the computation. By contrast, it takes 65,596 clock cycles, 69,353 clock cycles, and 122,765 clock cycles for the random initialization of $e_i$, the randomized access to $(c_j,f_{i-j})$ pairs, and the first-order masking scheme to complete the computation, respectively. These statistics display the tradeoff referred to in subsection 4.1.

5 Conclusion

NTRU Prime, a Round 2 candidate in the NIST Post-Quantum Cryptography Competition, realizes the polynomial multiplication in $R_q$ in a generic manner inside its constant-time reference C implementation. Despite the seeming side-channel resistance of this implementation, the correlation power analysis in this paper can recover private keys from both schemes in this submission with few power traces. This carefully designed analysis is practically fast and asymptotically efficient. Moreover, it is a generic approach applicable to other ideal-lattice-based cryptographic primitives realizing polynomial multiplications with the product-scanning method. If there were microcontroller implementations for ideal-lattice-based cryptosystems using Karatsuba [Paa96, WP06] at the high level and the product-scanning method on the low level, this CPA should also work. To protect the reference implementation, three countermeasures have been proposed. These defensive strategies manifest the tradeoff between performance and security. Their effectiveness and such tradeoff have been respectively validated by the CPA and the TVLA general tests based on thousands of power traces.
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