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Abstract. In this paper we give a comprehensive comparison between pairing-friendly elliptic curves in Jacobi Quartic and Edwards form with quadratic, quartic, and sextic twists. Our comparison looks at the best choices to date for pairings on elliptic curves with even embedding degree on both $G_1 \times G_2$ and $G_2 \times G_1$ (these are the twisted Ate pairing and the optimal Ate pairing respectively). We apply this comparison to each of the nine possible 128-bit TNFS-secure families of elliptic curves computed by Fotiadis and Konstantinou [14]; we compute the optimal choice for each family together with the fastest curve shape/pairing combination. Comparing the nine best choices from the nine families gives a optimal choice of elliptic curve, shape and pairing (given current knowledge of TNFS-secure families). We also present a proof-of-concept MAGMA implementation for each case. Additionally, we give the first analysis, to our knowledge, of the use of quadratic twists of both Jacobi Quartic and Edwards curves for pairings on $G_2 \times G_1$, and of the use of sextic twists on Jacobi Quartic curves on $G_1 \times G_2$.
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1 Introduction

Pairings in cryptography first appeared in 1940 when André Weil showed that there is a way to map points of order $r$ on a supersingular elliptic curve to an element of order $r$ in a finite field; his map became known as the Weil pairing. In 1986, Victor Miller [22] gave an algorithm that computes the Weil pairing efficiently, and in 1993, Menezes, Okamoto and Vanstone [23] applied Miller’s method to the elliptic curve discrete logarithm problem (ECDLP) for supersingular elliptic curves. They reduced ECDLP for supersingular elliptic curves to the discrete logarithm problem in a finite field (DLP), giving a subexponential
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This attack was followed by the more general FR-reduction [15], which can be applied to ordinary elliptic curves (and higher-dimensional abelian varieties) when using a variant of the Weil pairing called the Tate pairing. In the early 2000s however, several authors presented secure and efficient pairing-based protocols (see e.g. [6,7,17]) which are now the backbone of privacy-related cryptosystems.

1.1 Pairings on elliptic curves

Let $G_1, G_2,$ and $G_T$ be cyclic groups of prime order $r$ and assume that the discrete logarithm problem is intractable in all three groups. An abstract pairing is a bilinear, non-degenerate, efficiently computable map of the form: \( \hat{e} : G_1 \times G_2 \rightarrow G_T \). We call $G_1$ and $G_2$ the source groups and $G_T$ the target group. When $G_1 \neq G_2$ the pairing is called asymmetric, otherwise it is called symmetric.

Let $E$ be an ordinary elliptic curve defined over a prime field $\mathbb{F}_p$ and let $r$ be largest prime such that $r \mid \#E(\mathbb{F}_p)$. The minimal integer $k$ for which all the $r$-th roots of unity are contained in $\mathbb{F}_{p^k}$ is called the embedding degree of $E$. For all pairings on elliptic curves that are currently used in cryptography, the source groups $G_1$ and $G_2$ are $r$-order subgroups of $E(\mathbb{F}_{p^k})$ and the target group $G_T$ is the subgroup $\mu_r \subseteq \mathbb{F}_{p^k}^*$ of $r$-th roots of unity. (Typically $G_1$ is in fact contained in $E(\mathbb{F}_p)$). That is, a pairing of elliptic curves is a map: \( \hat{e} : E(\mathbb{F}_p)[r] \times E(\mathbb{F}_p)[r] \rightarrow \mu_r \subseteq \mathbb{F}_{p^k}^* \).

The most widely used pairings on ordinary elliptic curves are the Tate pairing and its variants and the Ate pairing and its variants. All of these different types of pairings can be efficiently computed using variants of Miller’s algorithm ([22], c.f. Algorithm 1).

1.2 Attacks on pairings

For a sufficiently generic elliptic curve $E/\mathbb{F}_p$, the complexity of ECDLP in any $r$-order subgroup of $E(\mathbb{F}_p)$ is $O(\sqrt{r})$, due to Pollard’s rho algorithm. The complexity of DLP in the multiplicative group $\mathbb{F}_{p^k}^*$, however, depends both on the factorisation of $k$ and on how the prime $p$ is constructed. In the case of pairing-friendly curves, we may assume that the prime $p$ is large (at least 256-bits) and that it is derived from the evaluation of a polynomial with degree greater than 2. The asymptotic complexity of DLP in $\mathbb{F}_{p^k}^*$ is then

\[
L_N[c, \ell] = \exp \left[ (c + o(1))(\ln N)^\ell \left( \ln \ln N \right)^{1-\ell} \right],
\]

for some $c, \ell \in \mathbb{R}$, with $\ell \in [0,1]$, $c > 0$ and $N = p^k$.

When $k$ is prime, the asymptotic complexity of DLP in $\mathbb{F}_{p^k}^*$ is $L_N[1/3, 1.923]$; the best known attack is the number field sieve (NFS) method. For composite embedding degrees, Kim and Barbulescu’s [18] improvements on the tower number field sieve (TNFS) method have reduced complexity of DLP in $\mathbb{F}_{p^k}^*$ from $L_N[1/3, 1.923]$ to $L_N[1/3, 1.529]$. These new improvements have immediate consequences on the selection of the extension fields $\mathbb{F}_{p^k}$. Fotiadis and Konstantinou [14] present a summary of (new) recommendations of pairing-friendly elliptic
curves that are resistant against the new TNFS attacks, for many different embedding degrees.

1.3 Our contributions

The main goal of this paper is to present the best choice of pairing and of elliptic curve that gives 128-bit security according to the state-of-the-art. As families of TNFS-secure elliptic curves are already presented in [14], our main contribution is a comprehensive comparison of pairings and elliptic curve shapes and the consequent selection of a curve from the available families. To our knowledge, this is the first suggestion of a 128-bit secure pairing-friendly elliptic curve that takes into account the latest attacks described above.

Our comparison takes into account competing candidates for the most efficient pairings (Section 2) and competing curve shapes for the most efficient curve arithmetic (Section 3). In section 4 we combine the discussion in Sections 2 and 3 to compute the optimal elliptic curve and pairing choice for a 128-bit security level.

Additionally, we present a new analysis for efficient curve arithmetic in the case of quadratic twists of Edwards curves and Jacobi Quartic curves for the Ate pairing (Section 3.2 and Section 3.3), and of sextic twists of Jacobi Quartic curves (Section 3.2).

For every case that we consider we present an implementation in MAGMA, available at www.martindale.info/research.

2 Secure and efficient pairings on elliptic curves

In all that follows, we write \( \mathbb{F}_p \) for a finite field of prime order, we write \( E/\mathbb{F}_p \) for an elliptic curve defined over this field, we write \( r \) for a large prime dividing \( \#E(\mathbb{F}_p) \), and \( k \) for the embedding degree of \( E \) with respect to \( r \). For \( \mathbb{G}_1 \) and \( \mathbb{G}_2 \) distinct \( r \)-order subgroups of \( E(\mathbb{F}_{p^k}) \) and \( \mathbb{G}_T \) an \( r \)-order subgroup of \( \mathbb{F}_{p^k}^* \), there is an asymmetric pairing \( \hat{e} : \mathbb{G}_1 \times \mathbb{G}_2 \to \mathbb{G}_T \). Good choices of \( p, E, r, \) and \( k \) give rise to pairing-based cryptographic protocols, the security and efficiency of which depends on \( \hat{e} \) and is discussed in detail below.

2.1 Constructing explicit pairing-friendly elliptic curves

We make (severe) restrictions on the families of elliptic curves we consider for specifically pairing-based applications; these families are commonly referred to as pairing-friendly in the literature. In all that follows \( p, E, r, \) and \( k \) are as in the preamble to this section.

Definition 1. We say that \( E/\mathbb{F}_p \) is pairing-friendly (c.f. [13]) if:

1. There is a sufficiently large choice for \( r \) such that the discrete logarithm problem in \( \mathbb{G}_1 \) and \( \mathbb{G}_2 \) is computationally hard.
2. The \( \rho \)-value \( \rho = \log(p) / \log(r) \) is close to 1.
3. The discrete logarithm problem in $G_T$ is as computationally hard as the discrete logarithm problem in $G_1$ and $G_2$.

4. Computations in $G_T \subset \mathbb{F}_{p^k}$ are efficient.

The precise meanings of ‘computationally hard’, ‘close to 1’, and ‘efficient’ depend heavily on the desired security parameters.

Points (1) and (3) above are to ensure the security of a protocol based on a pairing using such an elliptic curve. The recent TNFS attacks [18] on the discrete logarithm problem for pairing-friendly elliptic curves changed the meaning of ‘computationally hard’ in this definition, so that the security analyses of papers pre-dating this attack are now too weak. Fotiadis and Konstantinou [14] gave examples of families of pairing-friendly elliptic curves that are resistant to the TNFS attacks.

We aim to present which choices can be made with regards to points (2) and (4). Point (2) gives control on the bandwidth of the pairing computation and point (4) ensures efficient arithmetic in $G_T$, normally achieved by using small $k$.

Each family of pairing-friendly elliptic curves presented in [14] is given together with the $\rho$-value and the embedding degree, so the remaining work is to assess the trade-off.

For the construction of pairing-friendly elliptic curves we use the notion of complete polynomial families, introduced in [8]. For a given embedding degree $k > 0$ the elliptic curve parameters $p,t$ and $r$ are described as polynomials $p(x), t(x), r(x) \in \mathbb{Q}[x]$ respectively, such that $4p(x) - t(x)^2 = Dy(x)^2$, where $D > 0$ is the square-free complex multiplication (CM) discriminant and $y(x) \in \mathbb{Q}[x]$. These polynomials must satisfy $\Phi_k(t(x) - 1) \equiv 0 \pmod{r(x)}$, where $\Phi(x)$ is the $k^{th}$ cyclotomic polynomial. This implies that $t(x) - 1$ is a primitive $k^{th}$ root of unity in the number field $\mathbb{Q}[x]/(r(x))$. An additional constraint for these polynomials is that $p(x) + 1 - t(x) \equiv 0 \pmod{r(x)}$. This ensures that the order of the curve has a polynomial representation as $\#E(\mathbb{F}_{p(x)}) = h(x)r(x)$.

We can generate elliptic curve parameters by evaluating the polynomial family at some integer $x_0$, such that $r = r(x_0)$ and $p = p(x_0)$ are both primes and $t = t(x_0) \leq 2\sqrt{p}$ (Hasse bound). We further need to verify that these choices respect the recommendations of Definition 1. Particularly, for 128-bit security in $\mu_r \subset \mathbb{F}_{p^k}^*$ with composite $k$, Equation (1) implies that the extension field size $N = k\log p$ should be around 4400-bits. Given the embedding degree $k$ and a desired security level $S$, we need to find a complete family of pairing-friendly elliptic curves with CM discriminant $D$ and $\rho = N/(2kS)$.

### 2.2 Tate pairing

The reduced Tate pairing is a common example of a pairing that can be used in cryptographic algorithms. The (non-reduced) Tate pairing is something more general which we do not address here as our main focus is on applications. In the reduced Tate pairing we have $G_1 = E(\mathbb{F}_p)[r]$, $G_2 = E(\mathbb{F}_{p^k})[r]$, and $G_T = \mu_r$, the group of $r$-th roots of unity in $\mathbb{F}_{p^k}^*$, with $p$, $E$, $r$, and $k$ as defined at the beginning of Section 2. For a point $P \in E(\mathbb{F}_q)[r]$ define the function $f_r, P$ to be
the unique function on $E$ with divisor $r(P) - r(P_{\infty})$ (existence and uniqueness follows from eg. [25, Corollary 3.5]). The reduced Tate pairing is the $(p, E, r, k)$-dependent non-degenerate bilinear map $\hat{t} : E(\mathbb{F}_p)[r] \times E(\mathbb{F}_{p^k})[r] \to \mu_r$ given by $(P, Q) \mapsto f_{r, p}(Q)^{\frac{p^k - 1}{r}}$. The value $f_{r, p}(Q)$ can be computed efficiently using Miller’s algorithm (see [22], or Algorithm 1 below).

**Definition 2.** Let $R$ and $S$ be points on the elliptic curve $E$. We denote by $h_{R, S}$ the rational function with divisor $(R) + (S) - (S + R) - (P_{\infty})$. As explained in detail in [13,22], Miller’s algorithm computes $f_{r, p}(Q)$ iteratively from $h_{R, S}(Q)$; see Algorithm 1.

**Algorithm 1** Miller’s algorithm

**Input:** $P \in E(\mathbb{F}_p)[r], Q \in E(\mathbb{F}_{p^k})[r], r = (1, r_{n-2}, \ldots, r_1, r_0)$.  

**Output:** The reduced Tate pairing $f_{r, p}(Q)^{\frac{p^k - 1}{r}}$ of $P$ and $Q$.

1. Set $f \leftarrow 1$ and $R \leftarrow P$.
2. for $i = n - 2$ to 0 do
3. $f \leftarrow f^2 \cdot h_{R, R}(Q)$
4. $R \leftarrow 2R$
5. if $r_i = 1$ then
6. $f \leftarrow f \cdot h_{R, P}(Q)$
7. $R \leftarrow R + P$
8. return $f^{\frac{p^k - 1}{r}}$

**Remark 1.** – The number of field operations needed to compute $h_{R, S}$ can be decreased by using elliptic curves written in a special form, such as Jacobi quartic form [16] or Edwards form [4]; see Section 3.
– The pairings that are presented in the following sections were partly introduced in order to reduce the number of iterations in Algorithm 1.
– The number of times that Steps 6-7 of Algorithm 1 are performed depends on the Hamming weight of $r$, which is minimized using Algorithm 2.
– Step 8 computes the power $(p^k - 1)/r$ of an element in $\mathbb{F}_{p^k}^\times$. This is known as the final exponentiation; see e.g. [11], c.f. Section 2.4.

**Algorithm 2** Finding suitable elliptic curve parameters for the Tate pairing

**Input:** A complete family of pairing-friendly elliptic curves: $[p(x), t(x), r(x)];$ security level: $S;$ integers $a, b$, such that the family is integer-valued for every $x \equiv b \pmod{a}$.

**Output:** Optimal elliptic curve parameters $p, t, r$.

1. Set $n_{\text{min}} \leftarrow (2S - \log \log(r))/\deg r$ and $n_{\text{max}} \leftarrow n_{\text{min}} + (1/\deg r)$ and $w \leftarrow 2S$
2. for $i = 2n_{\text{min}}$ to $2n_{\text{max}}$ do
3. if $i \equiv b \pmod{a}$ then
4. $x_0 \leftarrow i$; $r \leftarrow r(x_0)$
5. if $r$: ir prime and $\log r = 2S$ then
6. $p \leftarrow p(x_0)$
7. if $p$: ir prime and $\text{wt}(r) < w$ then
8. $t \leftarrow t(x_0); w = \text{wt}(r)$
9. return $[p, t, r]$
2.3 Optimal Ate pairing

As the name suggests, the optimal Ate pairing is a descendant of the (reduced) Ate pairing, which we introduce first for the benefit of the reader. In the Ate pairing, we take
\[ G_1 = E(\mathbb{F}_p)[r] \cap \ker(\pi_p - [1]) \quad \text{and} \quad G_2 = E(\mathbb{F}_p)[r] \cap \ker(\pi_p - [p]), \]
where \( \pi_p \) denotes the \( p \)-power Frobenius endomorphism on \( E \). Note that \( G_1 = E(\mathbb{F}_p)[r] \) and \( G_2 \subseteq E(\mathbb{F}_p)[r] \). For a point \( P \in G_2 \) and a positive integer \( T \), we define the function \( f_{T,P} \) to be the unique function on \( E \) with divisor \( T(P) - (T^r P) - (T - 1)P_{\infty} \) as before, existence and uniqueness follows from e.g. [25, Corollary 3.5]).

The reduced Ate pairing is the \((p, E, r, k)-dependent\) non-degenerate bilinear map \( \hat{a} : G_2 \times G_1 \rightarrow \mu_r \) given by \( (P,Q) \mapsto f_{T,P}(Q)^{r-1/pk} \), where \( T = t - 1 \) and \( t \) is the trace of Frobenius.

In [26], Vercauteren presented the optimal Ate pairing which always gives the minimal number of iterations compared to other variants of the Ate pairing (e.g. [28], [21], [19]). Note that it may still be slower than the Tate pairing.

Let \( E, p, r, \) and \( k \) be as above. Recall that pairing-friendly curves satisfy \( \Phi_k(p) \equiv 0 \mod r \), where \( \Phi_k \) is the \( k \)-th cyclotomic polynomial. We consider the \( \varphi(k) \)-dimensional lattice \( L \) (spanned by the rows):
\[
L = \begin{pmatrix}
r & 0 & 0 & \ldots & 0 \\
-p & 1 & 0 & \ldots & 0 \\
-p^2 & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-p^{\varphi(k)-1} & 0 & 0 & \ldots & 1
\end{pmatrix}
\]
and let \( V = [c_0, c_1, \ldots, c_{\varphi(k)-1}] \) be the shortest vector of this lattice. By [26, Theorem 7], the shortest vector \( V \) of the lattice \( L \) satisfies
\[
\|V\|_2 \geq \frac{p^{1/\varphi(k)}}{\|\Phi_k\|_2} \quad \text{and} \quad \|V\|_\infty \leq \frac{p^{1/\varphi(k)}}{(\varphi(k) - 1)\|\Phi_k\|_\infty},
\]
where \( \|\cdot\|_2 \) and \( \|\cdot\|_\infty \) are the square and infinite norms respectively. The optimal Ate pairing is defined as the bilinear, non-degenerate map \( \hat{a}_o : G_2 \times G_1 \rightarrow \mu_r \subseteq \mathbb{F}_{p^k}^* \) given by
\[
(P,Q) \mapsto \prod_{i=0}^{\varphi(k)-1} f_{c_i,p}(Q) \cdot \prod_{i=0}^{\varphi(k)-2} h_{[s_{i+1}]p_{e_i,c_i,p}}(Q)^{s_i},
\]
where \( h_{R,S}(Q) \) is as defined in Definition 2 and the values \( s_i \) are obtained by the relation: \( s_i = \sum_{j=1}^{\varphi(k)-1} c_j p^j \). By [26] this choice of the coordinates \( c_i \) ensures the non-degeneracy property of the above pairing. Miller’s algorithm can be adapted from Algorithm 1 to compute the optimal Ate pairing.
Algorithm 3 Miller’s algorithm (optimal Ate pairing)

**Input:** $P \in \mathbb{G}_2$, $Q \in \mathbb{G}_1$, $V = [c_0, c_1, \ldots, c_{\varphi(k) - 1}]$, $H$.

**Output:** The reduced optimal Ate pairing $\hat{a}_o$ of $P$ and $Q$.

1: for $j = 0$ to $\varphi(k) - 1$
2:   Set $n \leftarrow \lfloor \log_2 c_j \rfloor$, $f \leftarrow 1$, $R \leftarrow P$, $v_j \leftarrow (1, T_{n-2}, T_{n-1}, \ldots, T_1, T_0)_2$
3: for $i = n - 2$ to 0
4:   $f \leftarrow f^2 \cdot h_{R,R}(Q)$
5:   $R \leftarrow 2R$
6: if $T_i = 1$
7:   $f \leftarrow f \cdot h_{R,P}(Q)$
8:   $R \leftarrow R + P$
9: $f \leftarrow f \cdot H$
10: return $f^{\frac{1}{\varphi(k) - 1}}$

Note also that the second product $H$ in the above formula depends on the points $P, Q$ which are fixed during the pairing computation so can be precomputed. Furthermore, we need the coordinates $c_i$ to have the smallest possible Hamming weight.

Algorithm 4 Suitable elliptic curve parameters for the optimal Ate pairing

**Input:** A complete family of pairing-friendly elliptic curves: $[p(x), t(x), r(x)]$; security level $S$; integers $a, b$, such that the family is integer-valued for every $x \equiv b \pmod{a}$; the shortest vector $V = [c_0, c_1, \ldots, c_{\varphi(k) - 1}]$ of the lattice $L$.

**Output:** Optimal elliptic curve parameters $p, t, r$.

1: Set $n_{min} \leftarrow (2S - \log \text{lcm}(r))/\deg r$ and $n_{max} \leftarrow n_{min} + 1/\deg r$ and $w \leftarrow 2S$
2: for $i = 2^{n_{min}}$ to $2^{n_{max}}$
3:   if $i \equiv b \pmod{a}$ then
4:     $x_0 \leftarrow i$; $r \leftarrow r(x_0)$; $p \leftarrow p(x_0)$; $t \leftarrow t(x_0)$;
5:   if $r$: ir prime and $p$: ir prime then
6:     $w \leftarrow \text{wt}(V) - \text{wt}(c_0) + \text{wt}(c_1) + \ldots + \text{wt}(c_{\varphi(k) - 1})$
7:     if $w < w$ then
8:         $w \leftarrow \text{wt}(V) - \text{wt}(c_0)$
9: return $[p, t, r]$

The total number of iterations in this case is: $b_c = \sum_{i=0}^{\varphi(k)-1} \log c_i = \log \prod_{i=0}^{\varphi(k)-1} c_i$, where the sum and product run over all $i = 0, 1, \ldots, \varphi(k) - 1$ such that $c_i \neq 0$. Clearly, every $c_i$ contributes in Miller’s loop, as long as $c_i \notin \{0, \pm 1\}$ (otherwise, $f_{c_i,Q}(P) = 1$). According to [26], the total number of iterations in Miller’s loop cannot be less than $\log r/\varphi(k)$. Given a complete family $[p(x), t(x), r(x)]$ of pairing-friendly elliptic curves with embedding degree $k$, the process for generating optimal elliptic curve parameters for the reduced optimal Ate pairing is described in Algorithm 4.
**Twisted Ate Pairing.** The downside to the (optimal) Ate pairing is that most of the operations have to occur in extension fields. However, as observed in [21], if an elliptic curve \( E/F_p \) has a twist (definition recalled below), we can essentially switch \( \mathbb{G}_1 \) and \( \mathbb{G}_2 \).

**Definition 3.** Let \( E/F_p \) be an elliptic curve over a finite field \( F_p \). A twist of \( E \) is an elliptic curve \( E' \) that is \( F_p \)-isomorphic to \( E \). Suppose that the isomorphism is defined over \( F_{p^k} \) (but not over any subfield) and that \( E' \) is defined over \( F_{p^e} \), where \( e|k \), and not over any subfield. We say that \( E' \) is a degree \( k/e \) twist of \( E \).

Suppose now that \( E \) has a twist of degree \( \delta k \), let \( e = k/\delta \), and let \( T_e = T^e (\mod r) \). Then there exists a non-degenerate bilinear pairing that is referred to as the **twisted Ate pairing** \( \hat{\alpha}_e : \mathbb{G}_1 \times \mathbb{G}_2 \to \mu_r \) given by \( (P, Q) \mapsto f_{r, \nu}(Q)^{\frac{\nu}{\delta k}} \).

In particular, Algorithm 1 for the reduced Tate pairing with \( r \) replaced by \( T_e \) computes \( \hat{\alpha}_e \). In particular, if \( E \) has a (non-trivial) twist, then the twisted Ate pairing has lower cost than the Tate pairing. As we restrict our attention to elliptic curves with even embedding degree, every curve has at least a quadratic twist. The process of generating optimal pairing-friendly elliptic curve parameters is the same as Algorithm 2, except that we are looking for the smallest Hamming weight of \( T_e \).

**Remark 2.** By construction the value \( T = t - 1 \) is a primitive \( k^{th} \)-root of unity modulo \( r \). When \( k \) is even and \( \delta = 2 \), i.e. the case of quadratic twists, we have \( e = k/2 \). In this case: \( T_e = T^e \equiv T^{k/2} \equiv -1 \equiv (r - 1) \pmod r \). This implies that \( \log T_{k/2} \approx \log r \) and in particular \( \text{wt}(T_e) = \text{wt}(r) - 1 \). Hence the complexity of the Tate and twisted Ate pairings should be roughly the same in this case. However, if there exist quartic or sextic twists, the complexity of the twisted Ate pairing will be strictly better than the Tate pairing. For this reason, from this point on we consider only the optimal Ate pairing (as the most efficient pairing on \( \mathbb{G}_2 \times \mathbb{G}_1 \)) and the twisted Ate pairing (as the most efficient pairing on \( \mathbb{G}_1 \times \mathbb{G}_2 \)).

### 2.4 Final exponentiation

As we have already discussed, the efficiency of pairing calculations heavily relies on the number of iterations in Miller’s loop. Another costly part of the pairing calculations is the final step of Miller’s algorithm, the final exponentiation. It comprises of raising an element \( f \) in an extension field \( F_{p^k} \) of \( F_p \) to the power \( (p^k - 1)/r \). Experiments in MAGMA indicate that it is possible to reduce the cost of the final exponentiation by applying several tricks that will shorten the exponent \( (p^k - 1)/r \) (see e.g. [11]).

We give a brief description of the final exponentiation we used in our experiments. Let \([p(x), t(x), r(x)]\) be a family of pairing-friendly elliptic curves with even embedding degree \( k \) and let \( x_0 \in \mathbb{Z} \), such that \( p = p(x_0), r = r(x_0) \) are primes and \( t = t(x_0) \) is the trace of Frobenius. Write \( (p^k - 1)/r \) as:

\[
e = (p^{k/2} - 1) \left[ \frac{p^{k/2} + 1}{\Phi_k(p)} \right] \left[ \frac{\Phi_k(p)}{r} \right], \quad \text{where} \quad \frac{\Phi_k(p)}{r} = \sum_{i=0}^{\varphi(k)-1} \lambda_i p^i,
\]
for some $\lambda_i \in \mathbb{Q}$. Then $f^c$ is equivalently written as:

$$f^{\frac{k-1}{r}} = f^{\left(\frac{p^{k/2}-1}{r}\right)}(\lambda_0 + \lambda_1 p + \ldots + \lambda_{\varphi(k)-1} p^\varphi(k)-1).$$

The first two exponentiations can be computed using the MAGMA’s Frobenius function. The final step is to raise to $p^i$ and simple arithmetic operations when raising to $\lambda_i$. We point out that our final exponentiation procedures are not necessarily optimal.

## 3 Efficient arithmetic on elliptic curves

Let $E$, $p$, $r$, and $k$ be as given at the beginning of Section 2. As $p \neq 2, 3$, it is possible to write $E$ in the form $E/\mathbb{F}_p : y^2 = x^3 + Ax + B$, where $A, B \in \mathbb{F}_p$. This is a short Weierstrass equation for $E$. For certain choices of curve families, it is possible to rewrite the Weierstrass equation in an equivalent representation where point operations such as addition and doubling can be performed with less operations in $\mathbb{F}_p$. To our knowledge, the most competitive elliptic curve forms with respect to efficient arithmetic (for even embedding degree) are the Jacobi quartic form [16] and (twisted) Edwards form [12]. In this section we recall the definition of these special curve forms and the basic arithmetic of curve points which are needed in pairing computations, namely addition and doubling. We now set some notation:

- $s_m$: time required to square an $\mathbb{F}_{p^m}$-element.
- $m_m$: time required to multiply together two $\mathbb{F}_{p^m}$-elements.
- $mc_m$: time required to multiply by a (small) constant in $\mathbb{F}_{p^m}$.

### 3.1 Twists of elliptic curves

Many authors have given ways to improve the performance of pairing computations via twists. There is of course the twisted Ate pairing that we have already discussed, but there also are three further improvements. All of these improvements are using the fact (see e.g. [24]) that, for a pairing-friendly elliptic curve $E'/\mathbb{F}_p$ and $Q \in E(\mathbb{F}_{p^k})$, if $E$ has a degree $\delta$ twist $E'/\mathbb{F}_{p^k/\delta}$, then with no loss of security we can take for the point $Q$ the image of a point $Q' \in E'(\mathbb{F}_{p^k/\delta})$ under the twist isomorphism $\phi : E' \rightarrow E$.

**Speed-up (1).** When computing the optimal Ate pairing via Miller’s algorithm, the basic double and add operations are performed in $E(\mathbb{F}_{p^k})$. However, if the curve has a degree $\delta$ twist $E'$ as above then the operations can be performed instead in $E'(\mathbb{F}_{p^k/\delta})$. If $E$ and $E'$ can be written in the same form (i.e. both in Jacobi Quartic form or both in Edwards form), then the map $\phi$ is (usually) simple so does not add to the operation count. The map differs between different curve shapes; details are given on a case-by-case basis below.
Speed-up (2). Let $E$ and $E'$ be as above. For both the optimal Ate pairing and the twisted Ate pairing, in each iteration of the Miller loop we are required to compute the Miller function $h_{P_1P_2}(Q)$ on $E$ at least once. For optimal Ate, we have $P_1, P_2 \in \mathbb{G}_2$ and $Q \in \mathbb{G}_1$, and for twisted Ate, we have $P_1, P_2 \in \mathbb{G}_1$ and $Q \in \mathbb{G}_2$. Suppose that $\omega$ generates $\mathbb{F}_{p^k}$ over $\mathbb{F}_{p^{k/\delta}}$. If we take for the point(s) in $\mathbb{G}_2$ the image under $\phi$ of (a) point(s) in $E'(\mathbb{F}_{p^{k/\delta}})$, we can write $h_{P_1P_2}(Q)$ as $h_{P_1P_2}(Q) = h_1 \omega + \cdots + h_\delta \omega^\delta$, that is, as an element of a $\delta$-dimensional vector space over $\mathbb{F}_{p^{k/\delta}}$. The computation of each $h_i$ is then a computation in $\mathbb{F}_{p^{k/\delta}}$. More details on a case-by-case basis are given below.

Speed-up (3). Let $E$ and $E'$ be as above. In some cases, the Miller function $h$ has a denominator that lies in a subfield of $\mathbb{F}_{p^k}$ and hence goes to $1$ in the final exponentiation step of Miller’s algorithm. In some cases, in the numerator some of the $h_i$ are zero, where the $h_i$ are as given in Speed-up (2). If $h$ has a non-zero coefficient $h_i$, then the multiplication by $h$ with a generic element of $\mathbb{F}_{p^k}$ (as occurs at least once in every iteration of the Miller loop) can be performed in $n\delta$ $\mathbb{F}_{p^{k/\delta}}$-multiplications. If $n < \delta$, then this costs less than a generic multiplication in $\mathbb{F}_{p^k}$. More details on a case-by-case are given below.

3.2 Jacobi Quartic Curves

A Jacobi quartic curve over a prime field $\mathbb{F}_p$ is described by the equation:

$$E_3/\mathbb{F}_p : Y^2 Z^2 = dX^4 + 2\mu X^2 Z^2 + Z^4,$$

(3)

where $d, \mu \in \mathbb{F}_p$ and $d \neq 0$. The neutral element of the group of rational points is $[0 : 1 : 0]$. By [5], if an elliptic curve $E/\mathbb{F}_p$ has a rational point of order 2, then it can be written in the form given in Equation (3). The isomorphism from the short Weierstrass equation to the Jacobi Quartic form is also given in [5].

For efficient arithmetic, in [16] it is recommended to use the extended projective representation of points, namely $[X : Y : T : Z]$, where $T = X^2/Z$. Given two points in extended projective representation, $P_1 = [X_1 : Y_1 : T_1 : Z_1]$ and $P_2 = [X_2 : Y_2 : T_2 : Z_2]$, we can calculate their sum $P_3 = [X_3 : Y_3 : T_3 : Z_3]$ by the formulas:

$$X_3 = (X_1 Y_2 - Y_1 X_2)(T_1 Z_2 - Z_1 T_2),$$

$$Y_3 = (T_1 Z_2 + Z_1 T_2 - 2X_1 X_2)(Y_1 Y_2 - 2\mu X_1 X_2 + Z_1 Z_2 + dT_1 T_2) - Z_3,$$

$$T_3 = (T_1 Z_2 - Z_1 T_2)^2,$$

$$Z_3 = (X_1 Y_2 - Y_1 X_2)^2.$$

For the doubling process, given a point $P_1 = [X_1 : Y_1 : T_1 : Z_1]$, we can calculate the point $2P = [X_3 : Y_3 : T_3 : Z_3]$ via:

$$X_3 = 2X_1 Y_1 (2Z_1^2 + 2\mu X_1^2 - Y_1^2),$$

$$Y_3 = 2Y_1^2 (Y_1^2 - 2\mu X_1^2) - (2Z_1^2 + 2\mu X_1^2 - Y_1^2)^2,$$

$$T_3 = (2X_1 Y_1)^2,$$

$$Z_3 = (2Z_1^2 + 2\mu X_1^2 - Y_1^2)^2.$$
Using Wang, Wang, Zhang, and Li’s recommendations [27], point addition costs \(16m + 1s + 4mc\) and point doubling costs \(4m + 8s + 1mc\). Here, \(m\) denotes the cost of the multiplication of two elements, \(s\) denotes the cost of squaring an element, and \(mc\) denotes the cost of the multiplication of an element with a constant value; all elements are considered to lie in the field of definition of the points \(P_1\) and \(P_2\).

**Quadratic twists of Jacobi Quartic Curves.** All the curves that we consider in this paper have even embedding degree, and hence admit quadratic twists. Let \(\omega \in \mathbb{F}_{p^k} \setminus \mathbb{F}_{p^{k/2}}\), and define \(E_\omega \mathbb{F}_{p^{k/2}} : Y^2Z^2 = d \omega^4X^4 + 2\mu \omega^2X^2Z^2 + Z^4\). The curve \(E_\omega\) is a quadratic twist of \(E\) via the isomorphism
\[
\phi : [X : Y : Z] \rightarrow [\omega X : Y : Z].
\]
We can use this isomorphism in the three ways described in the Section 3.1, which we summarize following [27].

**Pairings on \(\mathbb{G}_1 \times \mathbb{G}_2\).** For pairings on \(\mathbb{G}_1 \times \mathbb{G}_2\) (such as the twisted Ate pairing), Wang, Wang, Zhang, and Li [27] show that the function \(h_{P_1,P_2}(Q)\), where \(P_1, P_2 \in \mathbb{G}_1\) and \(Q \in \mathbb{G}_2\), can be computed in time \(km_1\), and that the result is a general element of \(\mathbb{F}_{p^k}\) (i.e. has no zero coefficients as a vector over \(\mathbb{F}_{p^{k/2}}\)). The total time for the doubling steps of Miller (i.e. steps 3 and 4 of Algorithm 1) is therefore \(1m_1 + 1s_1\) and for the addition steps of Miller (i.e. steps 6 and 7 of Algorithm 1) is therefore \(1m_2 + 16m_1 + 1s_1 + 4mc_1\).

**Pairings on \(\mathbb{G}_2 \times \mathbb{G}_1\).** For pairings on \(\mathbb{G}_2 \times \mathbb{G}_1\) (such as the optimal Ate pairing), the necessary formulas do not to our knowledge appear in the literature, so for completeness we include them here.

Speed-up (1) of Section 3.1 clearly applies; suppose that we wish to compute the optimal Ate pairing of \(Q \in \mathbb{G}_1\) and \(P \in \mathbb{G}_2\) where \(P = \phi(P')\) and \(P' \in E_\omega(\mathbb{F}_{p^{k/2}})\). Every \(R \in \mathbb{G}_2\) appearing in the Miller function \(h_{R,R}(Q)\) or \(h_{R,P}(Q)\) is a multiple of \(P\), and hence \(R' = \phi^{-1}(R) \in E_\omega(\mathbb{F}_{p^{k/2}})\). Therefore, every point doubling/addition \(R + S\), where \(S = R\) or \(P\), can be computed in \(\mathbb{F}_{p^{k/2}}\) via \(\phi\) as \(R + S = [\omega X_T, Y_T, Z_T]\) where \(T = \phi^{-1}(R) + \phi^{-1}(S)\). Thus, using [27], point doubling takes \(4m_{k/2} + 8s_{k/2} + 1mc_{k/2} = k^2m_1 + 2k^2s_1 + k^2mc_1\), and point addition takes \(16m_{k/2} + 1s_{k/2} + 4mc_{k/2} = 4k^2m_1 + k^2s_1 + k^2mc_1\)

For speed-up (2) of Section 3.1 we start from the formula for the Miller function \(h_{P_1,P_2}(Q)\) given in [27] and apply it to the case that \(P_1 = \phi(P'_1)\) and \(P_2 = \phi(P'_2)\). To this end, let \((x_Q, y_Q)\) be the affine coordinates of \(Q\), set \(P_1 = [X_1 : Y_1 : Z_1 : T_1]\), and set \(P_2 = [X_2 : Y_2 : Z_2 : T_2]\). By [27], the Miller function is given by
\[
h_{P_1,P_2}(Q) = \frac{x_Q^2}{\eta N + (\theta + a)M_1 + M_3},
\]

11
\[
\eta = \frac{yQ + 1 + axQ^2}{xQ^3} \quad \text{and} \quad \theta = \frac{1 + yQ}{xQ^2}
\]

and \(N, M_1, M_3\) are calculated by:

\[
N = \begin{cases} 
X_1X_2((T_1Y_2 - Y_1T_2) + (T_1Z_2 - Z_1T_2)), & \text{if } P_1 \neq P_2 \\
2X_1^3, & \text{if } P_1 = P_2,
\end{cases}
\]

\[
M_1 = \begin{cases} 
(Y_1 + Z_1 + at_1)X_2T_2Z_1 - (Y_2 + Z_2 + at_2)X_1T_1Z_2, & \text{if } P_1 \neq P_2 \\
-(Y_1 + 2Z_1)X_1^2 & \text{if } P_1 = P_2,
\end{cases}
\]

\[
M_3 = \begin{cases} 
(Y_1 + Z_1 + at_1)(Y_2 + Z_2 + at_2)(X_1Z_2 - Z_1X_2) & \text{if } P_1 \neq P_2 \\
(aX_1^2 + Z_1^2 + Y_1Z_1)Y_1 & \text{if } P_1 = P_2.
\end{cases}
\]

Here \(\eta, \theta \in \mathbb{F}_p\) and can be precomputed, and \(N, M_1, M_3\) are computed during the point addition/doubling step.

If \(P_1 \neq P_2\), then rewriting the formulas for \(N, M_1, M_3\) in terms of \(\omega\) and the \(\mathbb{F}_{p^{k/2}}\)-coordinates of \(P_1^\prime\) and \(P_2^\prime\), we see that \(M_1 = \omega m_1 \in \omega \mathbb{F}_{p^{k/2}}, N \in \mathbb{F}_{p^{k/2}}\), and \(M_3 = \omega m_3 \in \omega \mathbb{F}_{p^{k/2}}\). As \(N \in \mathbb{F}_{p^{k/2}}\), so is the coefficient \(\frac{x^2_\omega}{N(yQ + 1 - cxQ^2)}\), hence maps to 1 in the final exponentiation of Miller’s algorithm (so can be ignored). Therefore, the computation of the Miller function \(h_{P_1,P_2}(Q)\) when \(P_1 \neq P_2\) amounts to the computation of \(\eta N + ((\theta + a)m_1 + m_3)\omega\), where all the variables are known, the time-consuming part of which is 2 multiplications of an element in \(\mathbb{F}_p\) by an element in \(\mathbb{F}_{p^{k/2}}\), which using the schoolbook method takes \(2\cdot\frac{m}{2}m_1 = km_1\).

If \(P_1 = P_2\), then in the same way we see that \(M_1 = \mathbb{F}_{p^{k/2}}, N =: \omega m \in \omega \mathbb{F}_{p^{k/2}}, and M_3 \in \mathbb{F}_{p^{k/2}}\). As \(N \in \omega \mathbb{F}_{p^{k/2}}, so is N^{-1}\) and hence also \(\frac{x_\omega}{N(yQ + 1 - cxQ^2)}\), thus goes to \(\omega\) in the final exponentiation of Miller’s algorithm. Therefore, the computation of the Miller function \(h_{P_1,P_1}(Q)\) amounts to the computation of \(\eta \omega^2 n + ((\theta + a)M_1 + M_3)\omega\). As \(\eta \omega^2\) can be precomputed, again all the variables are known, so the computation takes \(km_1\) in exactly the same way as above.

Speed-up (3) of Section 3.1 does not apply as the Miller function \(h\) has no zero coordinates as a vector with coefficients in \(\mathbb{F}_{p^{k/2}}\).

Combining the above, we see that the whole Miller doubling step (i.e. steps 4 and 5 of Algorithm 3) takes

\[
m_k + s_k + (k^2 + k) m_1 + 2k^2 s_1 + \frac{k^2}{4} mc_1,
\]

and the whole Miller addition step (i.e. steps 7 and 8 of Algorithm 3) takes

\[
m_k + (4k^2 + k) m_1 + \frac{k^2}{4} s_1 + k^2 mc_1.
\]

**Quartic twists of Jacobi Quartic curves.** In the following section we summarize results of Duquesne, El Mrabet, and Fonotsa [9]. The only elliptic curves that admit quartic twists are those of \(j\)-invariant 1728, and with embedding
degree divisible by 4. For Jacobi Quartic curves this is equivalent to the coefficient $\mu$ in Equation (3) being zero, that is $E_{1728} : Y^2Z^2 = dX^4 + Z^4$. For $E_{1728}$, the formulas to add and double points are of course simpler than general curves in Jacobi Quartic form. Also, rather than the extended projective coordinates that we use for general Jacobi Quartic curves, we use the extended projective point representation proposed by Hisil, Koon-Ho Wong, Carter, and Dawson [16], namely $[X : Y : Z : U : V]$, where $U = X^2$ and $V = Z^2$.

Let $\omega \in \mathbb{F}_{p^k} \setminus \mathbb{F}_{p^{k/4}}$, and define $E_{\omega_{1728}}^{1728} / \mathbb{F}_{p^{k/4}} : Y^2Z^2 = d\omega^4X^4 + Z^4$. The curve $E_0$ is a quartic twist of $E_0$ via the isomorphism $\phi : [X : Y : Z] \rightarrow [\omega X : Y : Z]$. We can use this isomorphism in the ways described in the Section 3.1 as is described in [9].

**Pairings on $G_1 \times G_2$.** As the point arithmetic in this case occurs in $G_1$, clearly speed-up (1) of Section 3.1 does not apply.

In [9], the authors show that speed-ups (2) and (3) of Section 3.1 can be applied via the above isomorphism $\phi$, together with the simpler arithmetic on this specific curve, to get an operation count of

$$\left(\frac{1}{k} + \frac{1}{2}\right) m_k + 1s_k + \left(\frac{k}{2} + 3\right) m_1 + 7s_1 + 1mc_1$$

for the doubling steps of Miller (i.e. steps 3 and 4 of Algorithm 1), and of

$$\left(\frac{1}{k} + \frac{1}{2}\right) m_k + \left(\frac{k}{2} + 12\right) m_1 + 7s_1 + 1mc_1$$

for the addition steps of Miller (i.e. steps 6 and 7 of Algorithm 1). Note that mixed addition is always possible in this case ([9, Section 3.3]).

**Pairings on $G_2 \times G_1$.** Clearly speed-up (1) of Section 3.1 applies, so the point arithmetic can all be performed in $\mathbb{F}_{p^{k/4}}$. Following the recommendations of [9] this gives an operation count of

$$3m_{k/4} + 7s_{k/4} + 1mc_{k/4} = \frac{3k^2}{16}m_1 + \frac{7k^2}{16}s_1 + \frac{k^2}{16}mc_1$$

for point doubling, and

$$12m_{k/4} + 7s_{k/4} + 1mc_{k/4} = \frac{3k^2}{4}m_1 + \frac{7k^2}{16}s_1 + \frac{k^2}{16}mc_1$$

for point addition.

For speed-up (2), we refer to [9, p 16] in which it is shown that the Miller function can be computed in time $\frac{k}{16}m_1$.

For speed-up (3), we refer to [9, Remark 8; Appendix B] in which it is shown that multiplication by the Miller function costs $\frac{7}{4}m_k$.

Combining the results of [9] stated above, this gives an operation count of

$$\frac{3}{4}m_k + s_k + \left(\frac{k}{2} + \frac{3k^2}{16}\right)m_1 + \frac{7k^2}{16}s_1 + \frac{k^2}{16}mc_1$$
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Observe that Equation (5) (i.e. the Miller function as given in [27]) gives
\[ E_{\omega, a}^e \] of degree divisible by 6.

Sextic twists of Jacobi quartic curves We include here the necessary formulas for sextic twists of Jacobi Quartic curves. These do not, to our knowledge, appear in the literature. As suggested in [20] for Edwards curves, one can use the Weierstrass sextic twist of a curve to save on arithmetic in extension fields of degree divisible by 6.

Define \( E_{J,a}/\mathbb{F}_p : Y^2Z^2 = -\frac{3}{16}a^2X^4-3aX^2Z^2+Z^4 \). This curve has \( j \)-invariant 0, hence admits sextic twists; its embedding degree \( k \) is divisible by 6. Let \( \omega \) be a generator of \( \mathbb{F}_{p^k} \) as a \( \mathbb{F}_{p^k/\alpha} \)-vector space, define \( E_{W,\omega,a}/\mathbb{F}_{p^k/\alpha} : \omega^6y^2 = \omega^6x^3-a^3 \), and define \( E_{W,a}/\mathbb{F}_p : y^2 = x^3-a^3 \). As shown in [27], there is an isomorphism
\[ E_{W,a} \to E_{J,a} \]
\[ (x,y) \mapsto \left[ 2(x-a) : \frac{(2x+a)(x-a)^2-y^2}{y} : y \right] . \] (6)

Clearly, there is a \( \mathbb{F}_{p^k} \)-isomorphism defined by \( E_{W,\omega,a} \to E_{W,a} \) given by \( (x,y) \mapsto (\omega^2x,\omega^3y) \), so by composition with (7) we get an \( \mathbb{F}_{p^k} \)-isomorphism
\[ \varphi : E_{W,\omega,a} \to E_{J,a} \]
\[ (x,y) \mapsto \left[ 2(\omega^2x-a) : \frac{(2\omega^2x+a)(\omega^2x-a)^2-y^2}{\omega^3y} : \omega^3y \right] . \] (7)

Pairings on \( G_1 \times G_2 \). We first give the formulas for pairings that are computed on \( G_1 \times G_2 \) (e.g. twisted Ate pairing). In this case, the point arithmetic is performed in \( G_1 \subseteq E(\mathbb{F}_p) \), so point (1) from Section 3.1 does not apply.

For point (2) of Section 3.1 we proceed by computing the Miller function \( h \). Let \( (x_Q,y_Q) = Q \in G_2 = E_{J,a}(\mathbb{F}_{p^k}) \) be the image of \( (x'_Q,y'_Q) = Q' \in E_{W,\omega,a}(\mathbb{F}_{p^k/\alpha}) \) under the twist isomorphism \( \varphi \) of (7). Plugging these values into Equation (5) (i.e. the Miller function as given in [27]) gives
\[ h_{P_1,P_2}(x_Q,y_Q) = \frac{4}{N(2\omega^2x_Q' + a - 4c)} \left( M_3 - \frac{a}{2} M_1 + M_1 \frac{x'_Q}{2} \omega^2 + N \frac{y'_Q}{4} \omega^3 \right) . \]

Observe that \( \frac{4}{N(2\omega^2x_Q' + a - 4c)} \in \mathbb{F}_{p^k/2} \), so in particular in the final exponentiation step of Miller’s algorithm this becomes 1. Therefore, without loss of generality, in the pairing computation we can replace \( h_{P_1,P_2}(x_Q,y_Q) \) by
\[ h_{P_1,P_2}(x_Q,y_Q) = M_3 - \frac{a}{2} M_1 + M_1 \frac{x'_Q}{2} \omega^2 + N \frac{y'_Q}{4} \omega^3 . \]

Here \( x'_Q/2 \) and \( y'_Q/2 \) are in \( \mathbb{F}_{p^k/\alpha} \) and can be precomputed, so \( h_{P_1,P_2}(Q) \) can be computed as an element of the \( \mathbb{F}_{p^k/\alpha} \)-vector space \( \mathbb{F}_{p^k} \) generated by \( \omega \) in two
multiplications of an $F_p$-element with an $F_{p^k/6}$-element, namely $M_1 \cdot \frac{\beta_0}{\tau}$ and $N \cdot \frac{\beta_2}{\tau}$, and one multiplication by a constant in $F_p$, namely $\frac{\beta}{2} \cdot M_1$. Hence the total cost for computing $h_{P_1, P_2}(Q)$ is given by $2 \cdot \frac{\beta}{2} \cdot m_1 + m_1 \cdot c_1 = \frac{\beta}{2} \cdot m_1 + m_1 \cdot c_1$.

Furthermore, this also shows us that speed-up (3) of Section 3.1 applies. The multiplication step in Miller’s algorithm of a general element $f \in F_{p^k}$ with $h$, is much more efficient than the general $k^2 m_1$ for two general elements

$$f = f_0 + f_1 \omega + f_2 \omega^2 + f_3 \omega^3 + f_4 \omega^4 + f_5 \omega^5$$

and

$$h = h_0 + h_1 \omega + h_2 \omega^2 + h_3 \omega^3 + h_4 \omega^4 + h_5 \omega^5,$$

as here $h_1 = h_4 = h_5 = 0$ and $h_0 \in F_p$. Each of the 6 multiplications $h_0 \cdot f_i$ cost $\frac{k}{6} \cdot m_1$, and each of the 12 multiplications $h_2 \cdot f_i$ and $h_3 \cdot f_i$ cost $\left(\frac{k}{6}\right)^2 \cdot m_1$, giving a total time complexity of

$$6 \cdot \frac{k}{6} \cdot m_1 + 12 \cdot \left(\frac{k}{6}\right)^2 \cdot m_1 = \left(1 + \frac{k^2}{3}\right) \cdot m_1 = \left(\frac{k}{k} + \frac{1}{3}\right) \cdot m_1$$

for the multiplication $f \cdot h$. This corresponds to the speed-up (3) of Section 3.1.

We refer to the recommendations of [27] for the point arithmetic, giving a total cost of

$$\left(\frac{1}{k} + \frac{1}{3}\right) \cdot m_k + s_k + \left(4 + \frac{k}{3}\right) \cdot m_1 + 8s_1 + 2mc_1$$

for the Miller doubling step (Steps 3 and 4 of Algorithm 1) and

$$\left(\frac{1}{k} + \frac{1}{3}\right) \cdot m_k + \left(16 + \frac{k}{3}\right) \cdot m_1 + 1s_1 + 5mc_1$$

for the Miller addition step (Steps 6 and 7 of Algorithm 1).

Pairings on $G_2 \times G_1$. In this case, the point arithmetic would naïvely be computed in $F_{p^k}$, but point (1) of Section 3.1 applies (to some extent). We cannot do arithmetic only in $F_{p^k/6}$ without paying for the conversion between Weierstrass and Jacobi Quartic form; also, doing point doubling and addition on a curve in Weierstrass form is more expensive than on a curve in Jacobi Quartic form. What we can do is perform our point arithmetic on a quadratic twist in Jacobi Quartic form, so in $F_{p^k/2}$, via the isomorphism of Equation (4), as described in Section 3.2.

Both speed-up (2) and speed-up (3) of Section 3.1 use the formula for the Miller function $h$ viewed as an element of a $F_{p^k/6}$-vector space. The speed-up comes partly from the fact that the coefficients of $h$ can be written relatively simply in terms of values that were computed during the point addition/doubling just before the computation of $h$. For this reason, as the point doubling/addition is performed now in $F_{p^k/2}$, the best we can hope for in speed-ups (2) and (3) of Section 3.1 is the speed-up that we get for the quadratic twist.

In particular, for pairings on $G_2 \times G_1$, the operation count is the same for sextic twists as it is for quadratic twists.
3.3 Edwards Curves

A twisted Edwards curve over a prime field $\mathbb{F}_p$ is defined by the equation:

$$E_{Ed}/\mathbb{F}_p : aX^2Z^2 + Y^2Z^2 = Z^4 + dX^2Y^2,$$

(8)

where $a, d \in \mathbb{F}_p^*$ and $a \neq d$. The base point (neutral group element) is $[0 : 1 : 0]$. The isomorphism to short Weierstrass form can be found in [1].

As stated in [1,20], it is common practice for fast addition and doubling on $E_{Ed}(\mathbb{F}_p)$ to represent points on twisted Edwards curves in four coordinates $[X : Y : Z : T]$, where $T = XY/Z$. The sum $P_3 = [X_3 : Y_3 : Z_3 : T_3]$ of two points $P_1 = [X_1 : Y_1 : Z_1 : T_1]$ and $P_2 = [X_2 : Y_2 : Z_2 : T_2]$ is given by the formulas:

$$X_3 = (X_1Y_2 - Y_1X_2)(T_1Z_2 + Z_1T_2),$$

$$Y_3 = (aX_1X_2 + Y_1Y_2)(T_1Z_2 - Z_1T_2),$$

$$Z_3 = (aX_1X_2 + Y_1Y_2)(X_1Y_2 - Y_1X_2),$$

$$T_3 = T_1^2Z_2^2 - Z_1^2T_2^2.$$

Using the recommendations in [1,20], addition can be performed using $14m + 1mc$, mixed addition using $12m_1 + mc$, and doubling using $4m + 7s + 1mc$.

Quadratic Twists of Edwards Curves As mentioned previously, all the curves that we consider in this paper have even embedding degree and admit quadratic twists. Let $\omega \in \mathbb{F}_p^* \setminus \mathbb{F}_{p^{k/2}}$, and define

$$E_{Ed}/\mathbb{F}_{p^{k/2}} : a\omega^2X^2Z^2 + Y^2Z^2 = Z^4 + d\omega^2X^2Y^2.$$

The curve $E_{Ed}$ is a quadratic twist of $E_{Ed}$ via the isomorphism

$$\phi : [X : Y : Z] \rightarrow [\omega X : Y : Z].$$

(9)

We can use this isomorphism in the three ways described in Section 3.1.

Pairings on $\mathbb{G}_1 \times \mathbb{G}_2$. For pairings on $\mathbb{G}_1 \times \mathbb{G}_2$ (such as the twisted Ate pairing), we refer to [1] and the improvement mentioned in [20]. Clearly speed-up (1) of Section 3.1 does not apply as the point arithmetic is performed in $\mathbb{G}_1$. In [1,20] they apply speed-ups (2) and (3) of Section 3.1 to get a total operation count of

$$1m_k + 1s_k + (k + 4)m_1 + 7s_1 + 2mc_1$$

for the doubling steps of Miller (steps 3 and 4 of Algorithm 1) and a total operation count of

$$1m_k + (k + 14)m_1 + mc_1 \quad \text{or} \quad 1m_k + (k + 12)m_1 + mc_1$$

for the addition steps of Miller (steps 6 and 7 of Algorithm 1) using regular or mixed addition respectively.
Pairings on \( G_2 \times G_1 \). For pairings on \( G_2 \times G_1 \) (such as the optimal Ate pairing), the necessary formulas for quadratic twists of Edwards curves do not, to our knowledge, appear in the literature, so for completeness we include them here.

It turns out to be more convenient for this case to use the twist

\[
E_{\text{Ed}}^{\omega,Y} / \mathbb{F}_{p^{k/2}} : aX^2Z^2 + \omega^2Y^2Z^2 = Z^4 + d\omega^2X^2Y^2
\]

of \( E_{\text{Ed}} \). The curve \( E_{\text{Ed}}^{\omega,Y} \) is a quadratic twist of \( E_{\text{Ed}} \) via the isomorphism

\[
\phi_Y : [X : Y : Z] \rightarrow [X : \omega Y : Z]. \tag{10}
\]

Speed-up (1) of Section 3.1 clearly applies; all the point arithmetic can be performed in \( \mathbb{F}_{p^{k/2}} \). Using Li, Wu, and Zhang’s recommendations [20], point doubling takes

\[
4m_{k/2} + 7s_{k/2} + 2mc_{k/2} = k^2m_1 + \frac{7k^2}{4}s_1 + \frac{k^2}{2}mc_1,
\]

regular point addition takes

\[
14m_{k/2} + mc_{k/2} = \frac{7k^2}{2}m_1 + \frac{k^2}{4}mc_1,
\]

and mixed point addition takes

\[
12m_{k/2} + mc_{k/2} = 3k^2m_1 + \frac{k^2}{4}mc_1.
\]

For speed-up (2) of Section 3.1 we start from the formula for the Miller function \( h_{P_1,P_2}(Q) \) given in [20] and apply it to the case that \( P_1 = \phi_Y(P'_1) \) and \( P_2 = \phi_Y(P'_2) \), where \( P'_1, P'_2 \in E_{\text{Ed}}^{\omega,Y}(\mathbb{F}_{p^{k/2}}) \). To this end, let \((x_Q, y_Q)\) be affine coordinates for \( Q \), \( P_1 = [X_1 : Y_1 : Z_1 : T_1] \), \( P_2 = [X_2 : Y_2 : Z_2 : T_2] \), and \( P_1 + P_2 = [X_3 : Y_3 : Z_3 : T_3] \). By [20], the Miller function is given by

\[
h_{P_1, P_2}(Q) = \frac{C_Xx_Q + C_Y(y_Q + x_Qy_Q) + C_Z}{Z_3x_Q - X_3},
\]

where

\[
C_X = \left\{ \begin{array}{ll}
Z_2(T_1 + Y_1) - Z_1(T_2 + Y_2), & \text{if } P_1 \neq P_2 \\
Y_1T_1 - aX_1^2, & \text{if } P_1 = P_2
\end{array} \right.
\]

\[
C_Y = \left\{ \begin{array}{ll}
X_2Z_1 - X_1Z_2 & \text{if } P_1 \neq P_2 \\
X_1T_1 - X_1Y_1 & \text{if } P_1 = P_2
\end{array} \right.
\]

\[
C_Z = \left\{ \begin{array}{ll}
X_1(Y_2 + T_2) - X_2(T_1 + Y_1) & \text{if } P_1 \neq P_2 \\
dX_1Z_1 - T_1^2 & \text{if } P_1 = P_2.
\end{array} \right.
\]

Here \( x_Q \) and \( y_Q + x_Qy_Q \in \mathbb{F}_p \) and can be precomputed, and \( C_X, C_Y, \) and \( C_Z \) are computed during the point addition/doubling step.
Observe that $P_3 = \phi_Y(P_1' + P_2')$ is in the image of $\phi_Y$ and hence $X_3, Z_3 \in \mathbb{F}_{p^{k/2}}$. In particular, the denominator $Z_3x_Q - X_3 \in \mathbb{F}_{p^{k/2}}$ and so goes to 1 in the final exponentiation of Miller’s algorithm (and so can be ignored).

If $P_1 \neq P_2$, then rewriting the formulas for $C_X, C_Y$, and $C_Z$ in terms of $\omega$ and the $\mathbb{F}_{p^{k/2}}$-coordinates of $P_1'$ and $P_2'$, we see that $C_Y \in \mathbb{F}_{p^{k/2}}, C_X = \omega c X \in \omega \mathbb{F}_{p^{k/2}},$ and $C_Z = \omega c Z \in \omega \mathbb{F}_{p^{k/2}}$. That is, computing $h_{P_1, P_2}(Q)$ amounts to computing

$$(y_Q + x_Q y_Q)C_Y + (x_Q c X + c Z)\omega,$$

in other words, performing 2 multiplications of an $\mathbb{F}_p$-element by an $\mathbb{F}_{p^{k/2}}$-element, which costs $km_1$ using the schoolbook method.

If $P_1 = P_2$, then rewriting the formulas for $C_X, C_Y$, and $C_Z$ in terms of $\omega$ and the $\mathbb{F}_{p^{k/2}}$-coordinates of $P_1'$, we see that $C_X, C_Z \in \mathbb{F}_{p^{k/2}}$ and $C_Y =: \omega c Y \in \omega \mathbb{F}_{p^{k/2}}$. That is, computing $h_{P_1, P_1}(Q)$ amounts to computing

$$x_Q C_X + C_Z + (y_Q + x_Q y_Q)C_Y \omega,$$

in other words, performing 2 multiplications of an $\mathbb{F}_p$-element by an $\mathbb{F}_{p^{k/2}}$-element, which again costs $km_1$ using the schoolbook method.

Speed-up (3) of Section 3.1 does not apply as the Miller function $h$ has no zero coordinates as a vector with coefficients in $\mathbb{F}_{p^{k/2}}$.

Combining the above, we see that the whole Miller doubling step (i.e. steps 4 and 5 of Algorithm 3) takes

$$m_k + s_k + (k^2 + k)m_1 + \frac{7k^2}{4}s_1 + \frac{k^2}{2}mc_1$$

and the addition step (i.e. steps 7 and 8 of Algorithm 3) takes

$$m_k + \left(\frac{7k^2}{2} + k\right)m_1 + \frac{k^2}{4}mc_1 \quad \text{or} \quad m_k + (3k^2 + k)m_1 + \frac{k^2}{4}mc_1$$

without, or with mixed addition respectively.

**Quartic twists of Edwards curves** This section summarizes results of [20]. As mentioned previously, the only elliptic curves that admit quartic twists are those of j-invariant 1728, and with embedding degree $k = 2^i$ for some $i \geq 2$. For Edwards curves this is equivalent to setting $d = -a$ in Equation (8), that is

$$E_{\text{Ed}}/\mathbb{F}_p : aX^2Z^2 + Y^2Z^2 = Z^4 - aX^2Y^2. \quad (11)$$

There is no quartic twist of $E_{\text{Ed}}$ that can be written in Edwards form, but in [20, Lemma 2] it is shown that for $\omega \in \mathbb{F}_{p^k} \setminus \mathbb{F}_{p^{k/4}}$, the curve

$$W_a/\mathbb{F}_{p^{k/4}} : \frac{2}{a}v^2 = u^3 + \frac{1}{\omega^2}u$$

defines a degree 4 twist of $E_{\text{Ed}}$. 
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Pairings on $G_1 \times G_2$. In this case, the point arithmetic is performed in $G_1$ so speed-up (1) of Section 3.1 does not apply.

The authors of [20] show that applying speed-ups (2) and (3) via the isomorphism to $W_\sigma$ gives a total operation count of
\[
\left( \frac{1}{2} + \frac{1}{k} \right) m_k + 1s_k + \left( \frac{k}{2} + 4 \right) m_1 + 7s_1 + 2mc_1
\]
for the doubling steps of Miller’s algorithm (i.e. steps 3 and 4 of Algorithm 1) and of
\[
\left( \frac{1}{2} + \frac{1}{k} \right) m_k + \left( \frac{k}{2} + 14 \right) m_1 + 1mc_1 \quad \text{or} \quad \left( \frac{1}{2} + \frac{1}{k} \right) m_k + \left( \frac{k}{2} + 12 \right) m_1 + 1mc_1
\]
for the addition steps of Miller’s algorithm (i.e. steps 5 and 6 of Algorithm 1 using regular or mixed addition respectively.

Pairings on $G_2 \times G_1$. As there is no quartic twist of $E_{Ed}$ that can be written in Edwards form, the best we can do (as explained in Section 3.2) is use the methods for quadratic twists described in 3.3.

Sextic twists of Edwards curves The following section summarizes results of [20]. As mentioned previously, the only elliptic curves that admit sextic twists are those of $j$-invariant 0 and with embedding degree divisible by 6. For Edwards curves this is equivalent to setting $a = \left(-7 \pm 4\sqrt{3}\right)d$ in Equation (8); this gives rational $a$ when $p \equiv 1 \pmod{12}$. In this case the curve is given by
\[
E_{Ed}/\mathbb{F}_p : \left(-7 \pm 4\sqrt{3}\right)dX^2Z^2 + Y^2Z^2 = Z^4 + dX^2Y^2.
\]

There is no sextic twist of $E_{Ed}$ that can be written Edwards form, but in [20] (Lemma 3), it is shown that for $\omega \in \mathbb{F}_{p^k} \setminus \mathbb{F}_{p^{k/6}}$, the curve
\[
W_{M,N}/\mathbb{F}_{p^{k/6}} : v^2 = u^3 - \frac{M^3N^3\omega^6}{27},
\]
with $M = $ and $N = $ is a degree 6 twist of $E_{Ed}$.

Pairings on $G_1 \times G_2$. In this case, the point arithmetic is perform in $G_1$ so speed-up (1) of Section 3.1 does not apply.

The authors of [20] show that applying speed-ups (2) and (3) via the isomorphism to $W_{M,N}$ gives a total operation count of
\[
\left( \frac{1}{3} + \frac{1}{k} \right) m_k + 1s_k + \left( \frac{k}{3} + 4 \right) m_1 + 7s_1 + 3mc_1
\]
for the doubling steps of Miller’s algorithm (i.e. steps 3 and 4 of Algorithm 1) and of
\[
\left( \frac{1}{3} + \frac{1}{k} \right) m_k + \left( \frac{k}{3} + 14 \right) m_1 + 2mc_1 \quad \text{or} \quad \left( \frac{1}{3} + \frac{1}{k} \right) m_k + \left( \frac{k}{3} + 12 \right) m_1 + 2mc_1
\]
for the addition steps of Miller’s algorithm (i.e. steps 5 and 6 of Algorithm 1 using regular or mixed addition respectively.
Pairings on $G_2 \times G_1$. As there is no sextic twist of $E_{Ed}$ that can be written in Edwards form, the best we can do (as explained in Section 3.2) is use the quadratic twist methods described in Section 3.3.

4 Computational results

In this section we first summarize the operation counts for each pairing and curve type addressed in this survey, and then use this review to choose the optimal curve in each known TNFS-secure compact family for 128-bit security level (of which there are 9 to which our methods may be applied), and give the best pairing and curve shape for this curve. We then present the best choice(s) of curve, pairing, and curve shape from these 9 choices, giving the optimal known TNFS-secure pairing-friendly elliptic curve for 128-bit security level. This method can easily be applied also to 192- and 256-bit security level.

Notation

- $s$: time required to square an $F_p$-element.
- $m$: time required to multiply an $F_p$-element.
- $mc$: time required to multiply by a (small) constant in $F_p$.
- $hDBL$: steps 3 and 4 of Algorithm 1 or steps 4 and 5 of Algorithm 3 (computation of and multiplication by the line function $h_{R,R}(Q)$).
- $hADD$: steps 6 and 7 in Miller’s algorithm of Algorithm 1 or steps 7 and 8 of Algorithm 3 (computation of and multiplication by the line function $h_{R,P}(Q)$).
- $e$: final exponentiation in Miller’s algorithm (c.f. Algorithms 1, 3).
- $b_x$: the bit length of $x$.
- $w_x$: the Hamming weight of $x$.

In Tables 1 and 2, we compare operation counts for $hDBL$ and $hADD$ in each of the cases studied in Section 3. For simplicity, where relevant the operation counts are for mixed addition (not general addition). Observe that the total cost of the twisted Ate pairing $\hat{a}_e$ is

$$(b_{Te} - 1)hDBL + (w_{Te} - 1)hADD + e$$

and the total cost of the optimal Ate pairing $\hat{a}_0$ with parameter $s$ is

$$(b_s - 1)hDBL + (w_s - 1)hADD + e.$$ 

For easier comparison, we now replace each instance of $m_k$, $s_k$, and $mc_k$ with $k^2m_1 = k^2m$, $k^2s_1 = k^2s$, and $k^2mc_1 = k^2mc$. (Consider $F_{p^k}$ as a $k$-dimensional $F_p$-vector space, then this is clearly true in general). Besides the comparison in terms of operation count, we also give the timing of our MAGMA implementation for each of the examples that follow. These timings are definitely not optimal (but serve as a basic comparison between families) as we have not yet considered optimising finite field arithmetic and the implementation is not yet in C. We leave this for future work.
Table 1. Operation counts for hDBL

<table>
<thead>
<tr>
<th>hDBL</th>
<th>JQ on $G_1 \times G_2$</th>
<th>JQ on $G_2 \times G_1$</th>
<th>Ed on $G_1 \times G_2$</th>
<th>Ed on $G_2 \times G_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2k$</td>
<td>$(k^4 + k + 4)m$</td>
<td>$(2k^2 + k)m$</td>
<td>$(k^4 + k + 4)m$</td>
<td>$(2k^2 + k)m$</td>
</tr>
<tr>
<td>$j \neq 0, 1728$</td>
<td>$+/s + 4$mc</td>
<td>$+/k^2s + k^2mc$</td>
<td>$+/k^2s + k^2mc$</td>
<td>$+/k^2s + k^2mc$</td>
</tr>
<tr>
<td>$4k$</td>
<td>$(\frac{k^2}{2} + \frac{k}{2} + 3)m$</td>
<td>$(\frac{k^2}{2} + \frac{k}{2} + 3)m$</td>
<td>$(\frac{k^2}{2} + \frac{k}{2} + 4)m$</td>
<td>$(2k^2 + k)m$</td>
</tr>
<tr>
<td>$j = 1728$</td>
<td>$+/k^2s + k^2mc$</td>
<td>$+/k^2s + k^2mc$</td>
<td>$+/k^2s + k^2mc$</td>
<td>$+/k^2s + k^2mc$</td>
</tr>
<tr>
<td>$6k$</td>
<td>$(\frac{k^2}{2} + \frac{k}{2} + 4)m$</td>
<td>$(2k^2 + k)m$</td>
<td>$(\frac{k^2}{2} + \frac{k}{2} + 4)m$</td>
<td>$(2k^2 + k)m$</td>
</tr>
<tr>
<td>$j = 0$</td>
<td>$+/k^2s + k^2mc$</td>
<td>$+/k^2s + k^2mc$</td>
<td>$+/k^2s + k^2mc$</td>
<td>$+/k^2s + k^2mc$</td>
</tr>
</tbody>
</table>

Table 2. Operation counts for hADD

<table>
<thead>
<tr>
<th>hADD</th>
<th>JQ on $G_1 \times G_2$</th>
<th>JQ on $G_2 \times G_1$</th>
<th>Ed on $G_1 \times G_2$</th>
<th>Ed on $G_2 \times G_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2k$</td>
<td>$(k^4 + k + 16)m$</td>
<td>$(5k^2 + k)m$</td>
<td>$(k^4 + k + 12)m$</td>
<td>$(4k^2 + k)m$</td>
</tr>
<tr>
<td>$j \neq 0, 1728$</td>
<td>$+/s + 4$mc</td>
<td>$+k^2s + k^2mc$</td>
<td>$+k^2s + k^2mc$</td>
<td>$+k^2s + k^2mc$</td>
</tr>
<tr>
<td>$4k$</td>
<td>$(\frac{k^2}{2} + \frac{k}{2} + 12)m$</td>
<td>$(\frac{k^2}{2} + \frac{k}{2})m$</td>
<td>$(\frac{k^2}{2} + \frac{k}{2} + 12)m$</td>
<td>$(4k^2 + k)m$</td>
</tr>
<tr>
<td>$j = 1728$</td>
<td>$+/k^2s + k^2mc$</td>
<td>$+/k^2s + k^2mc$</td>
<td>$+/k^2s + k^2mc$</td>
<td>$+/k^2s + k^2mc$</td>
</tr>
<tr>
<td>$6k$</td>
<td>$(\frac{k^2}{2} + \frac{k}{2} + 16)m$</td>
<td>$(5k^2 + k)m$</td>
<td>$(\frac{k^2}{2} + \frac{k}{2} + 12)m$</td>
<td>$(4k^2 + k)m$</td>
</tr>
<tr>
<td>$j = 0$</td>
<td>$+/k^2s + k^2mc$</td>
<td>$+/k^2s + k^2mc$</td>
<td>$+/k^2s + k^2mc$</td>
<td>$+/k^2s + k^2mc$</td>
</tr>
</tbody>
</table>

Family 1 (embedding degree 8, CM discriminant $D = 1$). By [14] there is a complete polynomial family $[p(x), t(x), r(x)]$ of pairing-friendly elliptic curves $E/\mathbb{F}_p : y^2 = x^3 + x$ with embedding degree $k = 8$, CM-discriminant $D = 1$ and $\rho = 2$ given by the polynomials:

$$p(x) = \frac{1}{4}(x^8 + x^6 + 5x^4 + x^2 + 4x + 4), \quad t(x) = x^4 + x + 2, \quad r(x) = \Phi_8(x) = x^4 + 1.$$

All three polynomials produce integer values for every $x \equiv 0 \pmod{2}$ and give 128-bit level security when $x$ is in the range $[2^{64}, 2^{64.25})$. That is, for this range, the extension field $\mathbb{F}_{p^8}$ has a size of 4096-bits, which by Equation (1) offers a security level of approximately 124-bits.

Twisted Ate pairing: As $T = t - 1$ is a primitive 8th root of unity for this family, we get that $T_4 = r - 1$, so we set $e = 2$ in order to minimize $b_{T_2}$. We then apply Algorithm 2 (with $T_2$ in place of $r$) to minimize $w_{T_2}$ for our range of choices for $x$, giving $x_0 = 18446744073710252032$ and

$$T_2 = \frac{340282366920964304252768870620960129024,}{\text{with } w_{T_2} = 14 \text{ and } b_{T_2} = 129. \text{ The elliptic curve in Jacobi Quartic form is } E_3/\mathbb{F}_p : y^2 = dx^4 + 1, \text{ where }}$$

$$d = 83798799562166668345934471211318165150700840173376647411738808721072703339902003799176786332186311744324273491985609643880597836109560681909227642596352$$
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and in Edwards form is $E_{Ed}/\mathbb{F}_p : 2x^2 + y^2 = 1 - 2x^2y^2$.

**Optimal Ate pairing:** The shortest vector of the corresponding lattice $L$ is $V = [x, -1, 0, 0]$. Thus, the optimal Ate pairing is calculated by the formula:

$$\hat{a}_o(Q, P) = f_{x, Q}(P)^{x - 1}.$$ 

We apply Algorithm 4 to choose the best value of $x_0$, which in this case is (also) $x_0 = 18446744073709584935$ with $s = x_0$, giving $w_s = 6$ and $b_s = 65$.

**Comparison:** Following e.g. [10], we give two comparisons by plugging in these values to Tables 1 and 2 corresponding to the two options $s = 0.8m$ and $s = m$. The table below indicates time required to compute the pairing in each case as a multiple of $m$.

<table>
<thead>
<tr>
<th></th>
<th>JQ, $a_2$</th>
<th>JQ, $a_o$</th>
<th>Ed, $a_2$</th>
<th>Ed, $a_o$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s = m$</td>
<td>16064</td>
<td>10900</td>
<td>15960</td>
<td>21288</td>
</tr>
<tr>
<td>$s = 0.8m$</td>
<td>14228.2</td>
<td>9694.4</td>
<td>14142.4</td>
<td>19035.2</td>
</tr>
</tbody>
</table>

As each pairing includes exactly 1 $e$, we do not include this in the count, as it does not change the comparison. As the curve constants for $E_J$ are in the order of $p$, we set $mc = m$ for the Jacobi Quartic case. As the curve constants for $E_{Ed}$ are very small, we set $mc = 0$ for the Edwards case. The above table shows clearly that the best choice for this family is the optimal Ate pairing applied to the above curve in Jacobi Quartic form. Our MAGMA implementation runs this example in 16ms.

**Family 2 (embedding degree 8, CM discriminant $D = 2$).** The second family of TNFS-secure pairing-friendly elliptic curves in [14] is also of embedding degree 8, it has CM discriminant $D = 2$ and it is parametrized by:

$$p(x) = \frac{1}{8}(2x^8 + 4x^7 + 3x^6 + 2x^5 + 11x^4 + 12x^3 + 3x^2 + 2x + 9),$$

$$t(x) = x^4 + x^3 + 2, \quad r(x) = x^4 + 1,$$

where $x \equiv 1 \pmod{2}$ in the range $[2^{64}, 2^{64.25}]$.

**Twisted Ate pairing:** The curves generated by this family admit only quadratic twists, thus the only possibility for the twisted Ate pairing is $T_4$. The value $x = 18446744073709584935$ gives the lowest Hamming weight for $T_4$, particularly $b_{T_4} = 256$ and $w_{T_4} = 68$. The coefficients of the elliptic curve in Weierstrass form are:

$$A = 1933995701602254373352815227295577988001391575075214905224432577$$

$$6723696340238967003111676812168069983153707159690712291500601$$

$$55123867284775372963879318$$

$$B = 324992572424456168073740799439061489551384131971449827168082404$$

$$76544484270020848788265190103673429884742123474891938446749436$$

$$32641573710140606666223982$$
Optimal Ate pairing: For this family, we take the shortest vector of the lattice $L$ as $V = [x, 0, 0, -1]$, so that the optimal Ate pairing is:

$$\widehat{a}_o(Q, P) = f_{x, Q}(P)^{x - 1}.$$  

The best value of $x$ is (also) $x = 18446744073709584935$ with $s = x$, giving $w_s = 6$ and $b_s = 65$.

<table>
<thead>
<tr>
<th>$s$</th>
<th>$JQ, \widehat{a}_4$</th>
<th>$JQ, \widehat{a}_c$</th>
<th>Ed, $\widehat{a}_4$</th>
<th>Ed, $\widehat{a}_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s = m$</td>
<td>44226</td>
<td>24464</td>
<td>43690</td>
<td>23696</td>
</tr>
<tr>
<td>$s = 0.8m$</td>
<td>40540.6</td>
<td>21987.2</td>
<td>40069</td>
<td>21443.2</td>
</tr>
</tbody>
</table>

For this family the best choice is the optimal Ate pairing with Edwards curve. Our MAGMA implementation runs this example in 21ms.

Family 3 (embedding degree 8, CM discriminant $D = 3$). The third family with embedding degree 8 has $D = 3$ and it is parametrized by:

$$p(x) = \frac{1}{3}(3x^{16} - 9x^{12} + x^{10} - 2x^9 + 16x^8 - x^6 + 5x^5 - 13x^4 + x^2 - 5x + 7)$$

$$t(x) = (x^8 + x^5 - x^4 - x + 2), \quad r(x) = x^8 - x^4 + 1,$$

for every $x \equiv 1 \pmod{3}$ and $x \in [2^{32}, 2^{32.125})$.

Twisted Ate pairing: We only have only choice of $T_e$ for this family, that is $T_3 = r - 1$. Applying Algorithm 2, we see that the best choice in this family for the twisted Ate pairing is $x = 4295331013$, giving $b_{T_3} = 256$ and $w_{T_3} = 107$.

Optimal Ate pairing: The shortest vector of the corresponding lattice that we choose is $V = [x^2, x, 1, 0]$, so that in this case the optimal pairing is

$$\widehat{a}_o(Q, P) = \left( f_{x^2, Q}(P) f_{x, Q}(P) h_{s_3, Q, xP}(P) h_{s_3, Q, p^2Q}(P) \right)^{x - 1}.$$  

Observe that $s_3Q = \infty$, so $h_{s_3, Q, p^2Q}$ is the vertical line passing through $p^2Q = (a, b)$ with equation $X - a$. Recall that in every case outlined above $Q \in E(F_{p^k})$ is chosen to be in the image of the quadratic twist isomorphism $(X, Y) \mapsto (X, \omega Y)$, where $X, Y \in F_{p^k/2}$ and $\omega$ generates $F_{p^k}$ as a $F_{p^k/2}$-vector space. In particular, the multiple $p^2Q$ of $Q$ is also in the image of this isomorphism, hence $a \in F_{p^k/2}$ and $h_{s_3, Q, p^2Q}(P) = x_P - a \in F_{p^k/2}$, so maps to 1 under the final exponentiation. This leaves $h_{s_3, Q, xP}(P)$, which does give a nontrivial contribution, but can be precomputed so adds negligible computation to the pairing.

We also recall from [26] that $f_{x^2, Q} = f_{x, [x]Q}$ and thus the formula for the optimal Ate pairing simplifies to:

$$\widehat{a}_o(Q, P) = \left( f_{x^2, Q}(P) f_{x, [x]Q}(P) h_{s_3, Q, xP}(P) \right)^{x - 1}.$$  
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Then total time to compute the optimal Ate pairing $\hat{a}_o$ is

$$2(b_s - 1)hDBL + 2(w_s - 1)hADD + e + E,$$

where $E$ denotes exponentiation by $p + x$. We apply Algorithm 4 to choose the best value of $x$, which in this case is (also) $x = 4295331013$ with $s = x$, giving $w_s = 10$ and $b_s = 32$. We exclude the cost of $E$ from the following table as our implementation uses a combination of MAGMA’s Frobenius function and a basic exponentiation algorithm, meaning that the cost is hard to give precisely in terms of $m$. This means that the operation count for $\hat{a}_o$ is an underestimation.

<table>
<thead>
<tr>
<th>$s = m$</th>
<th>JQ, $\hat{a}_5$</th>
<th>JQ, $\hat{a}_3$</th>
<th>Ed, $\hat{a}_3$</th>
<th>Ed, $\hat{a}_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s = 0.8m$</td>
<td>4429426233.6</td>
<td>4351824185.6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Our MAGMA implementation runs this example in 31ms for the optimal Ate pairing on twisted Edwards curves (this is also the fastest implementation).

**Family 4 (embedding degree 10, CM discriminant $D = 1$).** This family is parametrized by:

$$p(x) = \frac{1}{4}(x^{14} - 2x^{12} + x^{10} + x^{4} + 2x^2 + 1), \quad t(x) = x^2 + 1, \quad r(x) = \Phi_{20}(x)$$

It produces pairing-friendly elliptic curves $E/\mathbb{F}_p : y^2 = x^3 + x$, with $\rho = 1.7422$ whenever $x \equiv 1 \pmod{2}$. For a 128-bit security level, the input $x$ must be in the range $[2^{32}, 2^{32.125})$.

**Twisted Ate pairing:** Elliptic curves derived by this family admit quadratic twists. For $x = 4295075489$ we get $T_5 = (t(x) - 1)^5 \pmod{r(x)}$, with $\log T_5 = 256$ and $\text{wt}(T_5) = 98$.

**Optimal Ate pairing:** We choose the shortest vector of the lattice $L$ to be $V = [x^2, -1, 0, 0]$ and the formula for the optimal Ate pairing becomes:

$$\hat{a}_o(Q, P) = f_{x^2, Q}(P)^{s-1}.$$

For $x = 3963617801$ we set $s = x^2$, where we have $b_s = 64$ and $w_s = 24$.

**Comparison:** Since $\mu = 0$ in the Jacobi quartic form, there is only one multiplication with the constant $d$ in the doubling step, for which we set $mc = m$. In addition for the twisted Edwards curve we set $mc = 0$.

<table>
<thead>
<tr>
<th>$s = m$</th>
<th>JQ, $\hat{a}_5$</th>
<th>JQ, $\hat{a}_3$</th>
<th>Ed, $\hat{a}_3$</th>
<th>Ed, $\hat{a}_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s = 0.8m$</td>
<td>63498.6</td>
<td>41115</td>
<td>62732</td>
<td>36520</td>
</tr>
</tbody>
</table>

Our MAGMA implementation runs this example in 31ms, using the optimal Ate pairing for the elliptic curve in twisted Edwards form.
Family 5 (embedding degree 10, CM discriminant D = 5). The next polynomial family is parametrized by
\[ p(x) = \frac{1}{20} \left( 4x^{14} - 7x^{12} + 11x^{10} - 11x^8 - 9x^6 + 13x^4 - 16x^2 + 20 \right) ,
\]
\[ t(x) = -x^6 + x^4 - x^2 + 2, \quad r(x) = x^8 - x^6 + x^4 - x^2 + 1 ,
\]
and produces pairing-friendly curves when \( x \equiv 0, 4 \) or 6 (mod 10).

**Twisted Ate pairing:** The elliptic curves produced by this family have quadratic twists; for \( x = 4299680754 \) we get \( \log T_5 = 256 \) and \( \text{wt}(T_5) = 94 \). The coefficients of the Weierstrass curve are:
\[
A = 1434142558072482992717767987605224926822071654581181887660806883979085 \\
331574942966571977857509978621188790947050157295400195043348754 \\
B = 144815235565527104116716000663895746945176603078579211573473232928465 \\
4238896443045732697805525774719968539520707063509316602996298019
\]

**Optimal Ate pairing:** We take the shortest vector \( V = [x^2 - 1, 1, -1, 1] \) and the formula for the optimal Ate pairing becomes:
\[ \hat{a}_o(Q, P) = [f_{x^2-1, Q}(P)h_{[s]Q},Q](P)h_{[s]Q,[-p^2]Q}(P) \]
where both values \( h_{[s]Q, [p]Q}(P) \) and \( h_{[s]Q, [-p^2]Q}(P) \) contribute in the pairing computation but they can be precomputed. We take \( x = 4295426686 \); the coefficients of the Weierstrass curve are:
\[
A = 49835419744855189426407028410448796480494612567841938054317835752967 \\
991389884659040706381525761066592862625793838213034968895531605 \\
B = 8175213845678406654230954570916316289077807358823318928079745531213973 \\
2354874453453192312647819005976469432711121107390129871455013
\]

In the above table we can see that the best choice is to use the optimal Ate pairing for twisted Edwards curves. The running time using our implementation is 40ms. Note that there is also an additional multiplication of \( f \) and \( H \), before the final exponentiation.

Family 6 (embedding degree 10, CM discriminant D = 15). The final complete family with embedding degree 10 is parametrized by:
\[ p(x) = \frac{1}{15} \left( 4x^{14} + 4x^{13} + x^{12} - 12x^{11} - 12x^{10} - 7x^9 + 11x^8 + 17x^7 + 15x^6 - 3x^5 \\
- 11x^4 + x^3 - 2x^2 + 3x + 6 \right) , \quad (x) = x^3 + 1, \quad r(x) = \Phi_m(x),
\]
with \( x \equiv \{1, 3, 6, 13\} \) (mod 15).
Twisted Ate pairing: These curves have quadratic twists and hence the twisted Ate pairing requires $\log T_5$ iterations in Miller’s loop. We take $x = 4295609701$; then $b_{T_5} = 256$ and $w_{T_5} = 109$. The coefficients of the Weierstrass curve are:

$$A = 7530549875619995739041714768741156345972473255544131890995020208876127$$
$$3119595860020932507122322062072527883129330204237244070996445$$
$$B = 1891078794636363879141088254463737306214748143829845976539884415128302$$
$$6849614705679190730015365392307761692277431976821323488452819833486$$

Optimal Ate pairing: We choose the shortest vector $V = [x, 0, -1, x^2]$ for the corresponding lattice $L$ and the formula for the optimal Ate pairing is:

$$\hat{a}_o(Q, P) = \left(f_{x,Q}(P)f^3_{x,\infty}(P)h_{[s_2]Q,\infty}(P)h_{[s_3]Q,[-p^2]Q}(P)\right)^{\frac{s-1}{m}}.$$  

Note that for $h_{[s_2]Q,\infty}(P)$, we have $h_{[s_2]Q,\infty}(P) = x_P - x_{[s_2]Q} \in \mathbb{F}_p$ and hence maps to 1 in the final exponentiation. Therefore, only the value $h_{[s_3]Q,[-p^2]Q}(P)$ contributes in the pairing computation. Furthermore, we can use the relation $f_{x,Q}(P) = f^3_{x,Q}(P)f_{x,\infty,Q}(P)$, and thus the formula for the optimal Ate pairing transforms to:

$$\hat{a}_o(Q, P) = \left(f^{1+xp^3}_{x,Q}(P)f^3_{x,[x]Q}(P)h_{[s_3]Q,[-p^2]Q}(P)\right)^{\frac{s-1}{m}}.$$  

We take $s = x = 4295609701$ as in the case of the twisted Ate pairing, for which $b_s = 32$ and $w_s = 12$.

<table>
<thead>
<tr>
<th>s = m</th>
<th>JQ, $\hat{a}_5$</th>
<th>JQ, $\hat{a}_o$</th>
<th>Ed, $\hat{a}_5$</th>
<th>Ed, $\hat{a}_o$</th>
</tr>
</thead>
<tbody>
<tr>
<td>71013</td>
<td>47140</td>
<td>70149</td>
<td>42740</td>
<td></td>
</tr>
<tr>
<td>65483.4</td>
<td>43310</td>
<td>64692</td>
<td>39330</td>
<td></td>
</tr>
</tbody>
</table>

The best choice is to use the optimal Ate pairing for twisted Edwards curves. Our MAGMA implementation runs this example in 37ms.

Family 7 (embedding degree 12, CM discriminant $D = 3$). We study the following complete polynomial family with $k = 12$:

$$p(x) = \frac{1}{3}(x^6 - 2x^5 + 2x^3 + x + 1), \quad t(x) = x + 1, \quad r(x) = x^4 - x^2 + 1,$$

where $x \equiv 1 \pmod{3}$. This is a family of elliptic curves in Weierstrass form given by $E/\mathbb{F}_p : y^2 = x^3 + 1$.

Twisted Ate pairing: Elliptic curves produced by this family admit sextic twists, giving a choice of $\hat{a}_2$, $\hat{a}_3$, and $\hat{a}_5$ for the twisted Ate pairing. The optimal choice for the twisted Ate pairing is $\hat{a}_2$ with $x = 1844674073709611553$, for which $b_{T_2}(r) = 129$ and $\text{wt}(T_2) = 19$.  
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**Optimal Ate pairing:** The shortest vector of the corresponding lattice for this family is \( V = [x, -1, 0, 0] \) and so the formula for the optimal Ate pairing is:

\[
\hat{a}_o(Q, P) = f_{x, Q(P)}^{x^k - 1}.
\]

We choose \( s = x = 18446744073709818889 \), with \( b_s = 64 \) and \( w_s = 6 \).

<table>
<thead>
<tr>
<th>( s = m )</th>
<th>JQ, ( \tilde{a}_6 )</th>
<th>JQ, ( \tilde{a}_o )</th>
<th>Ed, ( \tilde{a}_6 )</th>
<th>Ed, ( \tilde{a}_o )</th>
</tr>
</thead>
<tbody>
<tr>
<td>29742</td>
<td>52944</td>
<td>29598</td>
<td>51504</td>
<td></td>
</tr>
</tbody>
</table>

The best choice for this family is the twisted Ate pairing with twisted Edwards curves. Our MAGMA implementation runs this example in 23ms.

**Family 8 (embedding degree 12, CM discriminant D = 2).** The next complete polynomial family has embedding degree 12 and is parameterized by:

\[
p(x) = \frac{1}{8}(x^{14} - 4x^{10} + 2x^8 + 4x^6 - 2x^4 + 5x^2 + 2), \quad t(x) = x^2 + 1, \quad r(x) = \Phi_{24}(x),
\]

with \( x \equiv 1 \pmod{2} \).

**Twisted Ate pairing:** This family produces elliptic curves which admit quadratic twists and thus for the twisted Ate pairing the number of iterations in Miller’s loop derives from the size of \( T_6 = (t - 1)^6 \mod{r} \). For \( x = 4295114753 \) we get that \( \log T_6 = 256 \), with \( \text{wt}(T_6) = 97 \). The coefficients of the elliptic curve in Weierstrass form are:

\[
A = 10353841140864156393503319158487740306822206122004051542550170025410591634886081208087664417573431529572141200746566903816666581494639473289363775963104102109451594297948691152843912949945273433085571876583864614654630603167743249959592989117035943541619831594138
\]

\[
B = \ldots
\]

**Optimal Ate pairing:** The shortest vector for this family is \( V = [x^2, -1, 0, 0] \) and the formula for the optimal Ate pairing is

\[
\hat{a}_o(Q, P) = f_{x^2, Q(P)}^{x^k - 1}.
\]

We choose \( s = x^2 \), for \( x \) as in the case of the twisted Ate pairing. Here \( b_s = 64 \) and \( w_s = 10 \).

<table>
<thead>
<tr>
<th>( s = m )</th>
<th>JQ, ( \tilde{a}_6 )</th>
<th>JQ, ( \tilde{a}_o )</th>
<th>Ed, ( \tilde{a}_6 )</th>
<th>Ed, ( \tilde{a}_o )</th>
</tr>
</thead>
<tbody>
<tr>
<td>96807</td>
<td>56592</td>
<td>96039</td>
<td>54000</td>
<td></td>
</tr>
</tbody>
</table>

The best choice for this family is to use the optimal Ate pairing with twisted Edwards curves. Our MAGMA implementation runs this example in 41ms.
Family 9 (embedding degree 14, CM discriminant $D = 1$). The next polynomial family is a complete family with variable discriminant (CVD). The construction of such families is similar to complete families, however the CM discriminant is not a fixed value, but varies depending on the input of the polynomial family (see [14] for more details). In this case, a CVD polynomial family $[p(x), t(x), r(x)]$ satisfies $4p(x) - t(x)^2 = xy(x)^2$ and thus we need to find an input of the form $x = Dy^2$, for some square-free $D > 0$, such that $p(x)$ and $r(x)$ are both primes of a desired size. For a desired security level of $S$-bits, this can be easily done by fixing a square-free value $D > 0$ and searching for a $y \in \mathbb{Z}$, such that

$$\log y = \frac{1}{2} \left( \frac{2S - \log \text{lc}(r)}{\deg r} - \log D \right),$$

where $\text{lc}(r)$ is the leading coefficient of the polynomial $r(x)$.

The following is an example of a CVD family with embedding degree $k = 14$, which is parametrized by the polynomials:

$$p(x) = \frac{1}{4} (x^9 - 2x^8 + x^7 + x^2 + 2x + 1), \quad t(x) = x + 1, \quad r(x) = \Phi_{14}(x)$$

with $x \equiv 1 \mod 2$. This family has $\rho = 1.5$, so for 128-bit security level we get an extension field $\mathbb{F}_{p^{\mu}}$ of 5376-bits. We fix $D = 1$ and choose $x = D \cdot 1901697^2$.

Note that with this choice the prime $r$ is 250-bits and the base field prime $p$ is 373-bits, corresponding to an extension field of 5222-bits.

**Twisted Ate pairing:** These curves admit only quadratic twists, so the only choice is to set $T_7 \equiv (t - 1)^7 \pmod{r}$. Then $b_T = 250$ and $w_T = 124$.

**Optimal Ate pairing:** We choose the shortest vector $V = [x_0, -1, 0, 0, 0, 0]$, then the formula for the optimal Ate pairing is:

$$\hat{\alpha}_o(Q, P) = f_{x, Q}(P)^{x^k - 1}.\r
$$

For $x$ as above we get $b_x = 41$ and $w_x = 15.$

<table>
<thead>
<tr>
<th>$s = \mathbb{m}$</th>
<th>$122560.2$</th>
<th>$54224.8$</th>
<th>$121650.6$</th>
<th>$49266$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s = 0.8m$</td>
<td>$132744$</td>
<td>$59066$</td>
<td>$131760$</td>
<td>$53578$</td>
</tr>
</tbody>
</table>

The best choice for this family is the optimal Ate pairing applied to twisted Edwards curves. Our MAGMA implementation runs this example in 41ms.

5 Conclusion

We give a comprehensive comparison of the competing proposals put forward in the literature for curve shapes and pairing choices for elliptic curves with even embedding degree, for each known TNFS-secure complete pairing-friendly family for 128-bit security level. We additionally provide the formulas for the
'gaps' in the literature: utilizing quadratic twists for pairings on $G_2 \times G_1$ with Jacobi Quartic and Edwards curves, and utilizing sextic twists for pairings on $G_1 \times G_2$ with Jacobi Quartic curves.

Our comparisons show that, from the currently known TNFS-secure families, the best pairing implementation choice for 128-bit security is the optimal Ate pairing applied to the Jacobi Quartic elliptic curve $E/F_p : y^2 = dx^4 + 1$ (utilizing quartic twists), where

$$p = 3351951982486674538373884845272660602803366269356535065896495523488429081335965801515167071453287452469772970937967942438575522391344438242727636910570385409$$

and

$$d = 8379879956216668634593347121131816515070084017337664741117388087210727033399020037991767863321863117443242734491985609643880597836109560681909227642596352.$$

This choice comes from Family 1, for which our MAGMA implementation runs in 16ms. We leave an optimised implementation of this example to future work.
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