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Abstract

We present and analyze the performance of DRANKULA, a McEliece-like cryptosystem implementation using rank metric instead of Hamming distance. Namely, we use the scheme proposed by Loidreau in PQCrypto 2017 using Gabidulin codes. We propose a set of carefully selected parameters and we address several non-trivial issues when porting this scheme into real-world systems as, for example, the generation of errors of a given rank. We provide the pseudo-code of the core algorithms of the cryptosystem. In addition, we also show code optimization when special instructions like Carry-less multiplications are available. Moreover, we argue how to have a practical and side-channel resistant version of the cryptosystem. We integrated the scheme in Open Quantum Safe and benchmarked it against the other schemes implemented there. Our results show that DRANKULA can be a practical alternative to other well-known quantum-safe schemes.

1 Introduction

Substantial advances in quantum computing in the past decade have re-assured the scientific community about the necessity to build quantum-resistant cryptosystems (Devoret and Schoelkopf, 2013). Recently, Google announced Bristlecone, a new 72 qubits quantum processor (Google, 2018). Post-Quantum Cryptography (PQC) has raised as the preferred solution to face the threat that quantum computers pose to traditional public-key cryptography based on number theory (Shor, 1997). The recent announcement by the National Institute of Standards and Technology (NIST) to define new standards for public-key encryption, digital signatures and key-exchange schemes has only augmented the attention towards PQC (Chen et al., 2016).

There exist several alternative problems to classical public-key cryptography, which is based on integer factorization or discrete logarithms. Lattice-based cryptography,
multivariate cryptography, hash-based cryptography schemes, isogeny-based cryptography and code-based cryptography can be used to design cryptosystems secure against both classical and quantum computers (Bernstein et al., 2008), and are thus regarded as PQC algorithms, being candidates for becoming the next standards defined by NIST.

Code-based cryptography is the oldest PQC family known and consequently is the most thoroughly studied among the PQC candidates (Sendrier, 2017). McEliece proposed the first code-based public-key cryptosystem (McEliece, 1978), which is based on binary Goppa codes, and so far has withstood all cryptanalytic efforts. Another well known cryptosystem was proposed by Niederreiter in (Niederreiter, 1986). Recently, Bernstein, Chou and Schwabe presented McBits, which improved decryption time with respect to Niederreiter (Bernstein et al., 2015). An improved version was presented in (Chou, 2017). However, the usage of the aforementioned schemes in real world applications has been prohibitive because of the significantly large key sizes (e.g., McBits requires 64KB to achieve $2^{80}$ classical security level). Therefore, the most important challenge that code-based cryptography faces is how to reduce key sizes in order to be implemented on limited resource devices.

Two different lines have been investigated with the purpose of reducing key sizes. On the one hand, several works have tried to address this drawback by designing McEliece variants with more compact keys by using quasicyclic codes (Gaborit, 2005; Misoczki et al., 2013; Chou, 2016). On the other hand, the usage of rank metric rather than Hamming distance has been considered.

The rank metric was introduced by Gabidulin in (Gabidulin, 1985) and he proposed a family of codes, the Gabidulin codes, equivalent to Reed-Solomon codes in Hamming distance, which can be decoded in polynomial time. Rank Syndrome Decoding (RSD) is the equivalent in rank metric of the Syndrome Decoding problem in Hamming distance. Later on, Gabidulin et al. proposed the GPT cryptosystem, a McEliece-like cryptosystem based on Rank metric (Gabidulin et al., 1991). One of the advantages of using Gabidulin codes is that the complexity of the best known attacks for solving the RSD problem have an exponential complexity which is quadratic in the parameters of the system. As a consequence, key sizes can be notably reduced to achieve the same security level than a Hamming distance-based cryptosystem.

Then, Overbeck proposed a framework that devastated all Gabidulin codes based encryption schemes (Overbeck, 2005; Overbeck, 2008). Furthermore, evolutions of the GPT cryptosystem have been shown to be also breakable in polynomial-time (Otmani et al., 2016). Nevertheless, Loidreau has proposed a new McEliece-like rank metric based encryption scheme from Gabidulin codes that is not affected by the so-called Overbeck’s attacks (Loidreau, 2017).

In this work we carry out the first implementation of the scheme proposed in (Loidreau, 2017), which we have called DRANKULA. We present a set of selected parameters that allow the scheme to achieve different levels of quantum security; namely 64, 96 and 128 bit. We motivate this parameter selection by implementation constraints and optimization possibilities. Moreover, we go through all the caveats of the implementation of a cryptosystem based on rank metric codes, and we provide the pseudocode for the main algorithms. We also discuss several countermeasures that would make the implementation side-channel resistant.

### 1.1 Organization of the paper

The rest of the paper is structured as follows. First, in Section 2 we outline all the code-based Key Encapsulation Mechanism (KEM) and Public Key Encryption (PKE) sub-
missions to the NIST competition and then in Section 3 we introduce the cryptosystem we are implementing on this paper, and the selected parameters. Section 4 is devoted to the base field arithmetic and matrix operations that are required to implement for running the cryptosystem. In Section 5 we present the necessary code-blocks used to build the cryptosystem, namely, (a) the key generation, (b) the encryption which includes the error generation, and (c) the decryption. Section 6 gives an overview of the performance of the scheme compared with other post-quantum cryptography schemes. Section 7 presents some directions to have a side-channel resistant implementation. Finally, we provide the conclusions of our proposal in Section 8.

2 Rank-metric NIST submissions

There were four code-based KEM and PKE schemes based on the rank metric submitted to the first round of the NIST post-quantum cryptography standardization competition [NIST, 2018]. First, Ouroboros-R (Deneuville et al., 2017), is a cryptosystem that inherits features from MDPC-McEliece (Misoczki et al., 2013) and the rank metric quasi-cyclic family. The security relies on decoding small weight vectors of random quasi-cyclic codes. The advantages are the security reduction with small public key sizes resulting from cyclicity, the easy evaluation of the low decryption failure probabilities and the efficiency of the decoding compared to MDP. Second, LAKE (Gaborit et al., 2013), which stands for Low rAnk parity check codes Key Exchange, is a rank-metric scheme for which the authors provide an efficient probabilistic decoding algorithm. The quasi-cyclic family of codes that is being used produces a public key which is significantly smaller than MDPC codes. Similar to LAKE, LOCKER (Aragon et al., 2017) is built on a small variation of low rank parity check codes and has been adapted to support low decryption probability failures with a versatile choice of parameters. Considering the low decryption failure probabilities the scheme is efficient in terms of key sizes and computational complexity. These three schemes share the property of a probabilistic decryption algorithms. In contrast, DRANKULA offers a deterministic decryption procedure which makes it more suitable in scenarios where we cannot tolerate decryption failures.

Last, RQC (Melchor et al., 2016), is another rank-metric scheme that is also based on the difficulty of decoding random quasi-cyclic codes. The key-size of the scheme is restricted to a few thousands of bytes and has a deterministic decoding algorithm. It is also resistant to code hidden structure recovery attacks. Although having a bigger key size, DRANKULA reduces the ciphertext expansion by a factor of 2 in comparison to RQC.

3 Cryptosystem description

The scheme we have chosen to implement is the one proposed in (Loidreau, 2017). It is a scheme based on Gabidulin codes using a special sub-space for the entries of the scrambling matrix which transforms the private key into the public key.

The essential difference between the presented cryptosystem and traditional McEliece instantiations is that, instead of XORing the encoded plaintext with errors of a given Hamming weight, we do it with an error of a specific rank weight.
Definition 1. Let \( e = \{e_1, \ldots, e_n\} \in \mathbb{F}_2^m \). The rank weight of \( e \) is defined by

\[
\text{rk}(\begin{bmatrix}
e_{1,1} & \cdots & e_{n,1} \\
e_{1,2} & \cdots & e_{n,2} \\
\vdots & \ddots & \vdots \\
e_{1,m} & \cdots & e_{n,m}
\end{bmatrix})
\]

where \( e_{i,j} \) is the \( j \)th component of \( e_i \) seen as a vector over \( \mathbb{F}_2 \).

Definition 2 (Gabidulin codes). Let \( k < n \leq m \) be non-negative integers and let \( \{g_1, \ldots, g_n\} \in \mathbb{F}_2^m \) be linearly independent over \( \mathbb{F}_2 \). Let \([i] = 2^i \) such that \( x \to x^i \) is the \( i \)th power of the Frobenius automorphism \( x \to x^2 \). The code \( \text{Gab}_{k,n}(g) \), is the linear code with generator matrix

\[
G = \begin{bmatrix}
g_1 & \cdots & g_n \\
[i] & \cdots & [i] \\
\vdots & \ddots & \vdots \\
[k-1] & \cdots & [k-1]
\end{bmatrix}
\]

that is:

\[
\text{Gab}_{k,n}(g) = \{xG | x \in \mathbb{F}_2^k \}.
\]

These codes can be decoded in polynomial-time for errors of rank weight up to \( \lfloor (n - k)/2 \rfloor \) (Gabidulin, 1985).

Gabidulin Codes are the rank-metric equivalent of Reed Solomon Codes. The scheme’s approach is to choose a randomly selected vector space of \( \mathbb{F}_2^m \) of fixed dimension which is used to scramble the codes. The proof of correctness of the cryptosystem is based on the rank multiplication property, the same one used to show that the Low Rank Parity Check (LRPC) codes decoding procedure works.

The scheme has four parameters:

- \( m \): the degree of the extension of \( \mathbb{F}_2 \) in which our code will be defined
- \( n \): the length of the code
- \( k \): the dimension of the code
- \( \lambda \): the dimension of a randomly selected subspace of \( \mathbb{F}_2^m \)

The security bounds of the scheme given in (Loidreau, 2017) are the following:

- Decoding of the ciphertext in the public code corresponds to the complexity of solving Bounded Distance binary Rank decoding BDR problem which is NP-hard. In that setting, the decoding complexity is equal to \( m^32^{(\text{rk}(e)-1)(k \text{ min}(m,n))/n]} \) binary operations for a classical computer and to \( m^32^{(\text{rk}(e)-1)(k \text{ min}(m,n))/n]} \) operations for a quantum computer.
- The lower bound on the complexity of distinguishability of the public code from a random code is \( 2^{(k-1)m-((k-1)^2} \).

Finally, the scheme is separated into the three following parts:
• Key generation:
  – Private key:
    1. Select a Gabidulin code of length \( n \) and dimension \( k \) over \( \mathbb{F}_{2^m} \) with generator matrix \( G_{priv} \)
    2. Randomly generate a non-singular \( k \times k \) matrix \( S \in M_k(\mathbb{F}_{2^m}) \)
    3. Randomly select a vectorial subspace \( V \subset \mathbb{F}_{2^m}^n \) of dimension \( \lambda \)
    4. Randomly generate a non-singular \( P \in M_n(V) \)
  – Public key: The public code \( C_{pub} \) has \( G_{pub} = SG_{priv}P^{-1} \) as a generator matrix.

• Encryption:
  1. Choose a random vector \( e \in \mathbb{F}_{2^m}^n \) of rank weight \( t := \lfloor (n - k)/(2\lambda) \rfloor \)
  2. Compute \( y = xG_{pub} + e \)
  3. Send \( y \)

• Decryption:
  1. Compute \( yP = xSG + eP \)
  2. Recover \( xS \) and \( eP \) by decoding and recover \( x \) by multiplying \( xS \) by \( S^{-1} \)

We refer to (Loidreau, 2017) for the proof of work.

3.1 Parameters Selection

The parameters proposed in (Loidreau, 2017) were not optimal for its implementation because they were focused on reducing the size of both private and public keys instead. For our implementation, we have chosen a base field which is either \( \mathbb{F}_{2^{64}} \) or \( \mathbb{F}_{2^{96}} \) to fit nicely into the words structure available on modern machines and carry out optimizations based on special sets of instructions (e.g. carry-less multiplication). We targeted 3 levels of post-quantum security, namely 64 bit, 96 bit and 128 bit and we have determined the following parameters. Table 1 shows our parameter sets and their respective security levels. Such values are computed following the formulas given in (Loidreau, 2017) and are consistent with the ones presented in that paper.

4 Implementation of core components

Given the nature of the cryptosystem, the core components are the field arithmetic and the matrix operations. Therefore, the performance of the resulting algorithms will heavily rely on how efficient such operations are.

<table>
<thead>
<tr>
<th>m</th>
<th>n</th>
<th>k</th>
<th>( \lambda )</th>
<th>t</th>
<th>dec. cplx.</th>
<th>quantum dec. cplx.</th>
<th>key recovery cplx.</th>
<th>public key size</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td>63</td>
<td>31</td>
<td>5</td>
<td>142</td>
<td>78</td>
<td>124</td>
<td>7.75KB</td>
<td></td>
</tr>
<tr>
<td>96</td>
<td>71</td>
<td>35</td>
<td>6</td>
<td>194.76</td>
<td>104.76</td>
<td>188</td>
<td>14.77KB</td>
<td></td>
</tr>
<tr>
<td>96</td>
<td>96</td>
<td>48</td>
<td>4</td>
<td>259.75</td>
<td>139.75</td>
<td>279</td>
<td>27KB</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: DRANKULA security parameters
4.1 Field arithmetic

We implemented finite field arithmetic for the two binary fields $\mathbb{F}_{2^m}$, with $m = 64$ and $m = 96$, representing elements as polynomials of degree $m - 1$. As it was proven in Swan’s Theorem (Swan, 1962) on factorization of polynomials over finite fields, given that 64 and 96 are multiples of 8 there is no irreducible trinomial. Therefore, we used the two following irreducible pentanomial $f_{64}(x) = x^{64} + x^4 + x^3 + x + 1$ and $f_{96}(x) = x^{96} + x^{10} + x^9 + x^6 + 1$, respectively, both provided by the Allan Steel database incorporated in Magma software (Bosma et al., 1997). Notice that in the case of $f_{64}$ the pentanomial has also lowest possible intermediate degree, allowing the shortest shift during the reduction operations. Such irreducible polynomial for the case of $\mathbb{F}_{96}$ has 7 terms, i.e. $x^{96} + x^6 + x^5 + x^3 + x^2 + x + 1$, which is not convenient to use compared with the pentanomial.

We stored elements in both fields using 128 unsigned integers, with unused bits set to zero.

Addition and subtraction of two elements are a simple XOR operation.

The multiplication of two polynomials has been performed using PCLMULQDQ instruction (Gueron and Kounavis, 2010). In the case of $\mathbb{F}_{96}$, three calls to such instruction are needed, since the instruction operates on 64 bit inputs. For this reason we split one element of 96 bits in two elements of 32 and 64 bits respectively, and then apply Karatsuba-Ofman method (Karatsuba and Ofman, 1962). In the case of $\mathbb{F}_{64}$, only one call to the instruction is needed, and there is no need to split the element.

Since the multiplication provides polynomials of degree at most $2m - 2$, we need to perform the reduction of such result. The two algorithms for reduction are presented in Algorithm 1 and Algorithm 2 where the symbols $\ll, \gg$ denote field multiplication and division by $x$ respectively (left and right shift operators), $\oplus$ is the field addition (XOR operator), and $\|$ is the concatenation operator.

### Algorithm 1: Reduction in $\mathbb{F}_{2^{64}}$

```plaintext
input : $A = (a_{126}, \ldots, a_0) \in \mathbb{F}_{2}^{127}$
output : $C = A \mod f_{64} \in \mathbb{F}_{2}^{64}$
1 $A_0 = (a_{63}, \ldots, a_0) \in \mathbb{F}_{2}^{64}$
2 $A_1 = (0, a_{126}, \ldots, a_{64}) \in \mathbb{F}_{2}^{64}$
3 $A_0 \oplus (A_1 \ll 4) \oplus (A_1 \ll 3) \oplus (A_1 \ll 1) \oplus A_1$
4 $A_1 = (A_1 \gg 6) \oplus (A_1 \gg 61) \oplus (A_1 \gg 63)$
5 $T = (0, \ldots, 0, a_{67}, a_{66}, a_{65}, a_{64}) \in \mathbb{F}_{2}^{64}$
6 $A_0 = A_0 \oplus (T \ll 4) \oplus (T \ll 3) \oplus (T \ll 1) \oplus T$
7 return $A_0$
```

To limit memory usage, the inversion on the field relies on the Extended Euclidean Algorithm (Hankerson et al., 2006). An alternative requiring more memory, which we did not consider, would be Itoh-Tsujii algorithm with precomputed powers (Itoh and Tsujii, 1988).

4.2 Matrix operations

The operations needed in our implementation are the following:

- Matrix multiplications
Algorithm 2: Reduction in $\mathbb{F}_{2^{96}}$

\begin{algorithm}
\begin{algorithmic}
\State \textbf{input} : $A = (a_{190}, \ldots, a_0) \in \mathbb{F}_{2}^{191}$
\State \textbf{output} : $C = A \mod f_{96} \in \mathbb{F}_{2}^{96}$
\State \textbf{1} $A_0 = (a_{63}, \ldots, a_0) \in \mathbb{F}_{2}^{64}$
\State \textbf{2} $A_1 = (a_{127}, \ldots, a_{64}) \in \mathbb{F}_{2}^{64}$
\State \textbf{3} $A_2 = (0, \ldots, 0, a_{128}) \in \mathbb{F}_{2}^{64}$
\State \textbf{4} $A_0 = A_0 \oplus (A_2 \ll 42) \oplus (A_2 \ll 41) \oplus (A_2 \ll 38) \oplus (A_2 \ll 32)$
\State \textbf{5} $A_1 = A_1 \oplus (A_2 \gg 22) \oplus (A_2 \gg 23) \oplus (A_2 \gg 26) \oplus (A_2 \gg 32)$
\State \textbf{6} $T = (0, \ldots, 0, a_{127}, \ldots, a_{96}) \in \mathbb{F}_{2}^{64}$
\State \textbf{7} $A_0 = A_0 \oplus (T \ll 10) \oplus (T \ll 9) \oplus (T \ll 6) \oplus T$
\State \textbf{8} \textbf{return} $A_1 || A_0 \in \mathbb{F}_{2}^{96}$
\end{algorithmic}
\end{algorithm}

- Gaussian elimination in order to perform:
  - Matrix inversion for square matrices
  - Assertion of linear independence
  - Reduction of the generator matrix of the public code to the systematic form
    (i.e. rewrite $G_{\text{pub}}$ as $[I_{dk} \| G'_{\text{pub}}]$)

It has to be noted that those operations were implemented with two variants. That is, one for the matrices with coefficients in $\mathbb{F}_2$ and one for the matrices with coefficients in $\mathbb{F}_{2^m}$. As the sizes of the matrices are quite small ($96 \times 96$ at maximum), the naive algorithms were actually faster than any optimized version. For example, the matrix multiplication is not using Strassen’s algorithm and matrix inversion is carried out using Gaussian elimination.

5 Algorithms Implementation

Loidreau’s proposed scheme consists of the three algorithms summarized in Section 3. Here we present our implementation for each of them.

5.1 Key generation

The key generation is pretty simple. It just requires to generate random matrices with coefficients in $\mathbb{F}_2$ or $\mathbb{F}_{2^m}$ of the right dimension and to ensure that they respect the conditions given in the scheme specification. If the randomly generated matrix does not fulfill the conditions, then repeat the process until one suitable candidate is found.

More precisely, the conditions are the following:

- The generators $g_1, \ldots, g_n$ of the Gabidulin code with generator matrix $G_{\text{priv}}$ are all linearly independent over $\mathbb{F}_2$. That is, the binary matrix

$$
\begin{bmatrix}
\hat{g}_{1,1} & \cdots & \hat{g}_{n,1} \\
\vdots & \ddots & \vdots \\
\hat{g}_{1,m} & \cdots & \hat{g}_{n,m}
\end{bmatrix},
$$

where $g_{i,j}$ is the $j$-th bit of $g_i$, has a rank equal to $n$. 
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- The $\lambda$ random elements of $\mathbb{F}_{2^m}$ which shall be seen as the basis of $V$ have to be linearly independent over $\mathbb{F}_2$.
- Matrices $P \in \mathcal{M}_n(V)$ and $S \in \mathcal{M}_m(\mathbb{F}_{2^m})$ should be non-singular.

Luckily, the density of non-singular matrices with coefficients in finite field is high (see (Maples, 2013)) and the sample-rejection strategy is guaranteed to be fast for the generation of $P$ and $S$ or even of $g_1, \ldots, g_n$ in the case where $m = n$.

### 5.2 Encryption

The encryption operation uses a matrix multiplication and a vector addition. Nevertheless, the generation of an error vector of a given rank is a tricky process. Indeed, the probability that a randomly generated $n \times m$ matrix with coefficients in $\mathbb{F}_2$ has a rank equal to the value specified in the scheme is low (see (Maples, 2013)). There is a need for a more optimized strategy. The idea is to generate $t$ random linearly independent vectors of $\mathbb{F}_{2^m}$ and then generate $n$ random linear combinations of those vectors. This is the method which is also used in (Deneuville et al., 2017). The pseudo-code of the error generation is given in Algorithm 3.

**Algorithm 3: Random error generation**

\begin{verbatim}
input : The binary field size $m$, the length of the error $n$ and the error rank $t$
output : A random element $e := \{e_1, \ldots, e_n\} \in \mathbb{F}_{2^m}^n$ such that $\text{rk}(e) = t$
while not linearly independent($b_1, \ldots, b_t$) do
  $b_1, \ldots, b_t \leftarrow \text{generate_random_vectors}(t, \mathbb{F}_{2^m})$
while $\text{rk}(e) \neq t$ do
  for $i$ from 1 to $n$ do
    $\text{rand} \leftarrow \{0, 1\}$
    $e_i = \sum_{k=1}^t \text{rand}_k \times b_k$
return $e$
\end{verbatim}

Even if highly unlikely, it could happen that the coefficient associated to one (or more) of the generating vectors is always zero. In that case, the error vector would have a rank lower than $t$. This is why the rank of the output error vector must be checked and, in case it does not fulfill the requirements of the scheme, another error vector must be generated.

### 5.3 Decryption

Given an encrypted message $y = xSG_{\text{priv}}P^{-1} + e$, the first step to decrypt it is to multiply $y$ by $P$ to obtain $yP = xSG_{\text{priv}} + eP$. After that, the Algorithm 11 might be used to obtain the corrected message which is equal to $xS$. Finally, the cleartext $x$ is computed by multiplying $xS$ and $S^{-1}$. Notice that $S$ is only needed during the public key generation but, for decryption, it is $S^{-1}$ the required matrix. Therefore, in our implementation we store $S^{-1}$ as part of the private key instead of $S$ in order to avoid the computations and memory consumption from the inversion in each decryption operation.

The core component of the decryption algorithm is the error detection and correction. In order to optimize this step, we use the algorithms provided in (Puchinger and
Here we provide the pseudo-code of the algorithms. We refer to the aforementioned papers for the proof that these algorithms correctly decode any error with rank less or equal to \( \lfloor (n-k)/2\lambda \rfloor \), and an in-depth explanation of the main idea. Essentially, this decoding procedure can be seen as the equivalent of Gao’s algorithm (Gao, 2003) for decoding Gabidulin codes. It outputs an evaluation polynomial of the estimated message thus avoiding to solve large linear equations systems depending on the syndrome. To the best of our knowledge, this is the fastest decoding procedure for Gabidulin codes. The algorithm takes advantage of the properties of linearized polynomials to achieve a sub-quadratic complexity. Since linearized polynomials are used in all the algorithms for decryption, we briefly recall their definition.

**Definition 3 (Linearized polynomials).** A linearized polynomial \( a(x) \in \mathbb{F}_{2^m}[x] \) is a polynomial of the form

\[
\sum_{i=0}^{d} a_i x^{2^i},
\]

where \( x^{[i]} = x^{2^i} \) and \( d \) is the 2-degree of \( a \), denoted as \( \deg_2(a) \) in this paper.

We will denote by \( \mathbb{L}_{2^m}[x] \) the space of all linearized polynomials of \( \mathbb{F}_{2^m}[x] \) and by \( \mathbb{L}_{2^m}[x]_{\leq s} \) the space of all linearized polynomials of \( \mathbb{F}_{2^m}[x] \) with maximum degree \( s \). When embedded with the standard addition \( + \) and composition \( \circ \), \( \mathbb{L}_{2^m}[x] \) is a left (right) euclidean ring. Meaning that we can define a left (right) division.

### 5.3.1 Algorithms notation

Given that the algorithms required to compute the decoding of a message are presented next, here we introduce the notation rules we have used:

- We denote as \( c_i \) the coefficient at position \( i \) from polynomial \( c \).
- We denote as Frobenius(x, n) the computation of the \( n \)-th iteration of Frobenius automorphism over \( x \).
- Given a linearized polynomial \( p \), we denote as \( p = 0 \) the assignment to \( p \) of a polynomial with all its coefficients being 0.
- Given a linearized polynomial \( p \), we denote as \( p = x \) to represent that \( p \) is the linearized polynomial with coefficient 1 in the lowest degree position (i.e. the coefficient of the term \( x \)) and 0s in all others.
- We use the notation \( U[i] \) to denote that \( U \) is a vector of elements in \( \mathbb{F}_{2^m} \) where we access its \( i \)th position.
- We use --- as the concatenation operation.
- We use \( \#U \) to denote the amount of elements of a vector \( U \).

### 5.3.2 Linearized polynomial multiplication

The first needed subroutine is the fast multiplication of two linearized polynomials. Recall that the multiplication in the ring \( \mathbb{L}_{2^m}[x] \) is actually the standard composition. The details of its implementation are in Algorithm 4.
Algorithm 4: Multiplication

\[ \text{Algorithm 4: Multiplication} \]

\[ \text{input : } a, b \in L_{2m}[x] \leq t \]
\[ \text{output: } c = a \circ b \in L_{2m}[x] \leq t \]

\[
\begin{aligned}
&\text{1 for } i \text{ from 0 to } \text{deg}_2(a) + \text{deg}_2(b) \text{ do} \\
&\quad y = 0 \\
&\quad \text{for } j \text{ from 0 to } i \text{ do} \\
&\quad\quad \text{if } j \leq \text{deg}_2(a) \text{ and } i - j \leq \text{deg}_2(b) \text{ then} \\
&\quad\quad\quad z = \text{Frobenius}(b_{i-j}, j) \\
&\quad\quad\quad z = z \cdot a_j \\
&\quad\quad\quad y = y + z \\
&\quad\quad c_i = y \\
&\quad \text{return } c
\end{aligned}
\]

5.3.3 Linearized polynomial divisions

As \( L_{2m}[x] \) is a Euclidean ring, we can define a division. As the multiplication in that ring is not commutative, there exist a well-defined left and right division. The fast algorithms for the left and right division are given by Algorithms 5 and 6, respectively.

Algorithm 5: LeftDivision

\[ \text{Algorithm 5: LeftDivision} \]

\[ \text{input : } a, b \in L_{2m}[x] - \{0\} \]
\[ \text{output : } q, r \in L_{2m}[x] \text{ such that } b \circ q + r = a \]

\[
\begin{aligned}
&\text{initialize: } r = a, \quad db = \text{deg}_2(b), \\
&\quad q = 0, \quad di = \text{deg}_2(r), \\
&\quad \text{if } di < db \text{ then} \\
&\quad\quad \text{return } q, r \\
&\quad \text{while } di \geq db \text{ do} \\
&\quad\quad q' = 0 \\
&\quad\quad q'_{di-db} = \text{Frobenius}(r_{di}/b_{db}, m - db) \\
&\quad\quad q = q + q' \\
&\quad\quad r = r + b \circ q' \\
&\quad\quad di = \text{deg}_2(r) \\
&\quad \text{return } q, r
\end{aligned}
\]

5.3.4 Right Linearized Extendend Euclidean Algorithm

We can use a Linearized version of the Euclidean Algorithm (LEEA) based on the divisions defined above. Given that only the version using right division is required, in Algorithm 7 we show the implementation of the right LEEA algorithm.

5.3.5 Minimal Subspace Polynomial (MSP) and Multi-Point Evaluation (MPE)

The next needed notion is the so-called Minimal Subspace Polynomial which is the linearized polynomial of minimal degree which vanishes over a subspace of \( F_m^{2n} \). Its existence and uniqueness is ensured by the following lemma.
Algorithm 6: RightDivision

\begin{algorithm}
\textbf{input} : $a, b \in L_{2m}[x] - \{0\}$
\textbf{output} : $q, r \in L_{2m}[x]$ such that $q \circ b + r = a$
\textbf{initialize}: $r = a$, $db = \deg_2(b)$, $q = 0$, $di = \deg_2(r)$,
\begin{enumerate}
    \item \textbf{if} $di < db$ \textbf{then}
    \item \quad \textbf{return} $q, r$
    \item \textbf{while} $di \geq db$ \textbf{do}
    \item \quad $q' = 0$
    \item \quad $q_{di-db} = r_{di}/\text{Frobenius}(b_{db}, di-db)$
    \item \quad $q = q + q'$
    \item \quad $r = r + q' \circ b$
    \item \quad $di = \deg_2(r)$
    \item \textbf{return} $q, r$
\end{enumerate}
\end{algorithm}

Algorithm 7: RightLEEA

\begin{algorithm}
\textbf{input} : $a, b \in L_{2m}[x]$ with $\deg_2(a) \geq \deg_2(b)$, stopping degree $d_{\text{stop}}$
\textbf{output} : $\tau, z, y \in L_{2m}[x]$ such that $\tau = z \circ a + y \circ b$ and $\deg_2(\tau) < d_{\text{stop}}$
\textbf{initialize}: $z = 0$, $y = x$, $v = 0$, $u = x$, $a' = a$, $b' = b$
\begin{enumerate}
    \item \textbf{while} $\deg_2(b) \geq d_{\text{stop}}$ and $a \neq 0$ \textbf{do}
    \item \quad $q, r = \text{RightDivision}(b', a')$
    \item \quad $l = z + q \circ u$
    \item \quad $i = y + q \circ v$
    \item \quad $b' = a'$, $d' = r$
    \item \quad $z = u$, $y = v$
    \item \quad $u = l$, $v = i$
    \item \quad $\tau = b'$
    \item \textbf{return} $\tau, z, y$
\end{enumerate}
\end{algorithm}
Lemma 1 (Minimal Subspace Polynomial (MSP), (Lidl and Niederreiter, 1997)). Let \( U \) be a linear subspace of \( \mathbb{F}_2^m \). Then there exists a unique nonzero monic polynomial \( M_U \in \mathbb{L}_2^m \) of minimal degree such that \( \ker M_U = U \). Its degree is \( \dim U \).

Algorithm 8 is used to find the MSP of a subspace of \( \mathbb{F}_2^m \) and requires another operation called Multi-Point Evaluation (MPE) which outputs the evaluation of a linearized polynomial over a set of points in \( \mathbb{F}_2^m \). The algorithm to compute MPE is presented in Algorithm 9. Both algorithms apply the divide and conquer strategy and call each other recursively.

**Algorithm 8: MSP**

**Input:** Generating set \( U = u_1, \ldots, u_s \) of a subspace \( U \in \mathbb{F}_2^m \)

**Output:** \( p \in \mathbb{L}_2^m [x] \leq s \) such that \( p(u_i) = 0 \) for each \( i \in \{1, \ldots, s\} \)

1. if \( s = 1 \) then
2.   if \( U[1] = 0 \) then
3.     return \( p = x \)
4.   else
5.     return \( p = x - U[1] \)
6. else
7.   for \( i \) from 1 to \( \lfloor s/2 \rfloor \) do
8.     \( A[i] := U[i] \)
9.   for \( i \) from \( \lceil s/2 \rceil + 1 \) to \( s \) do
10.    \( B[i - \lfloor s/2 \rfloor] := U[i] \)
11.  \( a = \text{MSP}(A) \)
12.  \( P' = \text{MPE}(a, B) \)
13.  \( b = \text{MSP}(P') \)
14.  return \( p = b \circ a \)

5.3.6 Interpolation

The last subroutine is shown in Algorithm 10 and depicts an instantiation of the interpolation algorithm optimized for linearized polynomials which also uses the MSP and MPE Algorithms 8, 9.

5.3.7 Gabidulin Decoding

Finally, we present the main decoding procedure in Algorithm 11. One can immediately spot that the second step of this procedure is only depending on the generators of the chosen Gabidulin code which is part of the private key. Hence, one can store the \( \text{MSP}(\langle g_1, \ldots, g_n \rangle) \) into the private key to optimize the decoding speed at the price of memory consumption. Notice that, the value \( v \) computed in the RightLEEA step is the error span polynomial as defined in (Wachter-Zeh, 2013).

6 Performance results

Our software implementation has been designed as an extension of the Open Quantum Safe (OQS) project (Mosca et al., 2017). The main motivation was to be able to com-
Algorithm 9: MPE

\[ \begin{align*}
\text{input : } & a \in \mathbb{L}_2[x]_{\leq s}, \{u_1, \ldots, u_s\} \in \mathbb{F}_{2^m}^s, \\
\text{output: } & \text{Vector } A = [a(u_1), \ldots, a(u_s)] \in \mathbb{F}_{2^m}^s \\
\text{1 if } a = 0 \text{ then } & \text{return } A = [0_1, \ldots, 0_s]; \\
\text{2 if } s = 1 \text{ then } & \\
\text{3 for } i \text{ from } 0 \text{ to } \deg_2(a) \text{ do } & \\
\text{4 } & \sigma = 0 \\
\text{5 } & \text{return } A = [\sigma] \\
\text{6 else } & \\
\text{7 for } i \text{ from } 1 \text{ to } \lfloor s/2 \rfloor \text{ do } & \\
\text{8 } & A[i] = U[i] \\
\text{9 for } i \text{ from } \lfloor s/2 \rfloor + 1 \text{ to } s \text{ do } & \\
\text{10 } & B[i - \lfloor s/2 \rfloor] = U[i] \\
\text{11 } & w = \text{MSP}(A) \\
\text{12 } & w' = \text{MSP}(B) \\
\text{13 } & q, r = \text{RightDivision}(a, w) \\
\text{14 } & q', r' = \text{RightDivision}(a, w') \\
\text{15 } & \text{return } A = \text{MPE}(r', A) \| \text{MPE}(r', B)
\end{align*} \]

Algorithm 10: Interpolation

\[ \begin{align*}
\text{input : } & (w_1, y_1), \ldots, (w_s, y_s) \in \mathbb{F}_{2^m}^2, x_i \text{ linearly independent over } \mathbb{F}_2 \\
\text{output: } & \text{Interpolation polynomial } p \text{ such that } p(w_i) = y_i \text{ for all } i \in \{1, \ldots, s\} \\
\text{1 if } s = 1 \text{ then } & \text{return } [y[1]/w[1]] \\
\text{2 else } & \\
\text{3 for } i \text{ from } 1 \text{ to } \lfloor s/2 \rfloor \text{ do } & \\
\text{4 } & A[i] = w[i] \\
\text{5 for } i \text{ from } \lfloor s/2 \rfloor + 1 \text{ to } s \text{ do } & \\
\text{6 } & B[i - \lfloor s/2 \rfloor] = w[i] \\
\text{7 } & p = \text{MSP}(A) \\
\text{8 } & p' = \text{MSP}(B) \\
\text{9 } & Z = \text{MPE}(p', A) \\
\text{10 } & Z' = \text{MPE}(p, B) \\
\text{11 } & I = \text{Interpolation}(Z, [y[1], \ldots, y[#Z]]) \\
\text{12 } & I' = \text{Interpolation}(Z', [y[#Z], \ldots, y[#Z + #Z']]) \\
\text{13 } & \text{return } I \circ M' + I' \circ M
\end{align*} \]
Algorithm 11: Gabidulin Decoding

\[\begin{align*}
\textbf{input} & : \text{Received word } r \in \mathbb{F}_{2^m}^n \text{ and the } \text{Gab}_k, n \text{ code generators } \\
& \{g_1, g_2, \ldots, g_n\} \\
\textbf{output}: & \text{Corrected codeword } z, \text{ or a decoding failure message} \\
1 & \tilde{r} = \text{Interpolation}(g, r) \\
2 & M = \text{MSP}(g) \\
3 & r, u, v = \text{RightLEEA}(M, \tilde{r}, [(n+k)/2]) \\
4 & z, p = \text{LeftDivision}(r, v) \\
5 & \text{if } p = 0 \text{ then} \\
6 & \text{return } z \\
7 & \text{else} \\
8 & \text{return ”Decoding Failure”}
\end{align*}\]

pare our scheme with the other available cryptosystems under the same conditions. We have integrated DRANKULA in the OQS library and have performed the automated benchmarks. The benchmarks have been run on a MacBook Pro 2017, 2.9 GHz Intel Core i7, 16 GB 2133 MHz LPDDR3.

Table 2 presents the OQS benchmark results. As can be observed, DRANKULA has a faster key generation than McBits as well as a significantly lower public key size. Moreover, our scheme is faster than SIDH for encryption and decryption, but that comes at the price of a larger ciphertext. Same results apply to SIKE. Although RLWE BCNS15 has the best key generation performance, its encryption is substantially worse than DRANKULA with respect to both performance and ciphertext size.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Class. sec.</th>
<th>PQ sec.</th>
<th>operation</th>
<th>mean CPU cycles</th>
<th>Bytes comm.</th>
</tr>
</thead>
<tbody>
<tr>
<td>McBits</td>
<td>128</td>
<td>-</td>
<td>Key gen.</td>
<td>196,718,429</td>
<td>311,736</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Encryption</td>
<td>72,952</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Decryption</td>
<td>331,282</td>
<td></td>
</tr>
<tr>
<td>DRANKULA</td>
<td>128</td>
<td>78</td>
<td>Key gen.</td>
<td>159,808,905</td>
<td>7,936</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Encryption</td>
<td>115,975</td>
<td>504</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Decryption</td>
<td>7,761,451</td>
<td></td>
</tr>
<tr>
<td>SIDH</td>
<td>126</td>
<td>84</td>
<td>Key gen.</td>
<td>70,672,623</td>
<td>378</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Encryption</td>
<td>143,629,801</td>
<td>378</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Decryption</td>
<td>56,956,858</td>
<td></td>
</tr>
<tr>
<td>SIKE</td>
<td>126</td>
<td>84</td>
<td>Key gen.</td>
<td>77,602,053</td>
<td>378</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Encryption</td>
<td>126,294,194</td>
<td>402</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Decryption</td>
<td>134,851,945</td>
<td></td>
</tr>
<tr>
<td>RLWE BCNS15</td>
<td>163</td>
<td>76</td>
<td>Key gen.</td>
<td>1,807,319</td>
<td>4,096</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Encryption</td>
<td>2,895,648</td>
<td>4,223</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Decryption</td>
<td>297,673</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Performance comparison between different post-quantum cryptography schemes using OQS.

Tables 3 and Table 4 show DRANKULA’s performance for the three levels of security considered in this work, and for an implementation without and with carry-less multiplication optimization, respectively. As observed, a simple software optimization as is the carry-less multiplication provides a significant performance improvement.
Table 3: Performance comparison for different security levels without carry-less multiplication

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Class. sec.</th>
<th>PQ sec.</th>
<th>operation</th>
<th>mean CPU cycles</th>
<th>Bytes comm.</th>
</tr>
</thead>
<tbody>
<tr>
<td>DRANKULA 128</td>
<td>78</td>
<td>Key gen.</td>
<td>717,478,286</td>
<td>7,936</td>
<td></td>
</tr>
<tr>
<td>Encryption</td>
<td>1,167,473</td>
<td>504</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decryption</td>
<td>64,645,692</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DRANKULA 192</td>
<td>104</td>
<td>Key gen.</td>
<td>1,405,999,903</td>
<td>15,120</td>
<td></td>
</tr>
<tr>
<td>Encryption</td>
<td>2,154,776</td>
<td>852</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decryption</td>
<td>131,834,096</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DRANKULA 256</td>
<td>139</td>
<td>Key gen.</td>
<td>3,537,521,289</td>
<td>27,648</td>
<td></td>
</tr>
<tr>
<td>Encryption</td>
<td>3,887,225</td>
<td>1,152</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decryption</td>
<td>276,356,299</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Performance comparison for different security levels with carry-less multiplication

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Class. sec.</th>
<th>PQ sec.</th>
<th>operation</th>
<th>mean CPU cycles</th>
<th>Bytes</th>
</tr>
</thead>
<tbody>
<tr>
<td>DRANKULA 128</td>
<td>78</td>
<td>Key gen.</td>
<td>159,808,905</td>
<td>7,936</td>
<td></td>
</tr>
<tr>
<td>Encryption</td>
<td>115,975</td>
<td>504</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decryption</td>
<td>7,761,451</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DRANKULA 192</td>
<td>104</td>
<td>Key gen.</td>
<td>281,555,550</td>
<td>15,120</td>
<td></td>
</tr>
<tr>
<td>Encryption</td>
<td>209,117</td>
<td>852</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decryption</td>
<td>127,45,290</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DRANKULA 256</td>
<td>139</td>
<td>Key gen.</td>
<td>544,649,920</td>
<td>27,648</td>
<td></td>
</tr>
<tr>
<td>Encryption</td>
<td>320,951</td>
<td>1,152</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decryption</td>
<td>23,559,649</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

7 A note on a side-channel resistant implementation

When implementing a new cryptosystem there is always the challenge of finding the fastest way to compute each algorithm. As we detailed in the previous sections, the approach to implement the operations required in each algorithm could be done in different manners. A typical technique to speed up an implementation is to remove operations under certain conditions or to compute the same in a different way depending on the inputs (i.e., by means of branching). This conditional execution is usually exploited by side-channel attackers who try to gather information about the inputs of operations by studying the time difference or any other physical measurement that may lead to some information leakage.

The fact that an implementation is weak against some side-channel attack does not mean that the cryptosystem itself is not secure. It usually means that some performance improvements must be modified from the implementation so that secret information remains secure. Nevertheless, nowadays performance is such an important property for cryptosystems that the lack of an efficient implementation may end up with the cryptosystem becoming not used at all and eventually obsolete.

One alternative to protect an implementation from side-channel attacks is by means of constant-time operations. This way, the operations required by each algorithm take the same time no matter the input and, therefore, an attacker can only extract information about the operations, which might be public, but not about the inputs and outputs. The main drawback of this approach is that the cost of the algorithms is heavily increased. For this reason, we propose to modify only a subset of operations to be constant-time, and we analyze the information leaked to check the feasibility of ob-
taining any knowledge of the secret key, or the error generated during encryption, from the leaked data.

We propose to only modify some algorithms used for the decryption procedure in order to make them constant time, namely: the linearized polynomial addition, the linearized polynomial multiplication and part of the Minimal Subspace Polynomial. The first modification is simple, we just computed the addition for all the elements and checked the degree by iterating over all the positions. For the multiplication, in Algorithm 12 we modified a little bit the previous Algorithm 4 to avoid conditional instructions in the loop. We also computed the multiplication up to the maximum degree, not only up to the degree of the polynomials.

Algorithm 12: Constant-Time Multiplication

\[
\text{Algorithm 12: Constant-Time Multiplication}
\]

\[
\text{input} : \ a, b \in L_{2^n}[x]_{\leq n+1}
\]
\[
\text{output: } c = a \circ b \in L_{2^n}[x]_{\leq n+1}
\]

1. \textbf{for} \ i \ from \ 0 \ to \ n + 1 \ \textbf{do}

2. \ \ \ \ y = 0

3. \ \ \ \ \textbf{for} \ j \ from \ 0 \ to \ i \ \textbf{do}

4. \ \ \ \ \ \ \ z = \text{Frobenius}(b_{i-j}, j)

5. \ \ \ \ \ \ \ z = z \cdot a_j

6. \ \ \ \ \textbf{if} \ j \leq \deg(a) \ \text{and} \ i - j \leq \deg(b) \ \textbf{then}

7. \ \ \ \ \ \ \ y = y + z

8. \ \ \ \ \textbf{else}

9. \ \ \ \ \ \ \ y = y + 0

10. \ \ \ \ \ c_i = y

11. \ \ \ \ \ \ \ \ \textbf{return} \ c

Finally, the changes in MSP only affected the initial conditions to return values. In Algorithm 8 we returned either 1 or 2 values depending if the input subspace is 0 or not. This would leak information of the 0s in the input subspace. To prevent that from happening we generated the same result but we fill the polynomial with a 0 in the second position. More precisely, we change the return value so instead of the return statement in Algorithm 8 line 4, we return \( p = x - 0 \).

We have chosen only these three operations because our analysis showed that with these changes, the decryption would not leak not enough information to threaten the security of the cryptosystem. Indeed, the unmodified operations are: interpolation, rightLEEA and left / right division, which usually take polynomials of the same degree as inputs at a given recursion degree.

Table 5 shows the performance of our constant-time implementation of DRANKULA for the same three security levels that we have considered in our work. It must be noted that our solution uses the carry-less multiplication and, as the constant-time implementation only affects the decryption, we skip the other two operations. Results show that decryption is heavily impacted when the countermeasures are put in place.

The only identified cases where an attacker would observe a timing difference are the following:

1. The interpolation polynomial \( \tilde{r} \) is of 2-degree less than \( n - 1 \): the attacker would be able to learn that the point \((g_n, r_n)\) is already part of the graph of the interpolation polynomial of \( \{(g_i, r_i)\}_{1 \leq i < n} \). As the attacker does not have any control
on the $g_i$ and neither on the $r_i$s (as they are actually the coefficients of $cP$ where $P$ is unknown to him), he will not be able to extract any meaningful information.

2. The degree controlling the number of iterations in the loop of RightLEEA or the right division is decreasing more than 1: the attacker would observe in the best case that the Interpolation polynomial $\tilde{r}$ divides the MSP of the generators of the Gabidulin code. Again, as the coefficients of $\tilde{r}$ are actually depending on the coefficients of $cP$, then the attacker will not gain any valuable knowledge on the private key.

Nevertheless, a deeper analysis of the possible leakages through timing analysis constitutes a path for future works.

### Table 5: Performance comparison for different security levels of the constant-time implementation with carry-less multiplication

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Class. sec.</th>
<th>PQ sec.</th>
<th>operation</th>
<th>mean CPU cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>DRANKULA</td>
<td>128</td>
<td>78</td>
<td>Decryption</td>
<td>314,116,991</td>
</tr>
<tr>
<td>DRANKULA</td>
<td>192</td>
<td>104</td>
<td>Decryption</td>
<td>878,204,550</td>
</tr>
<tr>
<td>DRANKULA</td>
<td>256</td>
<td>139</td>
<td>Decryption</td>
<td>2,662,744,720</td>
</tr>
</tbody>
</table>

#### 8 Conclusions and future work

This work is presenting a software implementation of DRANKULA, a rank based McEliece-like cryptosystem with deterministic decryption presented in (Loidreau, 2017), and its performance results. We address several caveats of the scheme when carrying out a practical implementation, and we provide three sets parameters targeting 64, 96 and 128 bits of post-quantum security. In addition we provide the pseudocode for the main subroutines of our algorithms, which might be helpful to the community to continue investigating this scheme. Results show that DRANKULA is a viable alternative to other post-quantum cryptography schemes and efficient in terms of key sizes and computational complexity. We end up providing a note on a side-channel resistant implementation of our proposal. As future work it would be interesting to formally investigate the IND-CCA and IND-CPA properties of DRANKULA.
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