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Abstract. Secure Report is the problem of retrieving from a database table (e.g. on the cloud) all records matching specified attributes, as in SQL SELECT queries, but where the query and possibly the database are encrypted. Here, only the client has the secret key, but still the server (e.g. cloud owner) can compute and return the encrypted result. Secure report is theoretically possible with Fully Homomorphic Encryption (FHE). However, the current state-of-the-art solutions are realized by a polynomial of degree that is at least linear in the number \(m\) of records, which is too slow in practice even for very small databases. Nevertheless, in this work we present the first algorithm for secure report that is realized by a polynomial of degree polynomial in \(\log m\), as well as the first implementation of secure (FHE) report. This is by suggesting a novel paradigm that forges a link between cryptography and modern data summarization techniques known as core-sets, and sketches in particular. The key idea is to compute only a core-set of the desired report. Since the core-set is small, the client can quickly decode the desired report that the server computes after decrypting its core-set. We implemented our main reporting system including all its sub-routines in an open source library. This is the first implemented system that can answer such database queries under the strong secure notion of FHE. As our analysis promises, the experimental results show that we can run secure report queries on billions records compared to few thousands in previous FHE papers. We hope that our results and open code would lead to the first FHE database engine in the near future.
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1 Introduction

Storage and computation have become a commodity with many organizations and individuals (client) outsourcing storage and computation to large third-party systems often called “the cloud” (server). Usually this requires the client to reveal its private records to the server so that the server would be able to run the computations for the client. With e-mail, medical, financial and other personal information transferring to the cloud, it is paramount to guarantee privacy on top of data availability while keeping the correctness of the computations.

Fully Homomorphic Encryption (FHE) [56, 33, 34] is an encryption scheme that facilitates secure outsourcing of computation due to its special property of enabling computing on encrypted data; see a survey in [42]. Specifically, FHE allows computing any algorithm on encrypted input (ciphertexts), with no decryption or access to the secret key that would compromise secrecy, yet succeeding in returning the encryption of the desired outcome.

Secure outsourcing of computation using FHE is conceptually simple: the client sends the ciphertext \([x]\) encrypting the input \(x\) and receives the ciphertext \([y]\) encrypting the
output \( y = f(x) \), where the computation is done on the server’s side requiring no further interaction with the client. This gives a single round protocol and with low communication; specifically the communication complexity is proportional only to the sizes of the input and output ciphertexts (in contrast to communication proportional to the running time of computing \( f() \) when using prior secure multi-party computation (MPC) techniques [62, 37]). The semantic security of the underlying FHE encryption ensures that the server learns no new information on the plaintext input and output from seeing and processing the ciphertexts.

A main challenge for designing algorithms that run on data encrypted with fully (or leveled) homomorphic encryption (FHE) is to present their computation as a low degree polynomial \( f() \), so that on inputs \( x \) the algorithm’s output is \( f(x) \) (see examples in [52, 39, 49, 64, 17, 51, 30]). Otherwise, a naive conversion resulting in a high degree polynomial \( f() \) would typically be highly impractical for the current state-of-the-art FHE implementations, where running time is rapidly growing with degree and the multiplicative depth of the corresponding circuit.

1.1 Secure Report Problem Statement

Secure report using FHE is a variant of secure search that has been a leading example for FHE applications since Gentry’s breakthrough result construction the first FHE candidate [33]. We consider the secure report problem of retrieving from an unsorted data array \( = (x_1, \ldots, x_m) \) all pairs

\[
I = \{(i, x_i) \mid i \in \{1, \ldots, m\}, x_i = \ell\}
\]  

of items matching a given lookup value \( \ell \) where both input and output are encrypted FHE. In this example, we consider the matching criteria being the equality test. More generally, we consider a criteria given by a function \( \text{isMatch}(x_i, \ell) \) which determines whether \( x_i \) matches the query \( \ell \). See discussion below. We remark that in the context of secure retrieval from a database, we think of array as the database table (or a specific column), and \( \ell \) the query.

Our complexity goals are different for the server and for the client. Since the server evaluates a polynomial using FHE operations, our goal is to minimize its degree. The client, on the other hand runs a Turing machine and our goal is to minimize its running time. In addition, we aim for a protocol with as little communication as possible.

In the context of secure outsourcing, we focus on protocols with low communication complexity, where the size of the communication is proportional to the size of the input (the query) and the output. Here we assume array is pre-loaded to the server and not a part of the input.

**Definition 1 (Secure Report).** The server holds an unsorted array of encrypted values (previously uploaded to the server, and where the server has no access to the secret decryption key):

\[
[array] = ([x_1], \ldots, [x_m])
\]

(here and throughout this work, [msg] denotes the ciphertext encrypting message msg; the encryption can be any fully, or leveled, homomorphic encryption (FHE) scheme, e.g. [8]). The client sends to the server an encrypted lookup value [\( \ell \)]. The server returns to the client a set of encrypted indices, value pairs

\[
[y] = \{([i_1], [x_{i_1}]), ([i_2], [x_{i_2}]), \ldots\}
\]

satisfying the condition:

\( \text{isMatch}(x_i, \ell) = 1 \), for \( i = i_1, i_2, \ldots \)
for isMatch() a predicate specifying the search condition (see discussion below on using generic predicates). More generally, \( y \) may be a value (sketch) from which the client can compute the set \( \{ (i_1, x_{i_1}), \ldots \} \) (decode).

We say the client / server / protocol is efficient if the following holds:

- The client is efficient if its running time is polynomial in the time to compute \( |\ell| \) encryptions and \( |I| \log m \) decryptions of the underlying FHE (for \( |\ell| = \log m + |x_i| \) the bit representation length of the input and \( |I| \) is size of the output as defined in 1).
- The server is efficient if the polynomial \( f([array], [\ell]) \) it evaluates to obtain \([y]\) is of degree polynomial in \( \log m \) and the degree of isMatch(), and of size (i.e., the overall number of addition and multiplication operations for computing \( f \)) polynomial in \( n \) and the size of isMatch.
- The protocol is efficient if both client and server are efficient and the communication is of size proportional to the size of the input, \(|\ell|\), and the output, \(|I| \log m\).

We call the client / server / protocol inefficient otherwise.

**Generic isMatch() predicate.** The predicate isMatch() in Definition 1 is a generic predicate that can be instantiated to any desired functionality (with complexity affected accordingly, see Theorem 1). Moreover, a concise specification of isMatch() can typically be used, e.g., by the client providing the function’s name. For example, most generally, isMatch() can be a universal circuit and \( \ell \) a full specification of the predicate defining the matching values. Alternatively, giving a more concrete instantiation, we can extend the search query to provide the name for a particular isMatch() circuit to be used, chosen from a commonly known set of options (for example, equality operator, conjunction/disjunction query, range query, similarity condition, and so forth). Even more concretely, we can fix a particular predicate in advance, say, the equality condition isMatch(\( x_i, \ell \)) = 1 if-and-only-if \( x_i = \ell \). Looking ahead, our experiments are for the latter case; nonetheless, our results are general and apply to any generic isMatch() condition (see Theorem 1).

A toolbox of concrete instantiations of isMatch predicate on FHE encrypted data has been provided by prior works [63, 18, 50, 16, 47, 59, 48], including for example efficient implementations for computing Hamming and edit distances. These works focus on efficiently computing the isMatch predicate given the two values \( x_i \) and \( \ell \). This is then employed to either give a YES/NO answer on whether a match exists in the data array (but without returning the matching record or its index), or returning the length \( n \) indicator vector \( \chi = \) isMatch(\( x_1, \ell \)), \ldots, isMatch(\( x_m, \ell \)) indicating for each record \( x_i \) whether or not it is a match to the lookup value \( \ell \). In this work we focus on the complementary problem of retrieving the set \( \{ i_1, i_2, \ldots \} \), while using as a black-box the provided isMatch criterion.

**Threat Model.** The functionality that our protocols implement has client’s input (array, \( \ell \)); client’s output the retrieved pairs \( \{ (i_1, x_{i_1}), \ldots \} \); and the server has no input or output beyond the shared parameters, including most notably, the number of data records, the sizes of records and lookup values and the size of the output. In Section 3.1.2 we discuss how the size of the output can be hidden from the server if we allow inefficient communication.

The adversaries we address are computationally-bounded semi-honest adversaries controlling the server. Namely, the adversary follows the protocol, but may try to learn additional information. We point out that there is no need to consider adversaries controlling the client because the server has no input/output.

Our security requirement is that the adversary learns no information from participating in the protocol beyond what is explicitly leaked in the shared parameters. In particular, if
the client issues the protocols with one of two adversarially-chosen equal size lookup values 
(similarly, data arrays), the adversary controlling the server cannot distinguish between 
them. Looking ahead, security follows immediately from the semantic security of the FHE 
scheme.

Applications of secure report on FHE encrypted data are abundant in the context 
of secure outsourcing of computation to an untrusted party (“the cloud”/ the server), 
examples including:

- Secure retrieval from a database
- Secure search in images corpus’ tags
- Secure search in text documents
- Secure search in genomic data

In all applications, the lookup value and data (database, images/tags, text documents, 
genomic data) are encrypted by the client prior to being sent to the server, to ensure their 
secrecy.

The most relevant applications arise in settings where data pre-sorting or pre-indexing is 
infeasible, and linear scan of the data is used regardless of security. These are particularly 
appealing scenarios due to known lower bounds necessitating a linear scan for securely 
searching on FHE encrypted data. Such applications arise for example in settings with:

- A-priori unknown matching criterion, as in ad-hoc SQL queries and our generic 
  isMatch predicate, where indexing is impossible;
- Versatile matching criteria requiring indexes of size exponential in the number of 
  attributes, as in range queries on high dimensional data;
- Streaming data with each element discarded by the client immediately after being 
  encrypted and uploaded to the server, making pre-sorting the entire clear-text data 
  impossible;
- Low capacity client that is too weak to store/sort the clear-text data, as in Internet-
  of-Things (IoT) devices;
- Fragmented data uploaded to the server from multiple distinct clients (e.g., agents/users/devices) 
  with no single entity that holds and can pre-sort the entire clear-text data.

Our main motivation in this paper is to answer affirmatively the following question: Is 
there an efficient secure report protocol?

1.2 Related Works

Secure search has been extensively studied employing a variety of cryptographic tools 
leading to solutions with versatile properties.

Most relevant scenario: Secure search on FHE encrypted data. The scenario 
most relevant to our settings is secure search on FHE encrypted data [34], when focusing on 
the single server settings and on protocols with a single-round communication of bandwidth 
growing only with the size of the encrypted input and output. We note that a linear scan 
of the data on the server’s side is necessary for those settings.

Private Information Retrieval (PIR) [20] constructions for these settings appeared early 
on [33, 9, 29]. PIR allows a client to retrieve data from a server while hiding both the

---

1Note that securely sorting an encrypted array is believed to be harder than secure report; furthermore, 
in-order insertion to an encrypted array seems to require secure search as a prerequisite.
Figure 1: Overview of the suggested system for reporting the indices $I = \{2, 4, 5\}$ of the lookup value $\ell = 5$ in the array $(1, 5, 3, 5, 5, 4, 2)$. Green and blue titles correspond to algorithms that run on the client’s and server’s side, respectively. The rightmost boxes represent encrypted saved versions of the array. After the client calls REPORT on the right, a version is computed from the shared memory (top right) to each of the few ring values (only $q = 5$ is shown). ISMATCH (bottom right) contains binary results for each ring. The client computes the number $|I|$ of occurrences (bottom left) of $\ell$ in the array, by applying the CRT-Coreset on the COUNT results that are computed by the server. It then computes the closest power of 2 for $|I|$ (i.e., $s^* = 4$), decrypts the corresponding sketched vector $(y_s = 4)$, and ignores the other sketches. The client then compute $I$ efficiently from $y_s$. Each sketch vector is computed by the server using CRT-Coreset which computes, for every ring’s size $q$, its REPORTCoreset (in the middle) that uses ISMATCH = array − (ℓ, · · · , ℓ) for $q$ (bottom right).
uniqueness necessitates specifying which matching item to retrieve. In [2] the retrieved item is the first match; whereas retrieving subsequent items requires further interaction, one-round for each retrieved item.

**Other scenarios: relaxed settings.** Numerous other related works on secure search are relevant, if relaxing the above settings to allow, for example, $k > 1$ servers, $r > 1$ rounds, communication bandwidth growing with database size $m$ or with complexity of the computed functionality, or information leakage on query and access pattern, etc.

When allowing $k > 2$ non-colluding servers, fast private queries on public data systems were presented in [5, 60].

When allowing $r > 1$ rounds, log $m$ communication overhead, and client maintaining and updating state – Oblivious RAM (ORAM) [36] enable hiding data access patterns with sub-linear server time (breaking the linear scan barrier of our settings).

When allowing communication bandwidth to grow with the time to compute the search functionality, classical “pre-FHE” secure two-party computation (2PC) techniques can be employed, such as garbled circuits and secret sharing [62, 38].

When allowing information leakage, as in leaking access and query patterns or revealing order, searchable and structured encryption (SE and STE) [58, 13] allow for highly efficient construction, achieving approaching plaintext search time; yet, with questionable security guarantee.

**Table 1:** Comparison to related work for securely reporting lookup records in a database column as in Definitions 2. We compare only protocols that have efficient communication complexity as defined in Definition 1, so for example, for PIR that means only a constant number of elements can be retrieved.

<table>
<thead>
<tr>
<th>Algorithm and Papers</th>
<th>Efficient Client</th>
<th>Efficient Server</th>
<th>Multiple Matches</th>
<th>Returns All Matches</th>
<th>Returns Records</th>
<th>Provably Secure</th>
<th>Records Per Min.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Searchable Encryption [6, 58]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>$10^9$</td>
</tr>
<tr>
<td>PIR [9, 29, 12, 57]</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>$10^9$</td>
</tr>
<tr>
<td>Secure Pattern Matching [63, 18, 50, 16, 59, 48]</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>$10^4$</td>
</tr>
<tr>
<td>PSI [14]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>$10^4$</td>
</tr>
<tr>
<td>Secure Search [2]</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>$10^4$</td>
</tr>
<tr>
<td>This paper: Direct method</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>$10^3$</td>
</tr>
<tr>
<td>This paper: CHELib</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>$10^9$</td>
</tr>
</tbody>
</table>

### 1.3 Our Contribution

The main goal of this paper is to introduce a novel paradigm, called *coresets for homomorphic encryption* (CHE), that forges a link between data summarization techniques (known as core-sets or sketches) and cryptography. It enabled us to reduce dramatically the theoretical guarantees for both the degree and communication by removing the dependency of the polynomial in the database size. An overview of the specific example application of this paper is shown in Fig. 1.

While it is not clear if FHE versions exist for many classic tasks, such as search and report over an array, our paradigm suggests instead to return a coreset for these problems. Our technique was already used to solve the secure search problems (where the output of the report is too large) in [2], and we expect it to be used for solving many other problems in the future and turns FHE into more practical paradigm.

To this end, we also provide experimental results with corresponding open C++ library code showing that our new algorithms that are based on this paradigm, can run secure
computation on billions of database records compared to hundred-thousands entries via the prior algorithm. Furthermore, as shown by both our analysis and experiments, this size grows near-linearly with the number of machines on the cloud.

The second goal of this paper is to introduce practical yet simple analysis and empirical tools for the applied crypto community and software engineers. To this end, this paper assumes no background in cryptography. Readers that wish to skip the proofs can still learn the pseudo code in this paper or evaluate the companion open code library [53].

More specifically, we suggest the following contributions:

1. New paradigm: coresets for homomorphic encryption (CHE) which proves that techniques that are traditionally used for data summarization, can be used to speed up the running time of secure database queries toward practical homomorphic encryption with both provable and empirical guarantees for their performance. See Section 1.4.

2. Example coresets to demonstrate our paradigm. The first CHE is called a Report Coreset since it is the main tool of our report application below. It combines ideas from Group Testing [31] and Sketch Matrices to allow the secure compression of large sparse vectors (the desired indices) via a low-degree polynomial, such as sketch matrix which are linear operators. See Sections 3 and 4. The second CHE is called CRT-Coreset since its goal is to allow the usage of the Chinese Remainder Theorem on the output.

3. Example application to demonstrate our coresets. We provide the first polynomial-time secure algorithms for answering database report queries of the form “which records contains a specific lookup value”.

4. Experimental results. We implemented our algorithms and turned them into a secure database system, with preliminary experimental results. As expected by our analysis, we can now answer report queries on database of few billion entries in few minutes on a single machine, instead of millions taking roughly a day with the prior state-of-the-art. See Section 5.

5. Open Source Library of Coresets for Homomorphic Encryption (CHELIB) based on HElib [41] is provided for the community, to reproduce our experiments, to extend our results for real-world applications, and for practitioners at industry or academy that wish to use these results for their future papers or products. See [3].

We hope that our algorithms and software library will not only be extended to a general secure SQL open library in the near future by future papers, but also forge a link between the cryptography and data summarization experts.

1.4 New Paradigm: Coresets for Homomorphic Encryption (CHE)

Coreset is a data summarization $C$ of a set $P$ of items (e.g. points, vectors or database records) with respect to a set $Q$ of queries (e.g. models, shapes, classifiers, points, lines) and a loss function $f$, such that $f(P, q)$ is approximately the same as $f(C, q)$ for every query $q \in Q$. The goal is to have provable bounds for (i) the size of $C$ (say, $1/\varepsilon$), (ii) the approximation error (say, $\varepsilon \in (0, 1)$) and (iii) construction time of $C$ given $(P, Q, f)$. We can then run (possibly inefficient) existing algorithms and heuristics on the small coreset $C$, to obtain provably approximated solution for the optimal query (with respect to $f$) of the original data.

Sketches are a special type of coresets, where given an $m \times d$ matrix $P$ and a “fat”, $s \times m$ matrix $A_{s,m}$, with $s \ll m$, the result $C = A_{s,m}P$ is a $s \times d$ (“sketch”) vector. Many
problems can be solved on the sketch $C$ instead of the long vector $P$, by designing a corresponding (sketch) matrix $S$. For example, if the entries of $S$ are random standard Gaussian variables, then we can approximate the $k$-means problem on $C$ by the Johnson-Lindenstrauss Lemma; see [7]. In this paper we use sketches in the context of compressed sensing, or more precisely, Group Testing [31].

The coreset is a paradigm in the sense that its exact definition, structure and properties change from paper to paper. The term “coreset” was coined by Agarwal, Har-Peled, and Varadarajan [1] and originally used for optimization in computational geometry (e.g. [54, 21, 11]). Since then coresets were used in fields such as machine learning (e.g. [44, 10]), numerical algebra [61], graph theory (e.g. [27]), time series [45, 55, 35] streaming [24, 32, 22, 25] and pattern recognition [15, 23, 40, 26, 43].

**Coresets for Homomorphic Encryption (CHE).** In this paper we suggest a new paradigm that is inspired by the coreset paradigm, but for a very different application and context. Instead of running the complete secure algorithm on the server side and encrypted data, the server computes only (encrypted) coresets for the problem at hand and sends them back to the client. Since the coresets are small, communicating them to the client, decrypting them, and decoding the desired result from the coreset is relatively fast and require only little additional time on the client side.

In this paper we introduce the first two CHEs: one for reporting non-zero values in an array, and one for reducing the ring size from $r$ to $O(\log r)$; see Sections 3 and 4 respectively. These two coresets are then combined to give our secure solution to the report problem; see Theorem 1. The report coreset uses a sketch matrix to communicate the sparse binary vector of the reported indices to the client.

The key property that we show in this paper is that computing coresets on the server side securely (i.e., via polynomials) dramatically reduces its computation by reducing the degree of the polynomial from at least linear to logarithmic on the input size (CRT coreset) or even constant (report coreset).

Informally, in this paper a function $S$ is an efficient coreset construction scheme for a problem if it has the following pair of properties.

(i) $S(P) \in \mathbb{R}^k$ is a short vector that can be computed efficiently. Usually $k = (\log m)^{O(1)}$ for an input vector $P$ of length $m$.

(ii) $S(P)$ is a core-set or a “sketch” vector in the sense that the desired information, in a problem dependent sense, can be extracted efficiently and exactly from $S(P)$, without having access to (the large) original vector.

Another significant difference from traditional coreset and sketches papers is that the coresets in this paper are exact in the sense that the data reduction does not introduce any additional error $\varepsilon$.

**Group Testing meets FHE for report coreset.** Our report coreset in Protocol 3 uses a main modern result from the field of Group Testing [31]. To our knowledge, this is the first application of Group Testing to FHE. The motivation is to return to the client the very large ($m$ bits) but sparse binary (indicator) vector $\chi$ of the desired $s$ indices that were computed in Line 5 of our report coreset (Protocol 3) by communicating number of bits that is only poly-logarithmic in $m$.

Since the vector is encrypted, an efficient algorithm must be realized by a low-degree polynomial, so simple comparison of each entry to 1 is impossible by such a polynomial. Instead, Group Testing suggests to extract the set of 1’s entries in $\chi$ from a small number of predefined sums on subsets entries in $\chi$.

In the context of FHE, our Report Coreset multiplies the input vector by a (sketch) matrix $A_{s,m}$ of size $k \times m$ where $k$ is polynomial in $s$ and $\log m$, i.e., we compute few linear combinations $A_{s,m} \cdot \chi$ of the entries. Indyk, Ngo and Rudra relatively recently [46]
suggested such a binary matrix $A_{s,m}$, so that our $\chi$ vector can be decoded from $A_{s,m} \cdot \chi$ in time that is also polynomial in $s$ and $\log m$ on the client side. Unfortunately, unlike $\chi$, the vector $A_{s,m} \cdot \chi$ is not a binary vector and may be more efficient to compute over ring with larger size $p > 2$. Looking ahead, if $\text{isMatch()}$ uses Fermat’s little theorem for making the equality test, this results in a high-degree polynomial for computing $\chi$ in Line 5 of Protocol 3. In addition, the value $s$, the sparsity of $\chi$ is required to compute $A_{s,n}$ but unknown to the server. These and other challenges are handled by the CRT-coreset, and the other algorithms of our system.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{image1.png}
\caption{Server’s running time ($y$-axis) on a single machine on Amazon’s cloud, for different vector size ($x$-axis) of Secure Report (Protocol 3) over encrypted vector. Unlike the direct method, the running time of the more involved method reduced linearly with number of machines. Each colored curve represents a test with a vector of different sparsity $s$. The red dots represent actual experiments.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{image2.png}
\caption{Running time ($y$-axis) of our system using multiple machines (in color) on the cloud for different number of database records ($x$-axis). As implied by the analysis, the running time reduces linearly with number of machines, unlike existing secure implementations or the direct method that do not use coresets.}
\end{figure}
2 Problem Statement and Main Theorem

2.1 The Secure Report Problem

Definition 2 (The Report Problem). Let \( \text{array} = (x_1, \ldots, x_m) \) be a vector of \( m \) (not necessarily sorted) integers between 0 and \( r - 1 \), \( \text{isMatch}() \) a predicate and \( \ell \) a full specification of the predicate defining a match. An algorithm solves the Report problem if it gets a pair \((\text{array}, \ell)\) as input, and returns the set \( I \) of all occurrences in \( \text{array} \) matching \( \ell \), i.e.,

\[
I = \{(i, x_i) | i \in \{1, \ldots, m\}, \text{isMatch}(x_i, \ell) = 1\}.
\]

The Secure-Report problem is the Report problem where the input data as well as the output are replaced by their encryption versions. That is, the input are ciphertexts \([\text{array}]\) and \([\ell]\) which are the encryption of \( \text{array} \) and \( \ell \) respectively. The output is a ciphertext \([I]\) which is the encryption of the desired outcome \( I \).

In the context of our coreset paradigm, the output is a short sketch, named, Report Coreset, on which the client applies an efficient decoding algorithm to obtain all the occurrences \( I \) where \( \text{isMatch}(\text{array}(i), \ell) = 1 \).

Definition 3 (Report Coreset). Let \( k, m, \text{array}, \ell \) and \( I \) be as in Definition 2. A vector \( y \in \mathbb{Z}^k \) is a \( k \)-report coreset for \((\text{array}, \ell)\) if, given only \( y \), we can decode (compute) the set \( I \) of all occurrences of the lookup value \( \ell \) in \( \text{array} \).

The usage scenario is that the server computes \([y] = [f(\text{array}, \ell)]\) while seeing encrypted values only, whereas the client decrypts and decodes to obtain the desired outcome \( I \) as in the next formal definition.

2.2 Main Theoretical Result

Based on Definitions 2 we can now define the following problem statement:

Can we securely solve the Report Problem with a server realizing a polynomial with a degree sub-linear in the size \( m \) of the input \( \text{array} \)? Can we do this via a sub-linear communication?

In this paper we answer both of these questions affirmably.

In contrast, the existing solutions to the Report Problem as defined in this paper have a server realizing a polynomial whose degree is \( \Omega(m) \) or having communication complexity \( \Omega(m) \).

Specifically, the following theorem is an immediate corollary of our solution to the Report Problem; see Section 3:

Theorem 1 (Secure Report). Protocol 3 provides a one round protocol that securely solves the report problem on \( \text{array} \in \{0, \ldots, r - 1\}^m \) with a predicate \( \text{isMatch}() \) which is a polynomial of degree \( \deg(\text{isMatch}) \), and a predicate specification \( \ell \), with a server evaluating a polynomial of degree \( \deg(\text{isMatch}) \), client with running time \( (|I| \cdot \log m)^O(1) \) and communication complexity \( O(|I| \cdot \log m + |\ell|) \), for \( I = \{(i, x_i) | i \in \{1, \ldots, r\}, \text{isMatch}(x_i, \ell) = 1\} \).

More applications. While our main motivation and application is secure report, our main technical result is of independent interest: how to search an array via a polynomial of low-degree that can be computed in parallel and using only simple operations. We hope that this result will be used for many other applications in the future such as computations on GPUs which usually support limited set of operations that includes multiplications and additions, or low energy IoT (“Internet of Things”) devices with limited computation power and memory (e.g., cannot run software libraries such as Matlab) that may still be able to compute such polynomials efficiently on board, or alternatively, send the request to the cloud via their internet connection.
3 The Simple Protocol

In this section we describe a protocol for the report problem. We first start with a simple version that assumes \( cnt \) (the output size) is known, and uses a large enough ring size \( p > cnt \). In Section 3.1.2 we discuss how to remove the assumption that \( cnt \) is known, and in Section 4 we discuss how the ring size can be reduced.

**Reduction to Binary Vector** The output of the protocols we describe below is a binary vector \( \chi = \{0,1\}^m \), such that \( \chi_i = \text{isMatch}(x_i,\ell) \) (i.e. \( \chi_i = 1 \) if \( x_i \) matches the predicate and 0 otherwise). By the properties of the sketch matrix \( A_{cnt,m} \), the set \( I' = \{ i \mid i \in \{1,\ldots,m\}, \text{isMatch}(x_i,\ell) = 1 \} \) can be reconstructed from \( A_{cnt,m}\chi \).

Similarly, we consider the bit representation \( x_i(1),\ldots,x_i(\lceil \log_2 r \rceil) \) of \( x_i \) (we recall that \( x_i \in \{0,\ldots,r-1\} \)) and compute \( \lceil \log_2 r \rceil \) sketches \( A_{cnt,m}\chi(j) \), where \( \chi_i(j) = \chi_i x_i(j) \), from which \( I'' = \{ x_i \mid i \in \{1,\ldots,m\}, \text{isMatch}(x_i,\ell) = 1 \} \) can be computed.

Putting it all together, we can construct a protocol whose output is 

\[ I = \{ (i,x_i) \mid i \in \{1,\ldots,m\}, \text{isMatch}(x_i,\ell) = 1 \}. \]

**Protocol Overview.**

For robustness, we consider three parties: the Cloud who offers storage and computation services, the Data Source(s) that upload data to the Cloud and the User who performs queries on the data stored in the Cloud. We provide secure protocols for the Data Source to upload data to the Cloud and for the User to query it where the cloud is unable to read the data. We describe: (i) an initialization protocol, (ii) an upload protocol and (iii) the report protocol where the User submits a filter to the Cloud who then reports efficiently all data records matching the filter.

We now describe the three protocols in more details.

**Initialization** The initialization protocol is described in Protocol 1. The User chooses a ring size \( p > cnt \) that ensures the correctness of the output (specifically, Protocol 3, Line 6). In the simple protocol we assume \( cnt \) is known. After setting \( p \) appropriately the User initializes the keys in line 3 and sends the public keys to the Cloud and to the Data Source (Line 4).

**Upload** The upload protocol is described in Protocol 2. The Data Source encrypts the data (Line 2) with the public key and sends it to the Cloud. The encryption can be done in parallel and may be distributed among many data sources. Notice that the Data Source does not have the secret key, so even if one Data Source is compromised, the privacy of data uploaded from other Data Sources or historical data uploaded from the compromised source is not compromised.

**Report** In the report protocol (Protocol 3), the User sends a filter given by a predicate \( \text{isMatch}(\cdot) \) and \( \ell \) to the Cloud and receives a sketch for an indicator vector \( \text{isMatch}(x_1,\ell),\ldots,\text{isMatch}(x_m,\ell) \). In the simple case, \( \text{isMatch}(\cdot) \) is agreed upon in advance, in which case the User sends only \( \ell \) to the Cloud. For example, \( \text{isMatch}(a,\ell) \) can be the equality, i.e. \( \text{isMatch}(a,\ell) = 1 \) iff \( a = \ell \). In the general case, \( \text{isMatch}(\cdot) \) can be determined ad-hoc and be sent by the User to the Cloud together with the parameter \( \ell \). The parameter \( \ell \) is encrypted (Protocol 3, Line 2) before being sent to the Cloud. The Cloud then applies \( \text{isMatch} \) on all data records \( x_1,\ldots,x_m \) independently in parallel, the output of which is kept in an indicator vector \( \chi \in \{0,1\}^m \) (Line 5). In this first implementation of the protocol we assume \( cnt \) (sparsity of \( \chi \)) is known. Knowing \( cnt \) we construct (in offline) a binary \( (cnt,m) \) sketch matrix, \( A_{cnt,m} \). The Cloud computes \( A_{cnt,m}\chi \), which compactifies the \( m \)-dimensional vector \( \chi \) into a \( O(cnt \log m) \)-dimensional vector \( \chi' \) (Line 6), which is then sent to the User (Line 7). By the properties of \( A_{cnt,m} \) (see Section 1.4) the User can reconstruct \( \chi \) from \( \chi' \) since \( \chi \) is \( cnt \)-sparse (Line 10).
Secure Data Retrieval on the Cloud

**Protocol 1: Initialization**

<table>
<thead>
<tr>
<th>Inputs:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>User:</strong></td>
<td>has a security parameter $\lambda$ and integers $cnt &lt; m$,</td>
</tr>
<tr>
<td><strong>Outputs:</strong></td>
<td></td>
</tr>
<tr>
<td><strong>User:</strong></td>
<td>gets a key $(Pk, Sk, Ek)$,</td>
</tr>
<tr>
<td><strong>Cloud:</strong></td>
<td>gets $(Pk, Ek)$,</td>
</tr>
<tr>
<td><strong>Data Source:</strong></td>
<td>gets $(Pk, Ek)$,</td>
</tr>
</tbody>
</table>

**Shared Parameters:**

An FHE scheme $E = (Gen, Enc, Dec, Eval)$.

1 **User performs:**
2 choose a prime $p > cnt$.
3 generate keys $(sk, pk, ek) := Gen(1^\lambda, p)$.
4 send $p, cnt, m, pk, ek$ to Cloud and to Data Source.

**Protocol 2: Upload**

<table>
<thead>
<tr>
<th>Inputs:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data Source:</strong></td>
<td>a vector array $(x_1, \ldots, x_m)$,</td>
</tr>
<tr>
<td><strong>Outputs:</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Cloud:</strong></td>
<td>gets $m$ and the encrypted vector $array = ([x_1], \ldots, [x_m])$,</td>
</tr>
</tbody>
</table>

1 **Data Source performs:**
2 compute $[x_i] := Enc(x_i, pk)$, for $i = 1, \ldots, m$.
3 send $array$ to Cloud.

### 3.1 Implementation Details

#### 3.1.1 Implementations of isMatch

**Implementing isMatch as equality.**

As a first naive implementation of $\text{isMatch}(a, b)$ we consider the equality test where $a,b \leq r$ are given as bits, i.e. $(a_1, a_2, \ldots)$ are the bits of $a$, where each $a_i \in \{0,1\}$, the $i$-th bit of $a$, is encrypted in a different ciphertext and similarly $(b_1, b_2, \ldots)$ are the bits of $b$. In that case, it can be given as a simple polynomial

$$\text{isMatch}(a, b) = \text{IsEqual}(a, b) = \prod (1 - (a_i - b_i)^2),$$

The degree of this polynomial is $2 \log_2 r$ and it can be realized with $2 \log_2 r - 1$ MULT operations. We note that a simpler polynomial exists for equality testing over bits, $\text{IsEqual2}(a, b) = \prod (a_i + b_i + 1)$ mod 2. Implementing this polynomial in an arithmetic circuit is efficient only when the circuit is over a ring of size $p = 2$ and the modulo operation is inherent from the ring size. However, in many implementations the circuit is designed over a larger ring size $p > 2$. Specifically, computing $[x'] = A_{cnt,m}[x]$ is significantly more efficient when $p > 2$. In that case, it makes sense to keep $a$ (similarly $b$) as a base $p$ number given by its digits. $a = (a_1, a_2, \ldots)$, where $a_i \in \{0, \ldots, p-1\}$ is the $i$-th digit in base $p$. In that case, assuming $p$ is prime and using Fermat’s little theorem we can set

$$\text{isMatch}(a, b) = \prod (1 - (a_i - b_i)^{p-1}) \ mod \ p,$$

which has a slightly better degree $\frac{\log r}{\log p} (p - 1)$ and can be realized with $O(\log r)$ MULT operations.
Protocol 3: Secure Report

Inputs:
- **User** has the key \((sk, pk)\), a value \(\ell\) and a predicate \(\text{isMatch}\).
- **Cloud** has the public and evaluation keys \(pk, ek\),
  and an encrypted array \([array]\).

Shared Parameters:
- An FHE scheme \(E = (\text{Gen}, \text{Enc}, \text{Dec}, \text{Eval})\),
- Integers \(m, p > \text{cnt}\).

Output:
The User output is an indicator vector \(\chi\) of indices in \(array\) matching \(\ell\).

1. The User performs:
   1. compute \([\ell]\) := \(\text{Enc}(\ell, pk)\).
   2. send \([\ell]\) to the Cloud.

4. The Cloud performs:
   5. compute \([\chi(\ell)] := \text{isMatch}([x_1], [\ell])\), in parallel.
   
   /* * \(A_{\text{cnt}}\) is binary \((\text{cnt}, m)\)-sketch matrix. */
   6. compute \([\chi'] := A_{\text{cnt}, m} [\chi]\).
   7. send \([\chi']\) to User.

8. The User performs:
   9. decrypt \(\chi' := \text{Dec}([\chi'], sk)\).
   10. decode \(\chi := \text{Decode}(\chi')\).

Implementing non-trivial isMatch filters. The isMatch\((a, b)\) can have non-trivial implementations, for example, \(a\) can be a vector, \(b\) a range and isMatch\((a, b) = 1\) if \(a \in b\). Thus Protocol 3 can report elements matching any filter. The depth of the circuit realized by the Cloud in Protocol 3 is asymptotically equal to the depth of the circuit realizing isMatch, since all instances of isMatch are realized in parallel.

3.1.2 Computing cnt

In Protocol 3 we assumed \(\text{cnt}\), the number of items in \(array\) matching \(\ell\) is known. We now show how to remove this assumption. We first assume that \(\text{cnt}\) can be shared with the cloud. In that case, Protocol 4 can be run as a preliminary step, which computes \(\text{cnt}\). The value \(\text{cnt}\) can then be shared with the Cloud and Protocol 3 then continues as before, increasing the number of rounds in the solution from 1 to 2.

Protocol 5 deals with the case where \(\text{cnt}\) cannot be shared with the Cloud. In this case, the Cloud sets \(s = 2^0, 2^1, \ldots, m\), computes \(\log m\) sketches and sends them to the client. Although the Cloud has communication complexity of \(O(m)\), the user can abort the protocol after receiving only \(O(\text{cnt})\) bits.

4 Protocol with Reduced Ring Size

The ring size required by Protocol 3 and Protocol 4 as described in Section 3 is \(p > s\) to allow a correct computation of \(A_s \cdot \chi\) (Line 6 in Protocol 3 and Line 6 in Protocol 4).

In many cases, the Chinese Remainder Theorem (CRT) can be used to replace a large ring size with many smaller ones. Unfortunately, CRT cannot always be used. Specifically, it cannot be used if the isMatch circuit implements an equality test based on Fermat’s
**Protocol 4: Secure Count**

**Inputs:**
- **User** has the key \((sk, pk)\), a predicate \(\text{isMatch}\) and its specification \(\ell\).
- **Cloud** has the public and evaluation keys \(pk, ek\), and an encrypted array \([\text{array}]\).

**Shared Parameters:**
An FHE scheme \(E = (\text{Gen}, \text{Enc}, \text{Dec}, \text{Eval})\), the number \(m\), and a prime \(p > m\).

**Output:**
The output of **User** is a number \(\text{cnt} = |\{i \mid \text{isMatch}([\text{array}(i)], \ell) = 1\}|\).

1. **The User performs:**
   2. compute \([\ell]\) := \(\text{Enc}(\ell, pk)\).
   3. send \([\ell]\) to the **Cloud**.
2. **The Cloud performs:**
   4. compute \(\chi(i) := \text{isMatch}([\text{array}(i)], [\ell])\), in parallel.
   5. compute \(\text{cnt} := \sum\chi(i)\).
   6. send \([\text{cnt}]\) to **User**.
3. **The User performs:**
   7. decrypts \(\text{cnt} := \text{Dec}([\text{cnt}], sk)\).

Little Theorem (FLT) (which is a useful and popular [2] primitive). In a nutshell, a FLT-based-equality is realized by \(\text{IsEQUI} = (z) = z^{p-1} \mod p\) which is a different polynomial for each moduli \(p\), whereas CRT works when computing the same polynomial for all moduli.

In this section we consider modifications of Protocol 3 and Protocol 4 that use many small ring sizes with conjunction of a FLT-based \(\text{isMatch}\). For simplicity we consider the case where \(\text{isMatch}(a, b)\) is a simple equality test \(a = b\).

Using the Chinese Remainder Theorem (CRT) with an equality test that does not involve FLT we run Protocol 4 with \(\kappa = \frac{\log m}{\log \log m}\) different ring sizes \(\log m < p_1 < \ldots < p_\kappa\). The outputs of the \(\kappa\) copies of Protocol 4 are \((\text{cnt} \mod p_1), \ldots, (\text{cnt} \mod p_\kappa)\), from which \(\text{cnt}\) can be reconstructed. Accordingly, Protocol 1 should be changed to initialize \(\kappa\) keys, and Protocol 2 should encode \(\text{array}\) with \(\kappa\) keys. In addition Protocol 3 should be run \(\kappa\) times, each having an appropriate version of the \(\text{isMatch}\) oracle.

An equality test that does not involve FLT, can be for example bitwise comparison, \(\text{isMATCH}(a, b) = 1\) iff \(a = b\), where \(a, b < M\) and \(a_i\) (resp. \(b_i\)) is the \(i\)-th bit in the binary representation of \(a\) (resp. \(b\)). In that case, we can take \(\text{isMATCH}(a, b) = \text{IsEQUI} = \prod (1 - (a_i - b_i)^2)\) which is a \(2 \log M\) degree polynomial and is evaluated correctly over all moduli \(p_i\). The communication complexity of the upload protocol, then becomes \(O(m \frac{\log m}{\log \log m})\) since it needs to encrypt the \(m\) values of \(\text{array}\) as \(\log M\) bits with \(\frac{\log m}{\log \log m}\) keys.

Motivated to reduced the communication complexity we use a slightly different representation for \(\text{array}\).

**Definition 4** (CRT Representation). Let \(a < M\) be an integer, \(\mu = \frac{\log M}{\log \log M}\) and \(\log M < q_1 < \ldots < q_\mu\) be primes. The CRT representation of \(a\) is \((\overline{a})_{q_1 \ldots q_\mu} = (a \mod q_1, \ldots, a \mod q_\mu)\). When \(q_1, \ldots, q_\mu\) are obvious from the context we simply write \(\overline{a}\).

**Lemma 1.** Given two integers \(0 \leq a, b \leq M\) and primes \(\log M < q_1 < \ldots < q_\mu\), where \(\mu = \frac{\log M}{\log \log M}\), then \(a = b\) iff \((a = b) \mod q_j\) for all \(j\).
Protocol 5: Secure Report where cnt is secret

Inputs:
- User has the key \((sk, pk)\), a value \(\ell\), a bivariate function isMatch, s.t.\(\text{isMatch}(x, y) = 1\) if \(x = y\) and 0 otherwise
- Cloud has the public and evaluation keys \(pk, ek\), and an encrypted array \([\text{array}]\).

Parameters, Outputs: Same as Protocol 5

1. The User performs:
   1. compute \([\ell] := Enc(\ell, pk)\).
   2. send \([\ell]\) to the Cloud.
2. The Cloud performs:
   1. compute \([\chi(i)] := \text{isMatch}([\text{array}(i)], [\ell]), \) in parallel.
   2. for each \(s := 2^1, 2^2, \ldots, m\) do
      1. /* \(A_s\) is binary \((s, m)\)-sketch matrix */
      2. compute \([\chi'_s] := A_s[\chi].\) send \([\chi'_s]\) to User.
3. The User performs:
   1. ignore \(A_s\) where \(s < \text{cnt}\) or \(s > 2\text{cnt}\)
   2. decrypt \(\chi'_s := \text{Dec}([\chi_s], sk)\), where \(\text{cnt < s < 2\text{cnt}}\)

The proof follows immediately from the Chinese Remainder Theorem since \(\prod q_j > M\).

For simplicity, assume first that \(q_j < p_i\) for any \(i, j\); this can always be made true since we have only a lower bound in choosing \(q_j\) and \(p_i\). The isMatch oracle, can be implemented using Fermat’s Little Theorem: \(f_{p_i}(\overline{a}, \overline{b}) = \prod_{i} \left(1 - (a_j - b_j)^{p_i - 1}\right)\), where \(\overline{a}\) and \(\overline{b}\) are the CRT-representation of \(a\) and \(b\) respectively. Then \(f_{p_i}\) is a polynomial of degree \(O(\log N \log M)\).

To address cases where \(q_j > p_i\) we represent values of array \(mod q_j\) as multi-digits numbers in base \(p_i\), each number having at most \(O(\log q_j \log p_i) = O(\log \log M)\) digits.

We therefore describe in full a more economic (in communication complexity) report protocol for the case where isMatch is the equality implemented using FLT.

Protocol 6: Initialization

Inputs:
- User: has a security parameter \(\lambda\) and an integer \(m\), where we assume w.l.o.g. \(m\) is a power of two

Outputs:
- User: gets \(\kappa = \frac{\log m}{\log \log m}\) keys
  \((P_{k_1}, S_{k_1}, E_{k_1}), \ldots, (P_{k_\kappa}, S_{k_\kappa}, E_{k_\kappa})\).
- Cloud: gets \((P_{k_1}, E_{k_1}), \ldots, (P_{k_\kappa}, E_{k_\kappa})\).
- Data Source: gets \((P_{k_1}, E_{k_1}), \ldots, (P_{k_\kappa}, E_{k_\kappa})\).

Shared Parameters:
An FHE scheme \(E = (Gen, Enc, Dec, Eval)\).

1. User performs:
   1. choose \(\mu\) primes \(\log m < q_1 < \ldots < q_\mu\).
   2. choose \(\kappa\) primes \(p_1 < \ldots < p_\kappa\).
   3. generate \(\kappa\) keys \((sk_1, pk_1, ek_1) := \text{Gen}(1^\lambda, p_1)\ldots (sk_\kappa, pk_\kappa, ek_\kappa) := \text{Gen}(1^\lambda, p_\kappa)\).
   4. send \(m, q_1, \ldots, q_\mu, p_1, \ldots, p_\kappa, (pk_1, ek_1), \ldots, (pk_\kappa, ek_\kappa)\) to Cloud and to Data Source.
**Protocol 7: Secure Upload**

**Inputs:**
- **Data Source:** a vector \( \text{array} = (\text{array}(1), \ldots, \text{array}(m)) \), where we assume w.l.o.g. \( m \) is a power of two.

**Outputs:**
- **Cloud:** gets \( m \) and \( \kappa \times \mu \) encrypted vectors \( \lfloor \text{array}_j \rfloor \equiv \lfloor \text{array}(1) \mod q_j \rfloor, \ldots, \lfloor \text{array}(m) \mod q_j \rfloor \), for \( 1 \leq i \leq \kappa \) and \( 1 \leq j \mu \).

1. **Data Source performs:**
   2. for every \( 1 \leq i \leq \kappa \) and every \( 1 \leq j \leq \mu \) do
   3. compute \( \lfloor \text{array}(k) \rfloor_j := \text{Enc}(\text{array}(k) \mod q_j, pk_i) \), for \( k = 1, \ldots, m \)
   4. send \( \lfloor \text{array}_j \rfloor \) to Cloud.

### 4.1 Protocol Overview

Protocol 8 is based on Protocol 3. Unlike the latter, this protocol supports only filter oracles `isMatch` that implements equality tests using FLT. The protocol starts by encrypting \( \text{array}(i) \mod q_i \), for different primes \( q_i \) and using different keys with different ring sizes (Line 3). The multiplicity of moduli and ring sizes, lets the protocol determine whether \( \text{array}(i) = \ell \) by comparing many (significantly smaller) moduli (by using \( f \)). This comparison is done for all keys, in their respective ring sizes. Then the protocol computes the report sketch using different keys with different ring sizes (Line 7).

The sketch \( \lfloor \chi' \rfloor \) is computed with respect to the \( i \)-th key and modulo its ring size \( p_i \). By the CRT, given \( \chi \mod p_i \), for \( i = 1, \ldots, \kappa \), we can reconstruct \( \chi' \) (as done in Line 11). The indicator vector \( \chi \) can be reconstructed from \( \chi' \) as in Protocol 3.

Note, that the CRT-corest described here is a general framework to compute sketches with small ring sizes while still using FLT. The two sketches we use here: counting and reporting are obtained by replacing Line 7 with the appropriate computation.

### 5 System & Experimental Results

In this section we describe experiments on the secure report that we implemented based on our algorithms. To our knowledge, this is the first implementation of such a secure report system. For example, it can report the locations of 1’s in a 10-sparse vector of size \( 3 \cdot 10^9 = 3,000,000,000 \) entries in less than one minute by using a single machine on Amazon EC2 cloud. The system is fully open sourced, and all our experiments are reproducible. We hope to extend and improve the system in future papers together with both the theoretical and practical community.

#### 5.1 The System

**System Overview.** The system maintains an encrypted database that is stored on Amazon’s AWS cloud. The system gets from the client an encrypted lookup value \( \ell \) to search for, and a column name \( \text{array} \) in a database table of length \( m \). The encryption is computed on the client’s side using a secret key that is unknown to the server. The client can send the request through a web-browser, that can be run e.g. from a smart-phone or a laptop. The system then runs our secure report coreset algorithm on the cloud, and returns a report coreset for \((\text{array}, \ell)\). The web browser then decrypts this coreset on the client’s machine and uses it to compute the solution to the report query, which is the
Protocol 8: Secure Report

Inputs:
User has $κ$ keys $(sk_1, pk_1) \ldots (sk_κ, pk_κ)$, a value $ℓ$ and a function $\text{isMatch}$ as in Protocol 3.

Cloud has the public and evaluation keys $(pk_1, ek_1), \ldots (pk_κ, ek_κ)$, and $κ \times µ$ copies of array $[\text{array} \mod q_j]_{p_i}$, for $1 \leq i \leq κ$ and $1 \leq j \leq µ$.

Shared Parameters:
An FHE scheme $E = (\text{Gen}, \text{Enc}, \text{Dec}, \text{Eval})$, the number $m$, primes $log \ m < p_1 < \ldots < p_κ$ and $log \ m < q_1 < \ldots < q_µ$.

Output:
The User output is an indicator vector $χ$ of indices in $\text{array}$ matching $ℓ$.

Assumption:
A bound $|χ| < s$ is known to all parties.

The User performs:
1. compute $[ℓ \mod q_j]_i := \text{Enc}(ℓ, pk_i)$, for all $1 \leq i \leq κ$ and $1 \leq j \leq µ$.
2. send $[ℓ \mod q_j]_i$ to the Cloud.

The Cloud performs:
3. compute $[χ(i)]_i := f([\text{array}(k \mod q_j)]_{p_i})_{j=1}^µ \cdot [ℓ \mod q_j]_{p_i}^µ$, in parallel.
4. compute $[χ']_i := A_s[χ]$. // $A_s$ is binary ($s, m$)-sketch matrix
5. send $[χ']_i$ to User.

The User performs:
6. decrypt $χ' := \text{Dec}([χ']_i, sk_j)$.
7. CRT decode $χ'$ from $χ'_1, \ldots, χ'_µ$.
8. decode $χ := \text{Decode}(χ')$.

indices $i_1, \ldots, i_s$ in $\text{array}$ that contains $ℓ$. Database updates can be maintained between search calls, and support multiple users that share the same security key.

Hardware. Our system is generic but in this section we evaluate it on Amazon’s AWS cloud. We use one of the standard suggested grids of EC2 x1.32xlarge servers, each with 64 2.4 GHz Intel Xeon E5-2676 v3 (Haswell) cores and 1,952 GigaByte of RAM.

Open Software and Security. The algorithms were implemented in $C + +$. HELib library [41] was used for the FHE commands. The source of our system is open under the GNU v3 license and can be found in [3]. For our experiments below we use a security key of 80 bits of security.

5.2 Experimental Results

In this sub-section we describe our preliminary experiments with our system and explain the results. Due to lack of space we omit more results and description that can be found in the fuller version [4].

Data. We ran the system on a lookup value $ℓ = 1$ in a $\text{array}$ of $m$ integers of range $r = m$. The vector was all zeroes except for $s$ random indices, and different values for $m$ and $s$ were used. As expected, the actual values behind the encrypted records had no effect on the running times.
### Protocol 9: Simple Secure Count

**Inputs:** same as in Protocol 8  
**Output:** The output of *User* is a number $cnt = |\{i \mid \text{isMatch}(\text{array}(i), \ell) = 1\}|$.

1. **The User performs:**
   1. compute $[\ell \mod q_j]_i := \text{Enc}(\ell, pk_i)$, for all $1 \leq i \leq \kappa$ and $1 \leq j \leq \mu$.
   2. send $[\ell \mod q_j]_i$ to the *Cloud*.

2. **The Cloud performs:**
   1. compute $[\chi(i)]_i := f(\{[\text{array}(k \mod q_j)]_{p_j}\}_{j=1}^{\mu}, \{[\ell \mod q_j]_{p_j}\}_{j=1}^{\mu})$, in parallel.
   2. compute $[s]_i := \sum_k [\chi(k)]_i$.
   3. send $[s]_i$ to *User*.

3. **The User performs:**
   1. decrypts $s_i := \text{Dec}([s]_i, sk_i)$.
   2. decode $s := \text{CrtDecode}(s_1, \ldots, s_\kappa)$.

### The Experiment

We ran Algorithm 3 for database table columns ranging from $m = 10$ to $m = 3,000,000,000 = 3 \cdot 10^9$ records, and $s \in \{10, 20, 40\}$.

### Results

Our experimental results for a single machine on the cloud are shown as the circle points in Fig 2. The table of exact values appears in the full version [4].

The client’s decoding time was negligible in all the experiments, so the server’s time equals to the overall running time. For example, the graph shows that a single machine can report in about 2 minutes all 1’s in a 20-sparse column of 3,000,000,000 binary entries.

**Comparison to naive approach.** Our theoretical results proves that the running time of our new algorithm is only poly-logarithmic in the number $m$ of entries compared to the naive approach which is polynomial in $m$. However, it assumes that both our and the naive algorithm may use $m$ machines in parallel, i.e., a machine for each record. The goal of our experiment was to show a significant time reduction even using a single machine on the cloud where a running time that is linear in $m$ is expected.

The graph in Fig. 2 is log scaled so a linear curve shows a polynomial relation, and its slope is the degree of the polynomial. Our experiments indeed show that our algorithm is linear in $m$ as expected. The naive algorithm perform worse, both on small number of entries (the ratio is approximately 1000), but also asymptotically: The slope of the naive approach is about 1.5, indicating a running time of $O(m^{1.5})$ (as oppose to our $O(m)$). The main reason we see from the profiling is that, unlike the naive algorithm, our algorithm does not use multiplications beyond the reduction to binary indicator vector, since we implemented the binary sketch matrix using sum of subsets of entries.

### A Fundamental Definitions

**Definition 5** (Universal constant). A function, data structure or a parameter in an algorithm is a universal (global) constant if it is independent of the content of the corresponding input data. It may still depend on the size of the data.

For example, a universal constant may depend on the input size such as $r$ and $m$ in the Report Problem, but not on the dynamic input values such as input array or lookup value $\ell$. We do not need to compute a universal constant as part of our main algorithm. Instead, we can compute it only once and, e.g., upload it to a public web-page. We can thus ignore
Table 2: Server’s running time of Report Coreset (Algorithm 3) as measured on a single machine on Amazon’s cloud for different database array size (left column) and different sparsity over encrypted database. The 2nd, 3rd and 4th columns show the time in minute to compute report with the naive algorithm with $s = 10, 20$ and $40$. The 5th, 6th and 7th columns show the time in minute to compute report with our algorithm with $s = 10, 20$ and $40$.

<table>
<thead>
<tr>
<th>$m$ (vector size)</th>
<th>Naive (min)</th>
<th>Our Alg. (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$s = 10$</td>
<td>$s = 20$</td>
</tr>
<tr>
<td>89,600</td>
<td>1.00</td>
<td>1.99</td>
</tr>
<tr>
<td>192,000</td>
<td>1.68</td>
<td>3.40</td>
</tr>
<tr>
<td>396,800</td>
<td>5.45</td>
<td>11.07</td>
</tr>
<tr>
<td>806,400</td>
<td>16.68</td>
<td>33.63</td>
</tr>
<tr>
<td>1,625,600</td>
<td>49.41</td>
<td>99.81</td>
</tr>
<tr>
<td>3,264,000</td>
<td>195.22</td>
<td>392.71</td>
</tr>
<tr>
<td>6,540,800</td>
<td>564.37</td>
<td>1,133.61</td>
</tr>
<tr>
<td>13,094,400</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>26,201,600</td>
<td>0.01</td>
<td>0.04</td>
</tr>
<tr>
<td>52,416,000</td>
<td>0.02</td>
<td>0.07</td>
</tr>
<tr>
<td>104,841,800</td>
<td>0.08</td>
<td>0.29</td>
</tr>
<tr>
<td>209,702,400</td>
<td>0.17</td>
<td>0.62</td>
</tr>
<tr>
<td>419,417,600</td>
<td>0.66</td>
<td>2.36</td>
</tr>
</tbody>
</table>

its construction time in our main algorithm, by passing the constant or a pointer to this constant as an additional input.

**Definition 6** (Ring $\mathbb{Z}_p$). The ring $\mathbb{Z}_p$ is the set $\{0, \cdots, p - 1\}$ equipped with multiplication ($\cdot$) and addition ($+$) operations modulo $p$, i.e., $a \cdot b = ((a \cdot b) \mod p)$ and $a + b = ((a + b) \mod p)$ for every $a, b \in \mathbb{Z}_p$.

**Theorem 2** (Follows from CRT [28]). Let $m, k \geq 1$ be integers such that $k \geq \log_2 m / \log_2 \log_2 m$. Let $q = (q(1), \cdots, q(k))$ be a vector of $k$ distinct primes larger than $\log_2 m$. Then there is a unique integer $\text{Alg}(m)$ such that $\text{Alg}(j) = \text{Alg}(m) \mod q(j)$ for every $j \in [k]$. Moreover, $\text{Alg}(m)$ can be decoded (computed) from $y = (\text{Alg}(q(1)), \cdots, \text{Alg}(q(k)))$ in $O(k)$ time, after pre-processing of $k^{O(1)}$ time for computing universal constants.
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