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Abstract

The correlation immunity of Boolean functions is a property related to cryptography, to error correcting codes, to orthogonal arrays (in combinatorics, which was also a domain of interest of S. Golomb) and in a slightly looser way to sequences. Correlation-immune Boolean functions (in short, CI functions) have the property of keeping the same output distribution when some input variables are fixed. They have been widely used as combiners in stream ciphers to allow resistance to the Siegenthaler correlation attack. Very recently, a new use of CI functions has appeared in the framework of side channel attacks (SCA). To reduce the cost overhead of counter-measures to SCA, CI functions need to have low Hamming weights. This actually poses new challenges since the known constructions which are based on properties of the Walsh-Hadamard transform, do not allow to build unbalanced CI functions.

In this paper, we propose constructions of low-weight $d$th-order CI functions based on the Fourier-Hadamard transform, while the known constructions of resilient functions are based on the Walsh-Hadamard transform. We first prove a simple but powerful result, which makes that one only need to consider the case where $d$ is odd in further research. Then we investigate how constructing low Hamming weight CI functions through the Fourier-Hadamard transform (which behaves well with respect to the multiplication of Boolean functions). We use the characterization of CI functions by the Fourier-Hadamard transform and introduce a related general construction of CI functions by multiplication. By using the Kronecker product of vectors, we obtain more constructions of low-weight $d$-CI Boolean functions. Furthermore, we present a method to construct low-weight $d$-CI Boolean functions by making additional restrictions on the supports built from the Kronecker product.
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I. INTRODUCTION

The role of Boolean functions, which was a domain of interest of S. Golomb [12], is prominent in cryptography, error correcting codes and sequences. Correlation-immune Boolean functions (in short, CI functions) have the property to keep the same output distribution if some input variables are fixed (at most $d$ of them, where $d$ is the so-called correlation immunity order of the function). They allow resisting the Siegenthaler correlation attack when they are used as combiners in stream ciphers, which were also related to the interest of S. Golomb [13]–[15]. They are nicely characterized by their Walsh-Hadamard transform [22].
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Their study (more precisely, the study of balanced CI functions, called resilient, since combiner functions need to have uniformly distributed output) was very active at the end of the last century.

Their interest had decreased recently because the algebraic degree of correlation immune functions is bounded above by the Siegenthaler bound (see e.g. [4]) and new attacks (algebraic attacks [9], fast algebraic attacks [8], Rønjom-Helleseth attacks [20]) oblige now to use functions of very large algebraic degrees (while the Berlekamp-Massey attack [18] only obliged previously to use functions of reasonably large algebraic degrees). Nevertheless, CI functions are directly related to the notions of orthogonal arrays and of dual distance of unrestricted codes (see [10]). They play then a role in combinatorics and coding theory. Moreover, very recently, a new use of CI functions has appeared in the framework of side channel attacks (SCA), renewing their interest. These attacks on the implementations of block ciphers in embedded systems like smart cards, FPGA or ASIC assume an attacker model different from classical attacks, and are in practice extremely powerful. These implementations need then to include counter-measures, which slow down the cryptosystems and require additional memory. CI functions allow reducing the cost overhead of counter-measures to SCA. They need either to have low Hamming weights [6] or to be the indicators of so-called CIS codes, equal to the graphs of permutations [5]. In both cases, the CI functions are unbalanced and this actually poses new challenges since the known constructions (primary constructions like the Maiorana-McFarland construction and secondary constructions like the indirect sum, see a survey in [4]), which are based on (or at least related to) properties of the Walsh-Hadamard transform, do not allow to build CI functions with such constraints.

In this paper, we first prove a simple but powerful result through the Fourier-Hadamard transform, which makes that one only need to consider the case where \( d \) is odd to determine all the values \( \omega_{n,d} \) of the minimum weight of CI functions of order \( d \). References [1], [7] have studied \( \omega_{n,d} \) and have given tables for small values of \( n \) (precisely, for \( n \leq 13 \)). Several entries of this table were kept open. In the present paper, we propose several new constructions of CI functions, which are fitted for obtaining low Hamming weight functions, and we deduce new values in the table. The idea of our main constructions is to use the Fourier-Hadamard transform instead of the Walsh-Hadamard transform of Boolean functions. These two transformations are closely related, but the former behaves well with respect to the multiplication of Boolean functions (which leads to constructions by multiplying proper functions and allows to build low Hamming weight functions) while the latter behaves well with respect to their addition (which leads to constructions by adding proper functions, and allows in fine to build functions of larger weights only for instance balanced).

The rest of this paper is organized as follows. In Section II-A, we introduce some necessary definitions and useful lemmas. Then we recall some known results about low-weight \( d \)-CI Boolean functions in Section II-B. In Section II-C, we introduce an elementary construction, which shows that the upper inequality in Lemma 2.3 is in fact an equality when \( d \) is even. In Section III, we use the characterization of CI functions by the Fourier-Hadamard transform and introduce a related general construction of CI functions by multiplication. More constructions of low-weight \( d \)-CI Boolean functions are given by using the Kronecker product of vectors in Section VI. In Section V, we present a method to construct low-weight \( d \)-CI Boolean functions by making additional restrictions on the supports built from the Kronecker product.

II. Preliminaries

A. Necessary definitions and useful lemmas

In this section, we give the definitions and lemmas which will be used in the paper.

Let \( a_i \) be the \( i \)-th element of the row vector \( a \in \mathbb{F}_2^n \). The Hamming weight of \( a \) is denoted by

\[
\omega_H(a) = \# \{ 1 \leq i \leq n | a_i = 1 \}
\]
where for a set $S$, its cardinality is denoted by $\#S$. The Hamming distance between two vectors $a, a'$ is $d_H(a, a') = w_H(a + a')$. For any integer $n$, we write $0_n$ for the all-0 column vector and $1_n$ for the all-1 column vector. We denote by the same symbol "\cdot" any inner product in $F_2^n$, whatever is $n$.

An $n$-variable Boolean function, also called a Boolean function in $n$ variables, is a mapping from $F_2^n$ to $F_2$; it will be written as $f(x) : F_2^n \rightarrow F_2$, where $x = (x_1, x_2, \ldots, x_n)$.

The support of $n$-variable Boolean function $f$ is defined as

$$\text{Supp}(f) = \{ \xi \in F_2^n | f(\xi) = 1 \}.$$  

Clearly, $n$-variable Boolean function $f$ is determined uniquely by its support. The Hamming weight of $f$, denoted by $w_H(f)$, is the cardinality of $\text{Supp}(f)$. It is an affine invariant in the sense that composing a Boolean function on the right by an affine permutation (that is, replacing it by an affine equivalent function; in fact, more generally, we could multiply by any permutation but we shall not need it) keeps its Hamming weight unchanged. Function $f$ is called balanced if its output distribution is uniform, that is, if $w_H(f) = 2^{n-1}$.

**Definition 2.1:** [21] An $n$-variable Boolean function $f$ is called correlation-immune of order $d$ (in brief, d-CI) if the output distribution of $f$ does not change when at most $d$ input variables are fixed.

Equivalently, the support of the function must be a simple binary orthogonal array of strength $d$ [17], i.e. the dual distance of this support is strictly larger than $d$.

Xiao and Massey give a characterization of d-CI Boolean functions by means of the Fourier-Hadamard transform.

**Theorem 2.2:** [22] An $n$-variable Boolean function $f$ is a d-CI Boolean function if and only if for any $v \in F_2^n$ satisfying $1 \leq w_H(v) \leq d$, we have:

$$\hat{f}(v) = \sum_{x \in F_2^n} f(x)(-1)^{v \cdot x} = 0,$$

where "\cdot" is the usual inner product in $F_2^n$.

Of course, $\hat{f}(v)$ can also be written as $\hat{f}(v) = \sum_{x \in \text{Supp}(f)} (-1)^{v \cdot x}$. Hence, $f$ is d-CI if and only if its support, viewed as an unrestricted (i.e. non necessarily linear) code, has dual distance at least $d + 1$. Recall that the dual distance of a code $C \subseteq F_2^n$ is the minimum nonzero value of $w_H(v)$ such that $\sum_{x \in C} (-1)^{v \cdot x} \neq 0$; equivalently, it is the minimum nonzero value of $i$ such that the coefficient of $X^i Y^j$ in the polynomial $D_C(X + Y, X - Y)$ is nonzero, where $D_C(X, Y) = \frac{1}{|C|} \sum_{(x, y) \in C^2} X^{w_H(x)} Y^{w_H(x, y)}$ is the distance enumerator of $C$. This coefficient indeed equals $\frac{1}{|C|} \sum_{w_H(v) = 1} \left( \sum_{x \in C} (-1)^{v \cdot x} \right)^2$ (see [10]).

The Walsh-Hadamard transform $\mathcal{W}_f(v) : F_2^n \rightarrow \mathbb{C}$ of $f$ is defined by:

$$\mathcal{W}_f(v) = \sum_{x \in F_2^n} (-1)^{f(x) + v \cdot x},$$

and the relationship between the Fourier-Hadamard transform and the Walsh-Hadamard transform is

$$\mathcal{W}_f(v) = \begin{cases} -2\hat{f}(v), & \text{when } v \neq 0; \\ 2^n - 2\hat{f}(v), & \text{when } v = 0. \end{cases}$$

(2)

So the Fourier-Hadamard and Walsh-Hadamard transforms are close to each other; however, they have slightly different properties (the addition of functions plays the same role with respect to the Walsh-Hadamard transform as the multiplication of functions with respect to the Fourier-Hadamard transform) and we shall see that, while the Walsh-Hadamard transform is useful (and has been much used) for studying balanced
correlation immune functions (called resilient), the Fourier-Hadamard transform is more adapted to the study of low-weight correlation immune functions.

B. Known results about low-weight $d$-CI Boolean functions

Let $D_{n,d}$ be the set of $d$-CI Boolean functions in $n$ variables. The minimal Hamming weight (i.e. cardinality of the support) of $n$-variable $d$-CI non-zero Boolean functions is denoted by $\omega_{n,d}$.

For the convenience of the reader, we list some known results on $\omega_{n,d}$ and recall some of their proofs.

According to Sarkar-Maitra’s divisibility property, the Hamming weight of a $d$-CI function is divisible by $2^d$, and according to the first author’s result, it is divisible by $2^d + \left\lfloor \frac{n - d - 1}{\deg(f)} \right\rfloor$, where $\deg(f)$ is the algebraic degree of function $f$ [3].

The only $n$-variable $n$-CI Boolean functions are the two constant functions. The only $(n - 1)$-CI non-constant Boolean functions are the resilient functions $\sum_{i=1}^{n} x_i$ and $\sum_{i=1}^{n} x_i + 1$. Then

$$\omega_{n,n} = 2^n \text{ and } \omega_{n,n-1} = 2^{n-1}. \quad (3)$$

We give the proof of the following lemma since it will be important in Remark 2.7.

**Lemma 2.3**: [1], [7] Let $n \geq d \geq 1$ be integers. Then

$$\omega_{n+1,d} \leq 2\omega_{n,d} \leq \omega_{n+1,d+1}. \quad \square$$

**Proof**: Given $f(x) \in D_{n,d}$, the function $g(x, x_{n+1}) = f(x)$ belongs to $D_{n+1,d}$, since, for every $a$, we have $\hat{g}(a,0) = 2\hat{f}(a)$ and $\hat{g}(a,1) = 0$, and has weight twice that of $f(x)$. Thus $\omega_{n+1,d} \leq 2\omega_{n,d}$. Assume that $g'(x, x_{n+1}) \in D_{n+1,d+1}$ is given. Notice that any $d + 1$-CI Boolean functions restricted to the hyperplane of equation $x_{n+1} = 0$ is a $d$-CI Boolean function with half weight. We have $f'(x) = g'(x, 0) \in D_{n,d}$. Thus $2\omega_{n,d} \leq \omega_{n+1,d+1}. \quad \square$

**Theorem 2.4**: [11] Let $f$ be an unbalanced non-constant $d$-CI Boolean function. Then $d \leq \frac{2}{3}n - 1$.

The following result shows the relationship between CI Boolean functions and codes.

**Lemma 2.5**: [17] Let $n$ be an integer and $1 \leq d < n$. Let $k_{\text{max}}(n, d)$ be the largest dimension of a binary linear code $[n, k, d]$. We have $\omega_{n,d} \leq 2^n - k_{\text{max}}(n, d)$.

Notice that binary MDS code $[n, n - 1, 2]$ exists, then $\omega_{n,1} = 2$. The constructions of binary codes can be regarded as an upper bound on $\omega_{n,d}$ and more results on binary codes are available in [16].

Note that the minimal weight of a $d$-CI functions is larger than or equal to the minimal number of rows in an orthogonal array (OA), not necessarily simple, that is in turn larger than or equal to the optimal solution of Delsarte linear programming (LP) problem. A lower bound on $\omega_{n,d}$ can then be found in Table I below, given in [17].

**TABLE I**

| LOWER BOUNDS ON $\omega_{n,d}$ OBTAINED BY THE DELSARTE LP ALGORITHM |
Satisfiability Modulo Theory (SMT) tool is used to search for CI Boolean functions in [1].

We also give Table II from [1], [7] displaying the known values of $\omega_{n,d}$ for $n \leq 13$. A triple question mark $???$ indicates that the value is unknown.

<table>
<thead>
<tr>
<th>$n$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>6</td>
<td>8</td>
<td>16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>8</td>
<td>12</td>
<td>16</td>
<td>32</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>8</td>
<td>16</td>
<td>32</td>
<td>32</td>
<td>64</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>8</td>
<td>16</td>
<td>48</td>
<td>64</td>
<td>64</td>
<td>128</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>10</td>
<td>16</td>
<td>64</td>
<td>88</td>
<td>112</td>
<td>128</td>
<td>256</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>12</td>
<td>20</td>
<td>96</td>
<td>132</td>
<td>192</td>
<td>224</td>
<td>256</td>
<td>512</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>12</td>
<td>24</td>
<td>96</td>
<td>192</td>
<td>320</td>
<td>384</td>
<td>512</td>
<td>1024</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>2</td>
<td>12</td>
<td>24</td>
<td>96</td>
<td>192</td>
<td>512</td>
<td>640</td>
<td>1024</td>
<td>1024</td>
<td>2048</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>14</td>
<td>28</td>
<td>116</td>
<td>176</td>
<td>768</td>
<td>1024</td>
<td>1536</td>
<td>1792</td>
<td>2048</td>
<td>2048</td>
<td>4096</td>
<td>4096</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>16</td>
<td>28</td>
<td>128</td>
<td>224</td>
<td>1024</td>
<td>1536</td>
<td>2560</td>
<td>3072</td>
<td>3584</td>
<td>4096</td>
<td>4096</td>
<td>8192</td>
</tr>
</tbody>
</table>

The minimum Hamming weight of $d$-CI nonzero Boolean functions in $n$ variables can be calculated using the following method:

- **Light gray background**: The entries on light gray background follow from $\omega_{n,1} = 2$ and $\omega_{n,n} = 2^n$.

- **Dark gray background**:
  - **Upper bound**: Notice that $\omega_{n,n-1} = 2^{n-1}$, then $\omega_{n,d} \leq \omega_{n,n-1} = 2^{n-1}$ according to Lemma 2.3.
  - **Lower bound**: According to Theorem 2.4, then for any $\left\lceil \frac{2n-2}{3} \right\rceil \leq d \leq n - 1$, $2^{n-1} \leq \omega_{n,d}$.

In both areas above, the values of $\omega_{n,d}$ are already decided for any $n$.

- **Write background**:
  - **Upper bound**: The known constructions of binary codes provide an upper bound on $\omega_{n,d}$.
  - **Lower bound**: A lower bound on $\omega_{n,d}$ can then be found in Table I according to the Delsarte Linear Programming bound. The fact that $\omega_{n,d}$ is divisible by $2^d$ is also used.
  - **Searching**: Those entries in **bold** have been obtained by SMT tool.
C. A first simple construction giving more information on $\omega_{n,d}$

In this subsection, we introduce an elementary construction, which shows that the upper inequality in Lemma 2.3 is in fact an equality when $d$ is even.

**Proposition 2.6:** Let $d$ be an even integer such that $n \geq d \geq 2$. Then:

$$\omega_{n+1,d+1} = 2\omega_{n,d}.$$ 

**Proof:** Assume that $f(x) \in D_{n,d}$ is given. Let

$$g(x, x_{n+1}) = \begin{cases} f(x), & \text{when } x_{n+1} = 0; \\ f(x + 1), & \text{when } x_{n+1} = 1. \end{cases}$$

(4)

It is clear that $g(x, x_{n+1})$ is an $n + 1$-variable Boolean function with Hamming weight $2w_H(f)$. Now we prove that $g(x, x_{n+1})$ is a $d + 1$-CI Boolean function, that is, for any $u \in \mathbb{F}_2^n$, $u_{n+1} \in \mathbb{F}_2$ satisfying $1 \leq w_H(u, u_{n+1}) \leq d + 1$,

$$\hat{g}(u, u_{n+1}) = \sum_{(x, x_{n+1}) \in \mathbb{F}_2^{n+1}} g(x, x_{n+1})(-1)^{(u, u_{n+1})}(x, x_{n+1}) = 0.$$ 

Indeed, we have for any $(u, u_{n+1}) \in \mathbb{F}_2^{n+1}$:

$$\hat{g}(u, u_{n+1}) = \sum_{(x, x_{n+1}) \in \mathbb{F}_2^{n+1}} g(x, x_{n+1})(-1)^{(u, u_{n+1})}(x, x_{n+1})$$

$$= \sum_{x \in \mathbb{F}_2^n} f(x)(-1)^{u \cdot x} + \sum_{x \in \mathbb{F}_2^n} f(x + 1)(-1)^{(u, u_{n+1})(x, 1)}$$

$$= \sum_{x \in \mathbb{F}_2^n} f(x)(-1)^{u \cdot x} + \sum_{x \in \mathbb{F}_2^n} f(x)(-1)^{(u, u_{n+1})(x + 1, n+1)}$$

$$= (1 + (-1)^{w_H(u, u_{n+1})}) \sum_{x \in \mathbb{F}_2^n} f(x)(-1)^{u \cdot x}$$

$$= (1 + (-1)^{w_H(u, u_{n+1})}) \hat{f}(u).$$

If $w_H(u, u_{n+1}) = d + 1$, then since $d$ is an even integer, we have $1 + (-1)^{w_H(u, u_{n+1})} = 1 + (-1)^{d+1} = 0$, thus $\hat{g}(u, u_{n+1}) = 0$.

If $u = 0_n$ and $w_H(u, u_{n+1}) \geq 1$, then $u_{n+1} = 1$. Thus $1 + (-1)^{w_H(u, u_{n+1})} = 1 + (-1) = 0$, which means $\hat{g}(u, u_{n+1}) = 0$.

If $1 \leq w_H(u, u_{n+1}) \leq d$ and $u \neq 0_n$, we deduce that $1 \leq w_H(u) \leq w_H(u, u_{n+1}) \leq d$. Since $f(x) \in D_{n,d}$, we have $\hat{f}(u) = 0$, then $\hat{g}(u, u_{n+1})$ is null.

Summarizing, for any $(u, u_{n+1}) \in \mathbb{F}_2^n$ such that $1 \leq w_H(u, u_{n+1}) \leq d + 1$, the value $\hat{g}(u, u_{n+1})$ is null, that is, $g(x, x_{n+1})$ is a $d + 1$-CI Boolean function. Thus $g(x, x_{n+1}) \in D_{n+1,d+1}$ and $\omega_{n+1,d+1} \leq 2\omega_{n,d}$ when $d$ is even. But $2\omega_{n,d} \leq \omega_{n+1,d+1}$ for any $n \geq d \geq 2$ according to Lemma 2.3. Thus

$$\omega_{n+1,d+1} = 2\omega_{n,d}$$

for any even $d$ satisfying $n \geq d \geq 2$. \qed

**Remark 2.7:** According to the proof of Lemma 2.3 and Proposition 2.6, for any even integer $d$, $d$-CI Boolean functions in $n$ variables with weight $\omega_H$ exist if and only if $d + 1$-CI Boolean functions in $n + 1$ variables with weight $2\omega_H$ exist. This makes that one only need to consider the case where $d$ is odd in further research, then the cases which need to be considered are twice less numerous.
Notice that $\omega_{10,4} = 128$, we directly obtain a new value of Table II according to Proposition 2.6, that is, $\omega_{11,5} = 256$.

On the basis of Table II, we propose the following conjecture.

**Conjecture 2.8:** Let $n \geq 3$ be any integer. The minimum Hamming weight of 3-CI nonzero Boolean functions in $n$ variables equals

$$\omega_{n,3} = 8\lceil \frac{n}{4} \rceil.$$  (5)

We say that an $n$-variable Boolean function achieves the 3-CI conjectured value if (5) holds. In the following, we will derive general bounds on $\omega_{n,d}$ with odd $d$. Particularly, we will deduce more values of $\omega_{n,3}$, which agree with our conjecture.

### III. A CONSTRUCTION OF LOW-WEIGHT $d$-CI BOOLEAN FUNCTIONS THROUGH THE FOURIER-HADAMARD TRANSFORM AND A RELATED INEQUALITY ON $\omega_{n,d}$

In this section, we use the characterization of CI functions by the Fourier-Hadamard transform (rather than by the Walsh-Hadamard transform) and we introduce a related general construction of CI functions by multiplication (instead of by addition as used in classical constructions of resilient functions).

In the next proposition, given a matrix $M \in \mathbb{F}_2^{nt \times nt}$ and given $i, j = 1, \ldots, t$, we denote by $M^{(i,j)}$ the $n \times n$ matrix (called a block of $M$) obtained from $M$ by erasing its rows whose indices do not belong to the interval $[n(i - 1) + 1; n(i - 1) + n]$ and its columns whose indices do not belong to the interval $[n(j - 1) + 1; n(j - 1) + n]$. Assuming that $M$ is non-singular, denoting the inverse matrix of $M$ by $M^{-1}$ and the transposed matrix of $M^{-1}$ by $M'$, we denote by $M^{-1(i,j)}$ and $M'^{(i,j)}$ the matrices obtained similarly from $M^{-1}$ and $M'$. We define the symbol "\cdot" as the usual inner product in $\mathbb{F}_2^n$ and the symbol "\times" as the normal matrix multiplication (row vector can also be regarded as a matrix with one row). Notice that $M'^{(j,i)}$ is the transposed matrix of $M^{-1(i,j)}$, according to the definition, then for any $x, y \in \mathbb{F}_2^n$ and $n \times n$ matrix $M^{(i,j)}$, we have

$$x \cdot (y \times M^{-1(i,j)}) = y \cdot (x \times M'^{(j,i)}).$$  (6)

**Proposition 3.1:** Let $t$ be a positive integer and $M$ be a $nt \times nt$ nonsingular matrix over $\mathbb{F}_2$. Let $f_j \in D_{n,d_j}$ for any $1 \leq j \leq t$. Define the following $nt$-variable function $h$, whose input is written in the form $(x^{(1)}, x^{(2)}, \ldots, x^{(t)})$, where $x^{(1)}, x^{(2)}, \ldots, x^{(t)} \in \mathbb{F}_2^n$,

$$h(x^{(1)}, x^{(2)}, \ldots, x^{(t)}) = \prod_{j=1}^{t} f_j \left( \sum_{i=1}^{t} x^{(i)} \times M^{(i,j)} \right).$$

Assume that for any $(u^{(1)}, u^{(2)}, \ldots, u^{(t)}) \in (\mathbb{F}_2^n)^t$ satisfying $1 \leq w_H(u^{(1)}, u^{(2)}, \ldots, u^{(t)}) \leq d$, there exists $1 \leq j \leq t$ such that

$$1 \leq w_H \left( \sum_{i=1}^{t} u^{(i)} \times M'^{(i,j)} \right) \leq d_j.$$

Then $h$ belongs to $D_{nt,d}$ and has Hamming weight $\prod_{j=1}^{t} w_H(f_j)$.

**Proof:** Notice that for any $(u^{(1)}, u^{(2)}, \ldots, u^{(t)}) \in (\mathbb{F}_2^n)^t$,

$$\hat{h}(u^{(1)}, u^{(2)}, \ldots, u^{(t)}) = \sum_{x^{(1)}, x^{(2)}, \ldots, x^{(t)} \in \mathbb{F}_2^n} h(x^{(1)}, x^{(2)}, \ldots, x^{(t)}) (-1)^{(u^{(1)}, u^{(2)}, \ldots, u^{(t)}) \cdot (x^{(1)}, x^{(2)}, \ldots, x^{(t)})}

= \sum_{x^{(1)}, x^{(2)}, \ldots, x^{(t)} \in \mathbb{F}_2^n} \left( \prod_{j=1}^{t} f_j \left( \sum_{i=1}^{t} x^{(i)} \times M^{(i,j)} \right) \right) (-1)^{\sum_{j=1}^{t} u^{(j)} \cdot x^{(j)}}.$$
Replace \( \sum_{i=1}^{t} x^{(i)} \times M^{(i,j)} \) by \( y^{(j)} \) for \( 1 \leq j \leq t \), then \( (y^{(1)}, y^{(2)}, \ldots, y^{(t)}) = (x^{(1)}, x^{(2)}, \ldots, x^{(t)}) \times M \), according to the well-known method of multiplication of matrices by blocks. Thus
\[
(x^{(1)}, x^{(2)}, \ldots, x^{(t)}) = (y^{(1)}, y^{(2)}, \ldots, y^{(t)}) \times M^{-1},
\]
which means \( x^{(j)} = \sum_{i=1}^{t} y^{(i)} \times M^{-1(i,j)} \) for \( 1 \leq j \leq t \). According to (6), then
\[
\hat{h}(u^{(1)}, u^{(2)}, \ldots, u^{(t)})
\]
\[
= \sum_{y^{(1)}, y^{(2)}, \ldots, y^{(t)} \in \mathbb{F}_2^t} \left( \prod_{j=1}^{t} f_j(y^{(j)}) \right) (-1)^{\sum_{j=1}^{t} y^{(j)}} \left( \sum_{i=1}^{t} y^{(i)} \times M^{-1(i,j)} \right)
\]
\[
= \sum_{y^{(1)}, y^{(2)}, \ldots, y^{(t)} \in \mathbb{F}_2^t} \left( \prod_{j=1}^{t} f_j(y^{(j)}) \right) (-1)^{\sum_{j=1}^{t} y^{(j)}} \left( \sum_{i=1}^{t} u^{(i)} \times M^{(i,j)} \right)
\]
\[
= \sum_{y^{(1)}, y^{(2)}, \ldots, y^{(t)} \in \mathbb{F}_2^t} \left( \prod_{j=1}^{t} f_j(y^{(j)}) \right) (-1)^{\sum_{j=1}^{t} y^{(j)}} \left( \sum_{i=1}^{t} u^{(i)} \times M^{(i,j)} \right)
\]
\[
= \prod_{j=1}^{t} \left( \sum_{y^{(j)} \in \mathbb{F}_2} f_j(y^{(j)}) (-1)^{y^{(j)}} \left( \sum_{i=1}^{t} u^{(i)} \times M^{(i,j)} \right) \right)
\]
\[
= \prod_{j=1}^{t} \hat{f}_j \left( \sum_{i=1}^{t} u^{(i)} \times M^{(i,j)} \right).
\]

According to the hypothesis, for any \( (u^{(1)}, u^{(2)}, \ldots, u^{(t)}) \in (\mathbb{F}_2^d)^t \) satisfying \( 1 \leq w_H(u^{(1)}, u^{(2)}, \ldots, u^{(t)}) \leq d \), there exists \( 1 \leq j \leq t \) such that
\[
1 \leq w_H\left( \sum_{i=1}^{t} u^{(i)} \times M^{(i,j)} \right) \leq d_j.
\]
Since \( f_j \) is a \( d_j \)-CI Boolean function for any \( 1 \leq j \leq t \), we have for any \( 1 \leq w_H(u^{(1)}, u^{(2)}, \ldots, u^{(t)}) \leq d \) that
\[
\hat{h}(u^{(1)}, u^{(2)}, \ldots, u^{(t)}) = \prod_{j=1}^{t} \hat{f}_j \left( \sum_{i=1}^{t} u^{(i)} \times M^{(i,j)} \right) = 0,
\]
which means \( h \) is a \( d \)-CI Boolean function.

By definition, \( h \) is affine equivalent to the direct product of \( f_j \) and then \( w_H(h) = \prod_{j=1}^{t} w_H(f_j) \). Thus \( h \) belongs to \( \mathcal{D}_{nt,d} \) and has Hamming weight \( \prod_{j=1}^{t} w_H(f_j) \). \( \square \)

As an application of Proposition 3.1, we have the following results.
**Corollary 3.2:** Let $n, d, t$ be positive integers satisfying $d \leq n$ and $t \geq 2$. Assume that $f_1 \in D_{n,d}$ and $f_j \in D_{n, \lfloor d/2 \rfloor}$ for any $2 \leq j \leq t$. Define

$$h(x^{(1)}, x^{(2)}, \ldots, x^{(t)}) = f_1(x^{(1)}) \prod_{j=2}^{t} f_j(x^{(j)} + x^{(1)}); \ x^{(1)}, x^{(2)}, \ldots, x^{(t)} \in \mathbb{F}_2^n.$$  

Then $h$ belongs to $D_{nt,d}$ and has Hamming weight $\prod_{j=1}^{t} w_H(f_j)$.

**Proof:** Let the $nt \times nt$ nonsingular matrix whose representation by $n \times n$ blocks equals

$$M = \begin{bmatrix}
I & I & I & \cdots & I \\
0 & I & 0 & \cdots & 0 \\
0 & 0 & I & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & I
\end{bmatrix},$$

where $I$ is the identity $n \times n$ matrix and $0$ is the all-0 $n \times n$ matrix. Then

$$M' = \begin{bmatrix}
I & 0 & 0 & \cdots & 0 \\
I & I & 0 & \cdots & 0 \\
I & 0 & I & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
I & 0 & 0 & \cdots & I
\end{bmatrix}.$$  

Notice that

$$h(x^{(1)}, x^{(2)}, \ldots, x^{(t)}) = f_1(x^{(1)}) \prod_{j=2}^{t} f_j(x^{(j)} + x^{(1)})$$

$$= f_1(x^{(1)} \times I) \prod_{j=2}^{t} f_j(x^{(j)} \times I + x^{(1)} \times I) = \prod_{j=1}^{t} f_j \left( \sum_{i=1}^{t} x^{(i)} \times M^{(i,j)} \right),$$

where $f_1 \in D_{n,d}$ and $f_j \in D_{n, \lfloor d/2 \rfloor}$ for any $2 \leq j \leq t$. According to Proposition 3.1, we only need to prove that for any $(u^{(1)}, u^{(2)}, \ldots, u^{(t)}) \in (\mathbb{F}_2^n)^t$ satisfying $1 \leq w_H(u^{(1)}, u^{(2)}, \ldots, u^{(t)}) \leq d$, either

$$1 \leq w_H \left( \sum_{i=1}^{t} u^{(i)} \times M'^{(i,1)} \right) = w_H \left( \sum_{i=1}^{t} u^{(i)} \right) \leq d,$$

or there exists $2 \leq j \leq t$ such that

$$1 \leq w_H \left( \sum_{i=1}^{t} u^{(i)} \times M'^{(i,j)} \right) = w_H(u^{(j)}) \leq \left\lfloor \frac{d}{2} \right\rfloor.$$

For any $(u^{(1)}, u^{(2)}, \ldots, u^{(t)}) \in (\mathbb{F}_2^n)^t$ satisfying $1 \leq w_H(u^{(1)}, u^{(2)}, \ldots, u^{(t)}) \leq d$, it is clear that

$$w_H \left( \sum_{i=1}^{t} u^{(i)} \right) \leq \sum_{i=1}^{t} w_H(u^{(i)}) = w_H(u^{(1)}, u^{(2)}, \ldots, u^{(t)}) \leq d.$$
low-weight functions; in fact, we also append the first vector $x$ function with our conjecture when $d(1) = 0$ if and only if $u(j) = 0_n$ for any $2 \leq j \leq t$ and $\sum_{i=1}^{t} u(i) = 0_n$. Then there exists $2 \leq j \leq t$ such that $u(j) \neq 0_n$ since $w_H(u(1), u(2), \ldots, u(t)) \geq 1$. We have $u(j) = \sum_{i=1,i\neq j}^{t} u(i) \neq 0_n$. Then

$$w_H(u(j)) = \frac{w_H(u(j)) + w_H(\sum_{i=1,i\neq j}^{t} u(i))}{2} \leq \frac{\sum_{i=1}^{t} w_H(u(i))}{2} \leq \frac{d}{2}. \tag{1}$$

Since $w_H(u(j))$ is an integer, there exists $2 \leq j \leq t$ such that $1 \leq w_H(u(j)) \leq \lfloor \frac{d}{2} \rfloor$. The proof is complete. \hfill $\square$

**Remark 3.3:** Given a code $C_1$ of dual distance $d_1$, a code $C_2$ of dual distance $d_2$ and codes $C_3, \ldots, C_t$ of dual distances at least $d_2$, the dual distance of the code $\{(x^{(1)}, x^{(2)}, \ldots, x^{(t)}) \in (F_2^n)^t; x^{(1)} \in C_1, x^{(1)} + x^{(2)} \in C_2, \ldots, x^{(t)}(1) + x^{(t)} \in C_t\}$ equals $\min(d_1, 2 d_2)$, according to the proof above.

One can construct $n$-variable $d$-CI Boolean functions with Hamming weight $(\omega_{nt,d}^n)^{t-1} \omega_{n,d}$ according to Corollary 3.2. Then the following corollary is clear.

**Corollary 3.4:** Let $n, d, t$ be positive integers satisfying $d \leq n$ and $t \geq 2$. We have

$$\omega_{nt,d} \leq (\omega_{n,d}^n)^{t-1} \omega_{n,d}. \tag{2}$$

In the case of $d = 3, t = 2$, we have $\omega_{n,1} = 2$, then $2n$-variable $3$-CI Boolean functions with Hamming weight $2 \omega_{n,3}$ exist. Further, notice that $\omega_{4,3} = 8$ and $\omega_{12,3} = 24$, we can deduce that $n$-variable Boolean functions which achieve $3$-CI conjectured value exist when $n = 2^k$ or $3 \cdot 2^k$ for any $k \geq 2$.

IV. A CONSTRUCTION OF LOW-WEIGHT $d$-CI BOOLEAN FUNCTIONS THROUGH KRONECKER PRODUCT

In this section, we deduce more values of $\omega_{n,d}$ by using the Kronecker product of vectors, which agree with our conjecture when $d = 3$. Another general construction by using Kronecker product directly is given in Proposition 4.5, which is a more general construction.

The Kronecker product of two vectors is defined as

$$(x^{(1)}, x^{(2)}) = (x_1^{(1)}, \ldots, x_{n_2}^{(1)}), (x_1^{(2)}, \ldots, x_{n_1}^{(2)}) \in F_2^{n_2} \times F_2^{n_1} \rightarrow (x_1^{(1)} + x_1^{(2)})_{1 \leq i \leq n_1, 1 \leq i \leq n_2} \in F_2^{n_1 n_2}. \tag{3}$$

Its generalization to $t$ variables can be stated as follows:

for any $1 \leq r \leq t$, let $x^{(r)} = (x_1^{(r)}, \ldots, x_{n_t}^{(r)}) \in F_2^{n_1 \cdots n_t}$, then we have $$(x^{(1)}, x^{(2)}, \ldots, x^{(t)}) \in F_2^{n_2 n_t} \times F_2^{n_2 n_t} \times \cdots \times F_2^{n_2 n_t}.$$ The generalized Kronecker product of $t$ vectors is then defined as:

$$(x^{(1)}, x^{(2)}, \ldots, x^{(t)}) \rightarrow \left(\sum_{r=1}^{t} x_1^{(r)}, \ldots, x_{n_t}^{(r)}\right), 1 \leq i_1 \leq n_1, 1 \leq i_2 \leq n_2, \ldots, 1 \leq i_t \leq n_t \in F_2^{n_1 n_2 \cdots n_t}. \tag{4}$$

In the following proposition, we use this generalized Kronecker product to define a construction of CI functions; in fact, we also append the first vector $x^{(1)} \in F_2^{n_2 \cdots n_t}$ to the product, in order to construct low-weight $d$-CI Boolean functions.

**Proposition 4.1:** Let $d, t$ be positive integers such that $2^d > d$. Assume that $f_1(x^{(1)})$ is a $d$-CI Boolean function with $n_2 \cdots n_t$ variables and $f_2(x^{(2)})$ is a $2^d \cdot \frac{d}{2}$-CI Boolean function with $n_1 n_3 \cdots n_t$ variables. For any $r = 3, 4, \ldots, t$, assume that $f_r(x^{(r)})$ is a Boolean function whose number of variables equals
proof: let us define $h$ as follows:

$$h(r) = \prod_{i=1}^{t} x_{i_1,...,i_{r-1},i_{r+1},...,i_t},$$

where $1 \leq i_1, i_2, \ldots, i_{r-1}, i_{r+1}, \ldots, i_t \leq n_t$ and which is such that, for every $v^{(r)} \in \mathbb{F}_2^{n_t}$ satisfying $1 \leq w_H(v^{(r)}) \leq d$ with $w_H(v^{(r)})$ even, we have $f_r(v^{(r)}) = 0$. We define the $((n_1 + 1)n_2n_3 \cdots n_t)$-variable function $h$ by its support as follows:

$$\text{Supp}(h) = \left\{ \left( \sum_{r=1}^{t} x_{i_1,...,i_{r-1},i_{r+1},...,i_t}^{(r)} , x^{(1)} \right), \ldots, \left( x^{(t)} \right) \mid x^{(1)} \in \text{Supp}(f_1), x^{(2)} \in \text{Supp}(f_2), \ldots, x^{(t)} \in \text{Supp}(f_t) \right\},$$

then $h$ is a $d$-CI Boolean function of Hamming weight $\prod_{r=1}^{t} w_H(f_r)$.

In particular, if $f_1$ is a $d$-CI Boolean function and if each function $f_r$ is $2\left[\frac{d}{2}\right]$-CI for $r = 2, \ldots, t$, then $h$ is a $d$-CI Boolean function of Hamming weight $\prod_{r=1}^{t} w_H(f_r)$.

Proof: It is clear that $h$ is an $((n_1 + 1)n_2n_3 \cdots n_t)$-variable Boolean function and has Hamming weight $\prod_{r=1}^{t} w_H(f_r)$. For any $u = (u_{i_1,i_2},...,i_t)_{i_1,i_2,...,i_t} \in \mathbb{F}_2^{n_1n_2 - n_2}, v = (u_{i_2,...,i_t})_{i_2,...,i_t} \in \mathbb{F}_2^{n_2 - n_t}$ (to simplify the notation, let us define $u_{i_1,i_2,...,i_t} := u_{i_2,...,i_t}$ for any $i_2, \ldots, i_t$), we have:

$$\hat{h}(u,v) = \sum_{x^{(1)} \in \text{Supp}(f_1), x^{(2)} \in \text{Supp}(f_2), \ldots, x^{(t)} \in \text{Supp}(f_t)} (-1)^{v_x^{(1)} + \sum_{1 \leq i_1 \leq n_1, 1 \leq i_2 \leq n_2, \ldots, 1 \leq i_t \leq n_t} u_{i_1,i_2,...,i_t} x^{(1)}_{i_1,...,i_{r-1},i_{r+1},...,i_t}}$$

$$= \prod_{r=2}^{t} \left( \sum_{x^{(r)} \in \text{Supp}(f_r)} (-1) \sum_{1 \leq i_1 \leq n_1, 1 \leq i_2 \leq n_2, \ldots, 1 \leq i_t \leq n_t} u_{i_1,i_2,...,i_t} x^{(r)}_{i_1,...,i_{r-1},i_{r+1},...,i_t} \right)$$

$$= \prod_{r=2}^{t} \left( \sum_{x^{(r)} \in \text{Supp}(f_r)} (-1)^{u_{0,i_1,i_2,...,i_t} x^{(r)}_{i_1,...,i_{r-1},i_{r+1},...,i_t}} + \sum_{1 \leq i_1 \leq n_1, 1 \leq i_2 \leq n_2, \ldots, 1 \leq i_t \leq n_t} u_{i_1,i_2,...,i_t} x^{(r)}_{i_1,...,i_{r-1},i_{r+1},...,i_t} \right)$$

$$= \prod_{r=2}^{t} \left( \sum_{x^{(r)} \in \text{Supp}(f_r)} (-1)^{u_{i_1,i_2,...,i_t} x^{(1)}} \right)$$

$$= \hat{f}_1 \left( \sum_{i_1=0}^{n_1} u_{i_1,1,...,1} \cdots \sum_{i_t=0}^{n_t} u_{i_1,n_2,...,n_t} \prod_{r=2}^{t} \hat{f}_r \left( \sum_{i_1=0}^{n_1} u_{i_1,1,i_2,1,...,1} \cdots \sum_{i_t=0}^{n_t} u_{i_1,n_2,...,n_t,i_r,1,...,1} \right) \right).
Let \( u = (u_{i_1,i_2,\ldots,i_t})_{i_1,i_2,\ldots,i_t} \in \mathbb{F}_2^{n_1 n_2 \cdots n_t}, v = (v_{i_2,\ldots,i_t})_{i_2,\ldots,i_t} \in \mathbb{F}_2^{n_2 \cdots n_t} \) satisfying \( 1 \leq w_H(u, v) \leq d \), it is clear that:
\[
  w_H(\hat{u}^1) \leq w_H(u, v) \leq d,
\]
where \( \hat{u}^1 \) is defined as the vector \( \left( \sum_{i_1=0}^{n_1} u_{i_1,1,\ldots,1,\ldots,1}, \sum_{i_1=0}^{n_1} u_{i_1,2,\ldots,2,\ldots,2} \right) \in \mathbb{F}_2^{n_1 n_2 \cdots n_t}. \) For any \( 2 \leq r \leq t \), we define the vector \( \left( \sum_{i_r=1}^{n_r} u_{1,\ldots,1,i_r,\ldots,1,\ldots,1}, \sum_{i_r=1}^{n_r} u_{1,\ldots,1,i_r,\ldots,1,\ldots,1} \right) \in \mathbb{F}_2^{n_1 \cdots n_{r-1} n_r+1 \cdots n_t} \) as \( \hat{u}^r \) for convenience.

Assume that \( w_H(\hat{u}^1) \neq 0 \), then since \( f_1 \) is a \( d \)-CI Boolean function, we have \( \hat{f}_1(\hat{u}^1) = 0 \) and \( \hat{h}(u, v) \) is null.

Assume that \( w_H(\hat{u}^1) = 0 \) but \( w_H(\hat{u}^2) \neq 0 \). Notice that
\[
  w_H(u, v) \pmod{2} = \sum_{1 \leq i_2 \leq n_2, \ldots, 1 \leq i_t \leq n_t} \left( \sum_{i_1=0}^{n_1} u_{i_1,i_2,\ldots,i_t} \right) = 0,
\]
hence, \( w_H(u, v) \) is even then the weight is no more than \( 2 \lfloor \frac{d}{2} \rfloor \). Since \( w_H(\hat{u}^2) \neq 0 \), we have:
\[
  1 \leq w_H(\hat{u}^2) \leq w_H(u, v) \leq 2 \lfloor \frac{d}{2} \rfloor.
\]
Then since \( f_2 \) is a \( 2 \lfloor \frac{d}{2} \rfloor \)-CI Boolean function, we have \( \hat{f}_2(\hat{u}^2) = 0 \) and \( \hat{h}(u, v) \) is null.

Assume that \( w_H(\hat{u}^1) = w_H(\hat{u}^2) = \ldots = w_H(\hat{u}_{s-1}) = 0 \) but \( w_H(\hat{u}_s) \neq 0 \), where \( 3 \leq s \leq t \). Notice that
\[
  w_H(u) \pmod{2} = \sum_{1 \leq i_1 \leq n_1, 1 \leq i_2 \leq n_2, \ldots, 1 \leq i_t \leq n_t} \left( \sum_{i_3=1}^{n_3} u_{i_1,i_2,\ldots,i_t} \right) = 0
\]
\[
  = \sum_{1 \leq i_1 \leq n_1, 1 \leq i_2 \leq n_2, \ldots, 1 \leq i_t \leq n_t} \left( \sum_{i_3=1}^{n_3} u_{i_1,i_2,\ldots,i_t} \right).
\]
Hence, \( w_H(u) \) is even. The second equality shows then that \( w_H(\hat{u}_s) \) is even. Since \( w_H(\hat{u}_s) \neq 0 \), we have:
\[
  2 \leq w_H(\hat{u}_s) \leq w_H(u, v) \leq d.
\]

The hypothesis implies therefore that \( \hat{f}_s(\hat{u}_s) = 0 \) and thus \( \hat{h}(u) \) is null.

Suppose that \( w_H(\hat{u}^1) = w_H(\hat{u}^2) = \ldots = w_H(\hat{u}^s) = 0 \). Since \( w_H(u, v) \neq 0 \) and \( w_H(\hat{u}^1) = 0 \), there exist \( 0 \leq i''_1 < i'_1 \leq n_1, 1 \leq i_2 \leq n_2, \ldots, 1 \leq i_t \leq n_t \) such that \( u_{i_1,i_2,\ldots,i_t} = u_{i''_1,i_2,\ldots,i_t} = 1 \). Note that \( i''_1 \) may be null but not \( i'_1 \). Thus there exists \( u_{i''_1,i_2,\ldots,i_t} = 1 \), where \( 1 \leq i''_1 \leq n_1, 1 \leq i_2 \leq n_2, \ldots, 1 \leq i_t \leq n_t \). Since \( w_H(\hat{u}^2) = 0 \), there exist \( i''_1, \ldots, i_{t-1} \) and at least 2 values of \( i_t \) such that \( u_{i''_1,i_2,\ldots,i_t} = 1 \). Since \( w_H(\hat{u}^{t-1}) = 0 \), there exist \( i''_1, \ldots, i_{t-2} \) and at least 4 values of \( (i_{t-1}, i_t) \) such that \( u_{i''_1,i_2,\ldots,i_t} = 1 \). By induction, we have then \( w_H(u, v) \geq 2^t \). But we have \( 1 \leq w_H(u, v) \leq d < 2^t \) by hypothesis, a contradiction. Hence, \( w_H(\hat{u}^1) = w_H(\hat{u}^2) = \ldots = w_H(\hat{u}_s) = 0 \) can not happen.

This completes the proof. \( \square \)

Let \( d = 3, t = 2 \), we have the following corollary.

**Corollary 4.2:** Let \( n_1 \geq 2, n_2 \geq 3 \) be integers. Assume that \( f_1 \) is a 3-CI Boolean function in \( n_2 \) variables and \( f_2 \) is a 2-CI Boolean function in \( n_1 \) variables. Define the Boolean function \( h \) in \((n_1 + 1)n_2 \) variables such that:
\[
  \text{Supp}(h) = \{ (x^{(1)}_{i_2} + x^{(2)}_{i_1})_{1 \leq i_1 \leq n_1, 1 \leq i_2 \leq n_2}, x^{(1)} \} | x^{(1)} \in \text{Supp}(f_1), x^{(2)} \in \text{Supp}(f_2) \}.
\]

Then \( h \) is a 3-CI Boolean function of Hamming weight \( w_H(f_1)w_H(f_2) \).
Remark 4.3: Corollary 4.2 may provide more values of $\omega_{n,3}$ which agree with our conjecture. For example, since $\omega_{12,3} = 24$ and $\omega_{11,2} = 12$, a 144-variable Boolean function which achieves 3-CI conjectured value exists according to Corollary 4.2, which means $\omega_{144,3}$ $\leq 288$. Notice that $144 = 3^2 \cdot 2^4$, $\omega_{144,3}$ can not be obtained by Corollary 3.4.

Remark 4.4: According to Corollary 2.7, $f_2$ is a 2-CI Boolean function in $n_1$ variables with weight $w_H(f_2)$ if and only if there exists a 3-CI Boolean function $f_2'$ in $n_1 + 1$ variables with $w_H(f_2') = 2w_H(f_2)$. Thus we can construct the 3-CI Boolean function $h$ in $(n_1 + 1)n_2$ variables of Hamming weight $w_H(f_1)w_H(f_2')/2$ from two 3-CI Boolean function $f_1, f_2'$.

The following functions are constructed by the Kronecker product directly and the conditions on $f_2$ is weaker, but the number of variables of $h$ is less than Proposition 4.1. Proposition 4.1 is more efficient for working on the table and the following proposition gives a more general construction. The proof is similar but easier than Proposition 4.1, we omit the details here.

Proposition 4.5: Let $d, t$ be positive integers such that $2^t > d$. Assume that $f_1(x^{(1)})$ is a $d$-CI Boolean function whose number of variables equals the product $n_2 \cdots n_t$. For any $r = 2, 3, \ldots, t$, assume that $f_r(x^{(r)})$ is a Boolean function whose number of variables equals $n_1 \cdots n_{r-1}n_{r+1} \cdots n_t$ and which is such that, for every $v^{(r)} \in \mathbb{F}_2^{n_r}$ satisfying $1 \leq w_H(v^{(r)}) \leq d$ with $w_H(v^{(r)})$ even, we have $f_r(v^{(r)}) = 0$. We denote by $h$ the $(n_1n_2 \cdots n_t)$-variable function whose support equals the Kronecker product of the supports of $f_1, f_2, \ldots, f_t$:

$$\text{Supp}(h) = \{\{\sum_{r=1}^t x^{(r)}_{i_1, \ldots, i_{r-1}, i_r+1, \ldots, i_t}\} | 1 \leq i_1 \leq n_1, 1 \leq i_2 \leq n_2, \ldots, 1 \leq i_t \leq n_t | x^{(1)} \in \text{Supp}(f_1), x^{(2)} \in \text{Supp}(f_2), \ldots, x^{(t)} \in \text{Supp}(f_t)\},$$

then $h$ is a $d$-CI Boolean function of Hamming weight $\prod_{r=1}^t w_H(f_r)$.

In particular, if $f_i$ is a $d$-CI Boolean function and if each function $f_r$ is $2^\lfloor \frac{d}{2} \rfloor$-CI for $r = 2, \ldots, t$, then $h$ is a $d$-CI Boolean function of Hamming weight $\prod_{r=1}^t w_H(f_r)$.

V. More constructions

In this section, we construct low-weight $d$-CI Boolean functions by making additional restrictions on the supports built from the Kronecker product. In the next proposition, given a vector $v \in \mathbb{F}_2^n$, we denote by $v^0$ the vector $(v_1, \ldots, v_{m-1}, 0)$ and by $v^1$ the vector $(v_1, \ldots, v_{m-1}, 1)$.

Proposition 5.1: Let $n, m \geq 3$ be integers. Given an $n$-variable function $f$ and an $m$-variable function $g$, we denote by $h$ the $nm$-variable function whose support equals the Kronecker product of the supports of $f$ and $g$:

$$\text{Supp}(h) = \{(x_i + y_j)_{1 \leq i \leq n, 1 \leq j \leq m} | x \in \text{Supp}(f), y \in \text{Supp}(g)\},$$

and by $h', h''$ the $nm$-variable functions whose supports equal respectively:

$$\text{Supp}(h') = \{(x_i + y_j)_{1 \leq i \leq n, 1 \leq j \leq m} | x \in \text{Supp}(f), y \in \text{Supp}(g) \text{ satisfying } y_m = 0\},$$

$$\text{Supp}(h'') = \{(x_i + y_j)_{1 \leq i \leq n, 1 \leq j \leq m} | x \in \text{Supp}(f), y \in \text{Supp}(g) \text{ satisfying } y_m = 1\}.$$

We have then, for any $u = (u_{i,j})_{1 \leq i \leq n, 1 \leq j \leq m} \in \mathbb{F}_2^{nm}$ that:

$$\tilde{h}(u) = \hat{f}(\sum_{j=1}^m u_{1,j}, \ldots, \sum_{j=1}^m u_{n,j}) \hat{g}(\sum_{i=1}^n u_{i,1}, \ldots, \sum_{i=1}^n u_{i,m}).$$
\[ \hat{h}(u) = \frac{1}{2} \hat{f}(\sum_{j=1}^{m} u_{1,j}, \cdots, \sum_{j=1}^{m} u_{n,j}) \left( \hat{g}(\sum_{i=1}^{n} u_{i,1}, \cdots, \sum_{i=1}^{n} u_{i,m-1}, 0) + \hat{g}(\sum_{i=1}^{n} u_{i,1}, \cdots, \sum_{i=1}^{n} u_{i,m-1}, 1) \right), \]

\[ \hat{h}''(u) = \frac{1}{2} \hat{f}(\sum_{j=1}^{m} u_{1,j}, \cdots, \sum_{j=1}^{m} u_{n,j}) \left( \hat{g}(\sum_{i=1}^{n} u_{i,1}, \cdots, \sum_{i=1}^{n} u_{i,m-1}, 0) - \hat{g}(\sum_{i=1}^{n} u_{i,1}, \cdots, \sum_{i=1}^{n} u_{i,m-1}, 1) \right). \]

Assume that \( f(x) \) is a 3-CI Boolean function and that \( g(y) \) is such that, for every \( v \in \mathbb{F}_2^m \) of Hamming weight 2, we have \( \hat{g}(v) = 0 \) (respectively, we have \( \hat{g}(v^0) + \hat{g}(v^1) = 0, \hat{g}(v^0) - \hat{g}(v^1) = 0 \)), then \( h \) is a 3-CI Boolean function of Hamming weight \( w_H(f)w_H(g) \) (respectively, \( h' \) is a 3-CI Boolean function, \( h'' \) is a 3-CI Boolean function). Moreover, if \( g \) is 1-CI then \( h' \) and \( h'' \) have Hamming weight \( w_H(f)w_H(g)/2 \).

In particular, if \( f \) and \( g \) are 3-CI Boolean functions, then \( h \) is a 3-CI Boolean function of Hamming weight \( w_H(f)w_H(g) \) and both \( h' \) and \( h'' \) are 3-CI Boolean functions of Hamming weight \( w_H(f)w_H(g)/2 \).

**Proof:** It is clear that \( h, h', h'' \) are \( nm \)-variable Boolean functions and that \( h \) has Hamming weight \( w_H(f)w_H(g) \). If \( g \) is 1-CI, then the restriction of \( g \) to the hyperplane of equation \( y_m = 0 \) (resp. \( y_m = 1 \)) has Hamming weight \( w_H(g)/2 \) and \( h', h'' \) have then Hamming weight \( w_H(f)w_H(g)/2 \).

For any \( u \in \mathbb{F}_2^m \), we have:

\[ \hat{h}(u) = \sum_{x \in \text{Supp}(f), y \in \text{Supp}(g)} (-1)^{\sum_{i=1}^{m} u_{i,j} x_i + \sum_{i=1}^{n} u_{i,j} y_i} \]

\[ = \sum_{x \in \text{Supp}(f)} (-1)^{\sum_{j=1}^{m} u_{1,j} x_i} \sum_{y \in \text{Supp}(g)} (-1)^{\sum_{j=1}^{n} u_{i,j} y_i} \]

\[ = \sum_{x \in \text{Supp}(f)} (-1)^{\sum_{j=1}^{m} u_{1,j} \cdots \sum_{j=1}^{m} u_{n,j} x} \sum_{y \in \text{Supp}(g)} (-1)^{\sum_{j=1}^{n} u_{i,1} \cdots \sum_{j=1}^{n} u_{i,m} y} \]

\[ = \hat{f}(\sum_{j=1}^{m} u_{1,j}, \cdots, \sum_{j=1}^{m} u_{n,j}) \hat{g}(\sum_{i=1}^{n} u_{i,1}, \cdots, \sum_{i=1}^{n} u_{i,m}), \]

\[ \hat{h}'(u) = \sum_{x \in \text{Supp}(f)} (-1)^{\sum_{j=1}^{m} u_{1,j} \cdots \sum_{j=1}^{m} u_{n,j} x} \sum_{y \in \text{Supp}(g), y_m = 0} (-1)^{\sum_{j=1}^{n} u_{i,1} \cdots \sum_{j=1}^{n} u_{i,m} y} \]

\[ = \hat{f}(\sum_{j=1}^{m} u_{1,j}, \cdots, \sum_{j=1}^{m} u_{n,j}) \left( \sum_{y \in \text{Supp}(g)} (-1)^{\sum_{j=1}^{n} u_{i,1} \cdots \sum_{j=1}^{n} u_{i,m-1,0} y} \right) + \sum_{y \in \text{Supp}(g)} (-1)^{\sum_{j=1}^{n} u_{i,1} \cdots \sum_{j=1}^{n} u_{i,m-1,1} y} \]

\[ = \frac{1}{2} \hat{f}(\sum_{j=1}^{m} u_{1,j}, \cdots, \sum_{j=1}^{m} u_{n,j}) \left( \hat{g}(\sum_{i=1}^{n} u_{i,1}, \cdots, \sum_{i=1}^{n} u_{i,m-1}, 0) + \hat{g}(\sum_{i=1}^{n} u_{i,1}, \cdots, \sum_{i=1}^{n} u_{i,m-1}, 1) \right), \]
\[ \hat{h}''(u) = \sum_{x \in \text{Supp}(f)} (-1)^{\left( \sum_{j=1}^{m} u_{1,j} \cdots \sum_{j=1}^{m} u_{n,j} \right)x} \sum_{y \in \text{Supp}(g), y_{m}=0} (-1)^{\left( \sum_{i=1}^{n} u_{i,1} \cdots \sum_{i=1}^{n} u_{i,m-1},0 \right)y} \]

\[ = \hat{f}(\sum_{j=1}^{m} u_{1,j}, \cdots, \sum_{j=1}^{m} u_{n,j}) \left( \sum_{y' \in \text{Supp}(g)} (-1)^{\left( \sum_{i=1}^{n} u_{i,1} \cdots \sum_{i=1}^{n} u_{i,m-1},1 \right)y} \right) \]

\[ = \frac{1}{2} \hat{f}(\sum_{j=1}^{m} u_{1,j}, \cdots, \sum_{j=1}^{m} u_{n,j}) \left( \hat{g}(\sum_{i=1}^{n} u_{i,1}, \cdots, \sum_{i=1}^{n} u_{i,m-1},0) - \hat{g}(\sum_{i=1}^{n} u_{i,1}, \cdots, \sum_{i=1}^{n} u_{i,m-1},1) \right). \]

The second steps for \( h' \) and \( h'' \) hold since

\[ \sum_{y \in \text{Supp}(g)} (-1)^{\left( \sum_{i=1}^{n} u_{i,1} \cdots \sum_{i=1}^{n} u_{i,m-1},0 \right)y} = \sum_{y \in \text{Supp}(g), y_{m}=0} (-1)^{\left( \sum_{i=1}^{n} u_{i,1} \cdots \sum_{i=1}^{n} u_{i,m-1} \right)y'} + \sum_{y \in \text{Supp}(g), y_{m}=1} (-1)^{\left( \sum_{i=1}^{n} u_{i,1} \cdots \sum_{i=1}^{n} u_{i,m-1} \right)y'}, \]

and

\[ \sum_{y \in \text{Supp}(g)} (-1)^{\left( \sum_{i=1}^{n} u_{i,1} \cdots \sum_{i=1}^{n} u_{i,m-1},1 \right)y} = \sum_{y \in \text{Supp}(g), y_{m}=0} (-1)^{\left( \sum_{i=1}^{n} u_{i,1} \cdots \sum_{i=1}^{n} u_{i,m-1} \right)y'} - \sum_{y \in \text{Supp}(g), y_{m}=1} (-1)^{\left( \sum_{i=1}^{n} u_{i,1} \cdots \sum_{i=1}^{n} u_{i,m-1} \right)y'}, \]

where \( y = (y', y_{m}) \).

Let \( u \in \mathbb{F}_2^{nm} \) satisfying \( 1 \leq w_H(u) \leq 3 \), it is clear that

\[ w_H\left( \sum_{j=1}^{m} u_{1,j}, \cdots, \sum_{j=1}^{m} u_{n,j} \right) \leq w_H(u) \leq 3. \]

If \( \left( \sum_{j=1}^{m} u_{1,j}, \cdots, \sum_{j=1}^{m} u_{n,j} \right) \neq 0_n \), then since \( f \) is a 3-CI Boolean function, we have \( \hat{f}(\sum_{j=1}^{m} u_{1,j}, \cdots, \sum_{j=1}^{m} u_{n,j}) = 0 \) and \( \hat{h}(u), \hat{h}'(u), \hat{h}''(u) \) are null.

If \( \left( \sum_{j=1}^{m} u_{1,j}, \cdots, \sum_{j=1}^{m} u_{n,j} \right) = 0_n \) and \( u \neq 0 \), then \( w_H(u) = \sum_{i=1}^{n} w_H(u_{i,j}) \) is even and \( 1 \leq w_H(u) \leq 3 \) implies \( w_H(u) = 2 \). There exist then \( 1 \leq i_1 \leq n, 1 \leq j_1 < j_2 \leq m \) such that \( u_{i_1,j_1} = u_{i_1,j_2} = 1 \) and others are 0. Thus \( \sum_{i=1}^{n} u_{i,j_1} = \sum_{i=1}^{n} u_{i,j_2} = 1 \) and others are 0, which means \( w_H\left( \sum_{i=1}^{n} u_{i,1}, \cdots, \sum_{i=1}^{n} u_{i,m} \right) = 2 \). According to the hypothesis, we have \( \hat{g}(\sum_{i=1}^{n} u_{i,1}, \cdots, \sum_{i=1}^{n} u_{i,m}) = 0 \) (respectively, we have \( \hat{g}(\sum_{i=1}^{n} u_{i,1}, \cdots, \sum_{i=1}^{n} u_{i,m-1},0) + \hat{g}(\sum_{i=1}^{n} u_{i,1}, \cdots, \sum_{i=1}^{n} u_{i,m-1},1) = 0, \hat{g}(\sum_{i=1}^{n} u_{i,1}, \cdots, \sum_{i=1}^{n} u_{i,m-1},0) - \hat{g}(\sum_{i=1}^{n} u_{i,1}, \cdots, \sum_{i=1}^{n} u_{i,m-1},1) = 0 \)), then \( \hat{h}(u) \) is null (respectively, \( \hat{h}'(u) = 0, \hat{h}''(u) = 0 \)).

This completes the proof. \qed
VI. CONCLUDING REMARKS

In this paper, we first proved a simple but powerful result, which makes that one only need to consider the case where \( d \) is odd for investigating the minimum Hamming weight of CI-functions of order \( d \). Then we used the characterization of CI functions by the Fourier-Hadamard transform and introduced a related general construction of CI functions by multiplication. By using the Kronecker product of vectors, we obtained more constructions of low Hamming weight \( d \)-CI Boolean functions. Furthermore, we present a method to construct low-weight \( d \)-CI Boolean functions by making additional restrictions on the supports built from the Kronecker product. For further research, it is interesting to construct more low Hamming weight \( d \)-CI Boolean functions, especially new values in the table which lists the minimum Hamming weights of \( d \)-CI nonzero Boolean functions in \( n \) variables.
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