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Abstract. Attribute-based encryption (ABE) is a cryptographic primitive which supports fine-grained access control on encrypted data, making it an appealing building block for many applications. In this paper, we propose, implement, and evaluate fully automated methods for proving security of ABE in the Generic Bilinear Group Model (Boneh, Boyen, and Goh, 2005, Boyen, 2008), an idealized model which admits simpler and more efficient constructions, and can also be used to find attacks. Our method is applicable to Rational-Fraction Induced ABE, a large class of ABE that contains most of the schemes from the literature, and relies on a Master Theorem, which reduces security in the GGM to a (new) notion of symbolic security, which is amenable to automated verification using constraint-based techniques. We relate our notion of symbolic security for Rational-Fraction Induced ABE to prior notions for Pair Encodings. Finally, we present several applications, including automated proofs for new schemes.

1 Introduction

Computer-aided cryptography \cite{18} is an emerging approach that advocates using automated tools based on formal methods for analyzing the security of cryptographic schemes and their implementation. The high level of assurance provided by computer-aided cryptography is particularly important for cryptographic schemes that are already deployed in real-world systems, such as RSA-OAEP and TLS, but also for schemes that are required in many applications and hold the promise of widespread deployment. One such example is provided by Attribute-Based Encryption \cite{58,41}, a novel form of public-key encryption. ABE supports fine-grained access control on encrypted data, and has many applications including electronic medical records \cite{9}, messaging systems \cite{50}, online social networks \cite{15} and information-centric networking \cite{44}. These applications make ABE an ideal application domain for computer-aided cryptography.

Approach. In this paper, we propose, implement, and evaluate automated methods for proving security of ABE in the Generic (Bilinear) Group Model, an idealized model defined in \cite{28,32} for analyzing the security of cryptographic assumptions and pairing-based schemes. While we do not advocate proving security in the GGM over the standard model, there are several reasons for our approach. First, the GGM captures most algebraic attacks, making automated analysis in the GGM desirable for providing cryptographers early feedback during the design of new constructions. Second, the Generic Group Model often admits schemes that are simpler, more efficient, and ultimately more likely to be deployed in real-world systems. Third, existing proofs of adaptive security of ABE in the standard model are very challenging and full automation remains beyond the state-of-the-art, despite recent progress \cite{24}. In contrast, there exists a promising line of work \cite{20} that develops fully automated tools for proving security in the GGM. Finally, GGM proofs are generally considered to be fairly mechanical and sometimes claims are made without proofs, e.g. \cite{footnote 1 (Chapter 6)}; this makes GGM proofs a useful target and test-bed for automated proofs.

Concretely, we introduce the class of Rational-Fraction Induced ABE, which includes many constructions from the literature, and prove for every ABE in this class that their security in the GGM is equivalent to...
security in a symbolic model, where the experiments are purely algebraic. Then, we introduce a notion of symbolic security for RFI-ABE, and prove that every symbolically secure RFI-ABE is secure in the symbolic model. Leveraging the fact that symbolic security suffices to conclude security of a Rational-Fraction Induced ABE in the GGM, we develop a constraint-solving method for proving symbolic security. Informally, the constraint-solving method can automatically (dis)prove the existence of solutions for systems of (in)equations between rational fractions. We implement the constraint-solving method and use it to evaluate several schemes, including schemes from the literature, various new schemes of independent interest, and some subtly insecure schemes. Our tool finds automated proofs for most constructions, and attacks for the insecure schemes.

Our results and tools are specialized to prime order, asymmetric (Type III) bilinear groups, with a pairing function \( e : \mathbb{G}_1 \times \mathbb{G}_2 \to \mathbb{G}_T \), where \( \mathbb{G}_1 \), \( \mathbb{G}_2 \), and \( \mathbb{G}_T \) are prime order groups. This setting is a natural choice to consider because it supports more efficient and compact implementations.

Outline of contributions. For the clarity of exposition, we distinguish between new results about security of ABE in the GGM, and new results about automated proofs in the GGM. However, we stress that our main contribution resides precisely in developing an approach that is rigorously justified and is amenable to automated verification.

\textit{ABE} In ABE, ciphertexts are associated with descriptive values \( x \) in addition to a plaintext, secret keys are associated with descriptive values \( y \), and a secret key decrypts the ciphertext if and only if \( P(x, y) = 1 \) for some boolean predicate \( P \). Here, \( y \) together with \( P \) may express an arbitrarily complex access policy, which is in stark contrast to traditional public-key encryption, where access is all or nothing. The simplest example of ABE is identity-based encryption (IBE) \[59,29,39\] where in stark contrast to traditional public-key encryption, where access is all or nothing. The simplest example of ABE is identity-based encryption (IBE) \[59,29,39\] where

\[\begin{align*}
    | & \text{P} & \text{A} & \text{B} & \text{R} & \text{S} \\
    | & 0 & 0 & 0 & 0 & 0 \\
\end{align*}\]

In ABE, ciphertexts are associated with descriptive values \( x \) in addition to a plaintext, secret keys are associated with descriptive values \( y \), and a secret key decrypts the ciphertext if and only if \( P(x, y) = 1 \) for some boolean predicate \( P \). Here, \( y \) together with \( P \) may express an arbitrarily complex access policy, which is in stark contrast to traditional public-key encryption, where access is all or nothing. The simplest example of ABE is identity-based encryption (IBE) \[59,29,39\] where in stark contrast to traditional public-key encryption, where access is all or nothing. The simplest example of ABE is identity-based encryption (IBE) \[59,29,39\] where

\[\begin{align*}
    | & \text{P} & \text{A} & \text{B} & \text{R} & \text{S} \\
    | & 0 & 0 & 0 & 0 & 0 \\
\end{align*}\]

Following several recent works \[83,12\], we focus on schemes where the ciphertext for \( x \) is of the form \( g_1^{c_x(s,b)} \cdot g_T^{s y} \cdot M \) and the secret key for \( y \) is of the form \( g_2^{k_y(a,b,r)} \). For correctness, we require that whenever \( P(x, y) = 1 \), there should exist a degree 2 function of \( c_x(S,B), k_y(A,B,R) \) that outputs \( S A \), where \( S, B, A, R \) are formal variables corresponding to the inputs \( s, b, a, r \) of \( c_x, k_y \); the degree 2 function allows us to compute \( g_T^{s y} \) given \( g_1^{c_x(s,b)} \cdot g_2^{k_y(a,b,r)} \).

We propose ABE schemes based on encodings \( c_x, k_y \) defined in terms of rational fractions of polynomials, which allows us to capture larger classes of schemes. An example is the “petit IBE” \[64\], where \( c_x(S,B) = (B + x)S, k_y(A,B,R) = \frac{A}{x+y} \) and \( P \) corresponds to the equality predicate. To prove adaptive security of these ABE in GGM, we require that the ABE satisfy a strengthening of the symbolic security from Agrawal-Chase \[6\] to the many-key setting, namely that there exists no degree two function of \( c_x(S,B), \{ k_y(A,B,R) : P(x, y) = 0 \} \) that outputs \( S A \). Looking ahead, note that many-key symbolic security is a purely algebraic criterion, and therefore particularly amenable to analysis using automated tools.

Next, we prove that if we restrict \( c_x, k_y \) to polynomials that satisfy some structural requirements as in prior works \[6,10\] and that the ABE satisfies the (one-key) symbolic security from \[6\], then the ABE is adaptively secure in GGM. This means that it suffices for the automated tool to check the one-key symbolic security criterion instead of the many-key variant. We note that a similar result was shown in Agrawal-Chase \[6\], where they first apply a transformation to the ABE scheme which blows up the ciphertext and key sizes by a factor of 2, and showed that the ensuing ABE is adaptively secure in the standard model; in contrast, we prove adaptive security of the ABE “as is” in GGM. Compared to the latter schemes, our schemes are simpler and twice as efficient in terms of encryption time, decryption time, ciphertext and key sizes, but we only achieve security in the idealized GGM model. We note that all known non-trivial attacks on bilinear groups in use today are captured by GGM. For this reason, we believe that our ABE schemes provide a compelling alternative to less efficient standard model schemes in practical applications where performance is paramount.
Formally, we obtain both results in a unified manner by showing that for ABE captured by restricted polynomials $c_x, k_y$ as in the latter, symbolic security implies many-key symbolic security. We note that a few of the ABE schemes captured by our framework have been informally claimed to be adaptively secure in GGM (e.g. \cite{footnote1}), but to the best of our knowledge, our work provides the first formal treatment of adaptive security in GGM for a broad class of schemes satisfying a simple algebraic criterion.

En route, we prove a “Master Theorem” relating security in the GGM to security in a symbolic model. The main technical difference with prior work is that our Master Theorem handle rational fractions instead of polynomials \cite{28,16,17}.

Automated proofs Our main theorem establishes that every RFI ABE which satisfies symbolic security is also secure in the GGM, and justifies using automated methods for proving symbolic security. Informally, our notion of symbolic security asserts the (non-)existence of a solution to a system of equations between rational fractions; one specificity is that these equations may include so-called big operators, i.e. expressions of the form $\sum_{i=1}^{n} e_i$ or $\prod_{i=1}^{n} e_i$, where $n$ can take arbitrary values. Because neither symbolic computation nor algorithmic verification tools can deal with big operators (the former do not support big operators and the latter operate on a bounded state space), we develop constraint-solving methods that can successfully analyze the systems of equations representing cryptographic constructions. Broadly speaking, the algorithms combine simplification rules, which turn systems into simpler ones and case distinctions, which transform one single system into a system of equations, adding to each new system new equations that can trigger further simplifications. In contrast to prior works, the main novelty of our tool is to consider systems of equations between rational fractions, rather than polynomial expressions. We stress that our tool achieves soundness but does not constitute a decision procedure; this means that our tool never makes mistakes but can sometimes fail to produce an output.
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\caption{Roadmap of our results. The statements marked with dotted arrows were performed fully automatically with our tool (see Section \ref{sec:tool}), while plain arrows denotes proofs by hand. We provide proofs in the Appendix for all the results.}
\end{figure}

Related work. Our work builds upon several areas, including ABE, GGM, and computer-aided cryptography.

\textit{ABE} Designing adaptively secure and efficient attribute-based encryption schemes is hard, and has been the focus of many prior works \cite{61,54,55,47,48}. In 2014, Wee \cite{63} and Attrapadung \cite{12} propose simpler primitives called encoding and cryptographic compilers that turn secure encodings into adaptively secure attribute-based encryption schemes for a broad range of predicates. Their work is initially carried in the composite-order setting; in, Chen, Gay and Wee \cite{36}, Agrawal Chase \cite{5}, and Attrapadung \cite{13} adapt the compiler to the prime order setting, using the notion of Dual System Groups (DSG) \cite{37,38}. More recently, Agrawal and...
Chase [6] propose a notion of symbolic security for pair encodings, and show that every symbolically secure pair encoding is compiled to an attribute-based encryption scheme that achieves full security under a q-type assumption. Ambrona, Barthe, and Schmidt [11] provide an algebraic characterization of the information-theoretic notion of \( \alpha \)-privacy for predicate encodings. Both works leave open the possibility of building fully automated tools for checking symbolic security or the algebraic characterization of privacy.

**GGM** The Generic Group Model was introduced in [53,60] to reason about lower bounds for computing discrete logarithms and related problems. Maurer [51] gives an alternative presentation; while the two presentations are essentially equivalent, Maurer’s presentation is more convenient for formalizing the Master Theorem and as a basis for formal verification. The GGM has been used for analyzing a broad variety of assumptions and constructions.

Master Theorems for bilinear groups were introduced by Boneh, Boyen and Goh in [28,32]. There exist many others instances of Master Theorems; in particular, previous works on automated analyses in the GGM (detailed below) come with their own Master Theorem.

**Computer-aided proofs** Barthe, Cederquist and Tarento [19] use the Coq proof assistant for building machine-checked proofs of security in the Generic Group Model. Their formalization is restricted to very simple examples.

Barthe and co-workers [20] develop an automated tool for analyzing security assumptions in the GGM. Their tool is justified by a Master Theorem which reduces security in the Generic Group Model to a weaker notion of symbolic security. However, their Master Theorem and their tool is primarily targetted to analyze assumptions, rather than schemes. A follow-up [21] considers the case of structure-preserving signatures [13,24,33,22] and harnesses the automated analyzer with a synthesis algorithm, which is used to discover new schemes. However, the tool is limited to prove security against a restricted class of adversaries. Ambrona and co-workers [10] extend prior Master Theorems to a more general class of security experiments and provide constraint-solving for proving symbolic security. However, their work does not consider rational functions.

Beyond this, prime focus of computer-aided cryptography is to support proofs in the standard model. Prior work uses a highly automated tool called AutoGP for proving security of several IBE in the standard model [24]. However, we are not aware of any prior work that uses computer-aided tools for reasoning about ABE. It could be possible to use existing computer-aided tools such as EasyCrypt [23] for building machine-checked proofs of security of ABE in the standard model; however, it would be very challenging to automate existing proofs for the composite order case, and even more so for the prime order case.

Finally, there have been efforts to integrate formal verification in tool-assisted cryptographic engineering approaches for pairing-based cryptography [8]. There exist some similarities between our constraint-based method for proving symbolic security and the techniques they use. However, the goals of the two methods, and their justification, are fundamentally different.

## 2 Preliminaries

Here we give relevant notations and definitions.

### 2.1 Lists

We denote by \( \emptyset \) the empty list, by `append(L, x)` the act of adding an element \( x \) to the list \( L \), and for any \( i \in \mathbb{N} \), we denote by \( L[i] \) the \( i \)’th element of the \( L \) if it exists (lists are indexed from index 1 on), or \( \bot \) otherwise.
2.2 Rational fractions

Polynomials. Let \( p \) be a prime, \( n \in \mathbb{N} \). The set of multi-variate polynomials over \( \mathbb{Z}_p \) with indeterminates \( X_1, \ldots, X_n \) is denoted by \( \mathbb{Z}_p[X_1, \ldots, X_n] \). The following lemma is a standard tool used for proving security in the Generic Group Model.

**Lemma 1 (Schwartz-Zippel).** For any prime \( p \), \( t \in \mathbb{N}^* \), any polynomial \( P \in \mathbb{Z}_p[X_1, \ldots, X_t] \) of degree \( d > 0 \),

\[
\Pr[P(v) = 0] \leq \frac{d}{p},
\]

where the probability is taken over \( v \leftarrow_{\text{unif}} \mathbb{Z}_p^t \).

For a polynomial \( P \in \mathbb{Z}_p[X] \) and a formal variable \( Y \), we write \( P[X \rightarrow Y] \) to denote the polynomial in \( \mathbb{Z}_p[Y] \) where \( X \) is replaced by \( Y \). We generalize this notation for multivariate polynomials.

Rational fractions. Let \( p \) be a prime, \( n \in \mathbb{N} \). A rational fraction is a pair \((f, g) \in \mathbb{Z}_p[X_1, \ldots, X_n] \times \mathbb{Z}_p[X_1, \ldots, X_n]^*\). We use \( f/g \) to denote the rational fraction \((f, g)\) and we use \( f \) to denote \( f/1 \). For any \( x \in \mathbb{Z}_p^n \) such that \( g(x) = 0 \), we denote \( f(x)/g(x) = \bot \). We define for all \( v \in \mathbb{Z}_p \), \( \bot + v = v + \bot = \bot \), and \( v \cdot \bot = \bot \cdot v = \bot \). We define the degree of a rational fraction \( f/g \) as \( \deg(f/g) := \max\{\deg(f), \deg(g)\} \), where \( \deg(f) \) and \( \deg(g) \) denote the degree of polynomials \( f \) and \( g \), respectively.

**Equivalence relation.** We define an equivalence relation \( \sim_{\mathbb{R}} \) between rational fractions by the clause \( f/g \sim_{\mathbb{R}} f'/g' \) iff \( f \cdot g' = f' \cdot g \), where \( f/g \) and \( f'/g' \) are arbitrary rational fractions.

**Operators.** For any two rational fractions \( f/g, f'/g' \), we define

- Addition: \( f/g +_{\mathbb{R}} f'/g' := (f \cdot \frac{g}{g'} + f' \cdot \frac{g}{g'})/\hat{g} \), where \( \hat{g} = \text{lcm}(g, g') \) denotes the least common multiple of polynomials \( g \) and \( g' \). Note that \( \deg(f +_{\mathbb{R}} f'/g') \leq \deg(f/g) + \deg(f'/g') \).
- Scalar multiplication: for any \( \alpha \in \mathbb{Z}_p \), and rational fraction \( f/g \), \( \alpha \cdot (f/g) := (\alpha \cdot f)/g \).
- Product: \( f/g \cdot_{\mathbb{R}} f'/g' \) as \( (f \cdot f')/(g \cdot g') \).

Note that the set of rational fractions equipped with addition, scalar multiplication and product is an algebra over \( \mathbb{Z}_p \). In particular, rational fractions verify the associative property with \( +_{\mathbb{R}} \), we write \( \sum_{i \in [n]} \alpha_i \cdot f_i/g_i := \alpha_1 \cdot f_1/g_1 +_{\mathbb{R}} \ldots +_{\mathbb{R}} \alpha_n \cdot f_n/g_n \), for \( \alpha_1, \ldots, \alpha_n \in \mathbb{Z}_p \), and rational fractions \( f_1/g_1, \ldots, f_n/g_n \). This called a linear combination of the rational fractions \( f_1/g_1, \ldots, f_n/g_n \). For any set of rational fractions \( \Gamma \), we denote by \( \langle \Gamma \rangle \) the set of all linear combinations of rational fractions in \( \Gamma \).

For any set of formal variables \( S \) and \( S' \), \( f/g \in \mathbb{Z}_p[S] \), and \( f'/g' \in \mathbb{Z}_p[S'] \), we naturally extend the operators \( +_{\mathbb{R}} \), \( \cdot_{\mathbb{R}} \) to obtain rational fractions in \( \mathbb{Z}_p[S \cup S'] \).

2.3 Pairing groups

Let \( \text{GGen} \) be a probabilistic polynomial time (PPT) algorithm that on input the security parameter \( \lambda \), returns a description \( \mathbb{P}G = (p, G_1, G_2, g_1, g_2, \mathbb{G}_T, e) \) of pairing groups where \( G_1, G_2, \mathbb{G}_T \) are cyclic group of order \( p \) for a 2\( \lambda \)-bit prime \( p \). \( g_1, g_2 \) are generators of \( G_1, G_2 \), respectively, and \( e : G_1 \times G_2 \rightarrow \mathbb{G}_T \) is an efficiently computable (non-degenerate) bilinear map. Define \( g_T := e(g_1, g_2) \), which is a generator of \( \mathbb{G}_T \). We use implicit representation of group elements: for \( a \in \mathbb{Z}_p \), define \([a]_s = g_a^s \in G_s \) as the implicit representation of \( a \) in \( G_s \), for \( s \in \{1, 2, T\} \). Given \( [a] \) and \([b] \), one can efficiently compute \([ab]_T \) using the pairing \( e \). For any \( s \in \{1, 2, T\} \), we adopt the convention \( [\bot]_s = \bot \).
2.4 Attribute-Based Encryption

We recall the definition of Attribute Based Encryption (in short: ABE) from [58] for predicate \( P : \mathcal{X} \times \mathcal{Y} \rightarrow \{0, 1\} \). It consists of the following PPT algorithms:

- **Setup** \( (1^\lambda, \mathcal{X}, \mathcal{Y}) \rightarrow (\text{mpk}, \text{msk}) \). The setup algorithm gets as input the security parameter \( 1^\lambda \), the attribute universe \( \mathcal{X} \), the predicate universe \( \mathcal{Y} \). It outputs a master secret key \( \text{msk} \) and a master public key \( \text{mpk} \), which defines a key space \( K \).
- **Enc** \( (\text{mpk}, x) \rightarrow (\text{ct}_x, \kappa) \). The encryption algorithm gets as input \( \text{mpk} \) and an attribute \( x \in \mathcal{X} \). It outputs a ciphertext \( \text{ct}_x \) and a symmetric encryption key \( \kappa \in K \).
- **KeyGen** \( (\text{mpk}, \text{msk}, y) \rightarrow \text{sk}_y \). The key generation algorithm gets as input \( \text{mpk}, \text{msk} \) and a value \( y \in \mathcal{Y} \). It outputs the secret key: \( \text{sk}_y \).
- **Dec** \( (\text{mpk}, \text{sk}_y, \text{ct}_x, x) \rightarrow \kappa \). The decryption algorithm gets as input \( \text{sk}_y \) and \( \text{ct}_x \) such that \( P(x, y) = 1 \). It outputs a symmetric key \( \kappa \).

**Correctness.** For all \( x \in \mathcal{X}, y \in \mathcal{Y} \) such that \( P(x, y) = 1 \),

\[
\Pr[\text{Dec}(\text{mpk}, \text{sk}_y, \text{ct}_x, x) = \kappa] = 1 - \text{negl}(\lambda),
\]

where the probability is taken over \( (\text{msk}, \text{mpk}) \leftarrow \text{Setup}(1^\lambda, \mathcal{X}, \mathcal{Y}), (\text{ct}_x, \kappa) \leftarrow \text{Enc}(\text{mpk}, x), \text{sk}_y \leftarrow \text{KeyGen}(\text{mpk}, \text{msk}, y) \).

**Adaptive Security.** For any stateful adversary \( \mathcal{A} \), Attribute Based Encryption \( \text{ABE} \), and security parameter \( \lambda \), we define the advantage function:

\[
\text{Adv}_{\mathcal{A}}^{\text{ABE}}(\lambda) := \Pr \left[ \beta' = \beta : (\text{ct}_x, \kappa) \leftarrow \text{Enc}(\text{mpk}, x), \beta \leftarrow \mathcal{R} \{0, 1\}, K_0 := \kappa; K_1 \leftarrow \mathcal{R} K, \beta' \leftarrow \mathcal{A}(\text{KeyGen}(\text{msk}, \cdot))(\text{ct}_x, K_\beta) \right] - \frac{1}{2}
\]

with the restriction that all queries \( y \) that \( \mathcal{A} \) makes to \( \text{KeyGen}(\text{msk}, \cdot) \) must satisfy \( P(x, y) = 0 \) (that is, the secret keys cannot decrypt the challenge ciphertext). \( \text{ABE} \) is adaptively secure if for all PPT adversaries \( \mathcal{A} \) and security parameter \( \lambda \), the advantage \( \text{Adv}_{\mathcal{A}}^{\text{ABE}}(\lambda) = \text{negl}(\lambda) \).

3 Rational-Fraction Induced ABE

In this section we define a special class of so called Rational-Fraction Induced ABE (RFI-ABE), that captures all previous dual system ABE, but also allows inversion in the exponent, thereby capturing ABE’s that fall out of the scope of dual system encryption, most notably the IBE from [64], as well as new ABE described in Section 5.

We prove the adaptive security of RFI-ABE in the generic group model, where it is assumed that no attack can make use of the algebraic structure of the particular bilinear group that is used. As it is common in the literature, we prove security in two steps. First, we prove a Master Theorem (Theorem 2) that bounds the probability of distinguishing between the generic and the symbolic models. Second (Lemma 2), we show that the advantage of any adversary in the symbolic model is zero, provided some algebraic condition on the ABE is satisfied (this condition is defined as the symbolic security of the ABE). For the sake of simplicity, our
Master Theorem is specialized to capture the security experiment of RFI-ABE, however, it can be generalized to capture more general security games.

More precisely, we adopt the generic model by Maurer [51], where a third party implements the group and gives access to the adversary via handles, providing also equality checking. In the symbolic model, however, the third party does not implement an actual group, but keeps track of abstract expressions.

<table>
<thead>
<tr>
<th>Setup ($1^\lambda$, $\mathcal{X}$, $\mathcal{Y}$):</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{P}G \leftarrow \mathrm{GGen}(1^\lambda)$; $b \leftarrow \mathbb{Z}_p^\alpha$, $\alpha \leftarrow \mathbb{Z}_p$</td>
</tr>
<tr>
<td>Outputs $\text{msk} := (b, \alpha)$, $\text{mpk} := ([b_1], [\alpha]_T) \in \mathbb{G}_1^\alpha \times \mathbb{G}_T$.</td>
</tr>
<tr>
<td>Enc($\text{mpk}, x \in \mathcal{X}$):</td>
</tr>
<tr>
<td>$c(S, B) \leftarrow \text{sE}(x)$, $s := (s_0, \ldots, s_{w_1}) \leftarrow \mathbb{Z}_p^{w_1+1}$.</td>
</tr>
<tr>
<td>Outputs $\text{ct}_x := [c(b, s)]_1 \in \mathbb{G}_1^{[\alpha]_T}$, $\kappa := [\alpha s_0]_T \in \mathbb{G}_T$.</td>
</tr>
<tr>
<td>KeyGen($\text{mpk, msk, y} \in \mathcal{Y}$):</td>
</tr>
<tr>
<td>$k(R, B, A) \leftarrow \text{rE}(y)$, $r \leftarrow \mathbb{Z}_p^m$.</td>
</tr>
<tr>
<td>Outputs $\text{sk}_y := [k(b, r)]_1 \in \mathbb{G}_2^{[\alpha]_T}$.</td>
</tr>
<tr>
<td>Dec($\text{mpk, ct}_x := [c], \text{sk}_y := [k]_1$):</td>
</tr>
<tr>
<td>$\mathcal{E} \leftarrow \text{Pair}(x, y)$.</td>
</tr>
<tr>
<td>Outputs $[c \cdot \mathcal{E} k]_T$.</td>
</tr>
</tbody>
</table>

Fig. 2. ($p, n, \text{sE}, \text{rE, Pair}$)-RFI ABE.

**RFI-ABE** Let $\mathcal{P} : \mathcal{X} \times \mathcal{Y} \rightarrow \{0, 1\}$ be predicate, $p$ be a prime, $n \in \mathbb{N}$ and the following deterministic poly-time algorithms (rational fractions are considered over $\mathbb{Z}_p$):

- **sE** ($x$) $\rightarrow c(S, B)$. On input $x \in \mathcal{X}$, the sender encoding algorithm sE outputs a vector of polynomials $c = (c_1, \ldots, c_{c_{\text{ct}_x}})$ in the variables $S = (S_0, \ldots, S_m)$ and the common variables $B = (B_1, \ldots, B_n)$. Wlog. we assume that the polynomials do not contain any monomial $B_i$ or any constant term.
- **rE** ($y$) $\rightarrow k(R, B, A)$. On input $y \in \mathcal{Y}$, the receiver encoding algorithm rE outputs a vector of rational fractions $k = (k_1, \ldots, k_{[\text{sk}_y]})$ in the variables $R = (R_1, \ldots, R_m)$, $A$, and the common variables $B$.
- **Pair** ($x, y$) $\rightarrow \mathcal{E}$. On input $x \in \mathcal{X}$, $y \in \mathcal{Y}$, the Pair algorithm outputs a matrix $\mathcal{E} \in \mathbb{Z}_p^{[\alpha]_T \times [\text{sk}_y]}$.

We say an ABE is ($p, n, \text{sE, rE, Pair}$)-RFI if it is as described in Figure 2.

**Degree of a RFI ABE** We define the degree of a RFI ABE as the maximum degree over all the polynomials that can be created by multiplying a polynomial from $\text{sE}(x)$ with a polynomial from $\text{rE}(y)$ for any $x \in \mathcal{X}$ and $y \in \mathcal{Y}$. The degree of a RFI ABE allows to bound the probability of inconsistent equality check.

---

4 Note that a more general master theorem could require a looser bound.

5 For example, consider an experiment where values $x, y$ are sampled from $\mathbb{Z}_p$, and the adversary gets handles to $g^x$ and $g^y$. In the generic model, the third party will choose a group of order $p$, for example $(\mathbb{Z}_p, +)$, will sample values $x, y \leftarrow \mathbb{Z}_p$ and will give handles to $x$ and $y$. On the other hand, in the symbolic model the sampling won’t be performed and the third party will output handles to $X$ and $Y$, where $X$ and $Y$ are abstract variables. Now, if the adversary asks for equality of the elements associated to the two handles, the answer will be negative in the symbolic model, since abstract variable $X$ is different from abstract variable $Y$, but there is a small chance the equality check succeeds in the generic model (only when the sampling of $x$ and $y$ coincides).

6 Note that, by Schwartz-Zippel, the probability that two different polynomials over $\mathbb{Z}_p$, evaluated uniformly at random, give the same output is bounded by the maximum degree of the two, divided by $p$. 
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between the generic model and the symbolic model. More formally, given a \((p, n, sE, rE, Pair)\)-RFI ABE, let 
\[ d_c := \max(\deg(c_i) | i \in |ct_x|), c \leftarrow sE(x), x \in X \] and let 
\[ d_k := \max(\deg(k_i) | i \in |sk_p|), k \leftarrow rE(y), y \in Y \].
The degree of the pair encoding is defined by 
\[ d = d_c \cdot d_k. \]

**Correctness** The following theorem gives a sufficient condition for a RFI ABE to be correct according to the definition from Section 2.4.

**Theorem 1 (Correctness).** Let ABE be a \((p, n, sE, rE, Pair)\)-RFI ABE for \(P : X \times Y \to \{0, 1\}\). If for all \(x \in X, y \in Y\) such that \(P(x, y) = 1\), \(c^\top E^k \sim_{\text{rf}} AS_0\), where \(c := sE(x), k := rE(y), E := Pair(x, y)\), then, ABE is correct, that is, for all \(x \in X, y \in Y\), \(Pr[\text{Dec}(mpk, sk_y, ct_x) \neq k] \leq \frac{d|sk_p|}{p}\), where \(d\) is the degree of ABE.

**Proof.** For all \(x \in X, y \in Y\) such that \(P(x, y) = 1\), we have: \(f/g \sim_{\text{rf}} AS_0\), where \(c := sE(x), k := rE(y), E := Pair(x, y)\). In particular, for all \(\alpha \in \mathbb{Z}_p, b \in \mathbb{Z}_p^n, r \in \mathbb{Z}_p^m, s \in \mathbb{Z}_p^{r+1}\) such that \(g(\alpha, b, r) \neq 0\), we have \(f(\alpha, b, s, r)/g(\alpha, b, r) = \alpha s_0\), and the key computed by Dec corresponds to the key computed by Enc on \(x\). Thus, we simply have to bound the probability that \(g\) evaluates to 0 on a random point. To do so, we use the fact that \(\deg(g) \leq d|sk_p|\), where \(d\) is the degree of ABE. Therefore, by Lemma 1 (Schwartz-Zippel), the probability of a failed decryption is bounded by \(\leq \frac{d|sk_p|}{p}\). \(\square\)

**Symbolic security.** We present an algebraic condition on RFI ABE that is sufficient to make it secure in the generic group model, as shown in Lemma 2 and Theorem 2.

We say a \((p, n, sE, rE, Pair)\)-RFI ABE is symbolically secure if for all \(x \in X\), there does not exist \(\{E^*_y\}_{y \in Y}\), such that \(\sum_{y \in Y_x} c(S, B)^\top E^*_y k_y(R_y, B, A) \sim_{\text{rf}} AS_0\), where \(c(S, B) = sE(x), Y_x \subseteq Y\) is the set of all \(y \in Y\) such that \(P(x, y) = 0\), and for all \(y \in Y_x\), \(R_y := (R_{y,1}, \ldots, R_{y,m_1}), k_y(R_y, B, A) := rE(y)(R \to R_y)\).

We show in the following lemma that the symbolic security above implies a seemingly stronger security notion, which allows to go from security in the private-key setting to a public key setting.

**Lemma 2 (From public to private key).** Let ABE be a \((p, n, sE, rE, Pair)\)-RFI ABE. The symbolic security of ABE implies that for all \(x \in X\), there does not exist \(\{E^*_y\}_{y \in Y}\), and \(\gamma \in \mathbb{Z}_p\) such that \(\sum_{y \in Y_x} (B, c(S, B)) ^\top E^*_y k_y(R_y, B, A) + \gamma A \sim_{\text{rf}} AS_0\), where \(c(S, B) = sE(x), Y_x \subseteq Y\) is the set of all \(y \in Y\) such that \(P(x, y) = 0\), and for all \(y \in Y_x\), \(R_y := (R_{y,1}, \ldots, R_{y,m_1}), k_y(R_y, B, A) := rE(y)(R \to R_y)\).

**Proof.** The proof goes by contradiction. Suppose there is \(x \in X\), \(\{E^*_y\}_{y \in Y}\), and \(\gamma \in \mathbb{Z}_p\) such that \(\sum_{y \in Y_x} (B, c(S, B)) ^\top E^*_y k_y(R_y, B, A) + \gamma A \sim_{\text{rf}} AS_0\). By evaluating the formal variable \(S_i\) for \(i \in [0, w]\) to 0, we obtain 
\[ \sum_{y \in Y_x} (B, 0)^\top E^*_y k_y(R_y, B, A) + \gamma A \sim_{\text{rf}} 0. \]
Thus, \(\sum_{y \in Y_x} (0, c(S, B))^\top E^*_y k_y(R_y, B, A) \sim_{\text{rf}} AS_0\). That is, the matrices \(\{E^*_y \in \mathbb{Z}_p^{\{|ct_x|} \times |q|}{sk_p}\}\), which comprise the lower rows of \(\{E^*_y \in \mathbb{Z}_p^{\{|ct_x|} \times |q|}{sk_p}\}\), are such that \(\sum_{y \in Y_x} c(S, B)^\top E^*_y k_y(R_y, B, A) \sim_{\text{rf}} AS_0,\) which contradicts the symbolic security of ABE. \(\square\)

**Security in the generic group model.** Let ABE be a \((p, n, sE, rE, Pair)\)-RFI ABE for \(P : X \times Y \to \{0, 1\}\), and \(A\) be an adversary. For \(\{GGM, SM\}\), we define the experiments \(\text{Exp}_{\text{ABE}}^{\text{xxx}}(1^\lambda, A)\) in Figure 3. We define the advantages:
\[ \text{Adv}_{\text{ABE}, A}^{\text{xxx}}(\lambda) := \frac{1}{2} - Pr[\text{Exp}_{\text{ABE}}^{\text{xxx}}(1^\lambda, A) \to 1]. \]
We say ABE is adaptively secure in the generic group model if for all PPT adversaries \(A\): \(\text{Adv}_{\text{ABE}, A}^{GGM}(\lambda) = \text{negl}(\lambda)\).
Fig. 3. Experiments \(\text{Exp}^{\text{GGM}}_{\text{ABE}}(1^\lambda, A)\). We require that \(A\) queries \(\mathcal{O}_{\text{chal}}\) at most once, and that for \(x \in \mathcal{Q}_{\text{chal}}\) and all \(y \in \mathcal{Q}_s\), \(P(x, y) = 0\). In each experiment, the components inside a light gray (dark gray) frame are only present in the games marked by a light gray (dark gray) frame. Wlog, we assume no query contains indices \(i, j \in \mathbb{N}\) that exceed the size of the involved lists.

Very roughly, experiment \(\text{Exp}^{\text{xxx}}(1^\lambda, A)\) is the security game where adversary \(A\) is trying to break the ABE system. However, there is a third party who implements the group, so that the adversary can only access to the group via handles. Internally, this third party keeps track of both, a symbolic representation of group elements and a real one (by sampling random values when required). The difference between \(\text{Exp}^{\text{GGM}}\) and \(\text{Exp}^{\text{SM}}\) is in equality checks that are answered by using the generic representation and the symbolic representation of group elements respectively. Our next theorem bounds the probability of any distinguisher between \(\text{Exp}^{\text{GGM}}\) and \(\text{Exp}^{\text{SM}}\). Approximately, the only chance of distinguishing is that an \(\text{bad event}\) occurs. Theorem 2 bounds the probability of a bad event happening.

Security proof of the generic construction. Our next result establishes that symbolically secure RFI ABE are also secure in the GGM.

Theorem 2 (From symbolic to generic security). Let ABE be a symbolically secure \((p, n, sE, rE, \text{Pair})\)-RFI ABE for \(\mathcal{P} : X \times Y \rightarrow \{0, 1\}\). Let \(\lambda \in \mathbb{N}\) be the security parameter, and \(A\) be an adversary that on input

\[\text{Exp}^{\text{GGM}}_{\text{ABE}}(1^\lambda, A)\]

where \(\text{cnt} = \text{gen} := 0\), \(L_n^0 = L_n^m = L_n^\tau = L_n^\pi := 0\), \(Q_{\text{chal}} = Q_s := 0\), append\((L_n^\pi, B)\), append\((L_n^\beta, A)\),

\[b \leftarrow \mathbb{Z}_p, \alpha \leftarrow \mathbb{Z}_p, \text{append}\((L_n^0, b)\), \beta \leftarrow \{0, 1\}, \beta' \leftarrow A^{\mathcal{O}_{\text{adh}}\cdot \mathcal{O}_{\text{pair}}\cdot \mathcal{O}_{\text{eq}}\cdot \mathcal{O}_{\text{chal}}\cdot \mathcal{O}_s}(1^\lambda, p)\]. If \(\beta' = \beta\), and for all \(x \in \mathcal{Q}_{\text{chal}}, y \in \mathcal{Q}_s, P(x, y) = 0\), output 1. Otherwise, output 0.

\[\mathcal{O}_{\text{adh}}(s \in \{1, 2, T\}, i, j \in \mathbb{N})\]:

\[\text{append}(L_n^\pi, L_n^\tau[i] \cup d L_n^\pi[j]), \text{append}(L_n^0, L_n^\pi[i] + L_n^0[j]).\]

\[\mathcal{O}_{\text{pair}}(i, j \in \mathbb{N})\]:

\[\text{append}(L_n^\pi, L_n^\tau[i] \cup d L_n^\pi[j]), \text{append}(L_n^0, L_n^\pi[i] \cdot L_n^0[j]).\]

\[\mathcal{O}_{\text{chal}}(x \in \mathcal{X})\]:

\[c(s, B) \leftarrow sE(x), S := (S_0, \ldots, S_m), f_0^* := \alpha S_0, f_1^* := U, \text{where } U \text{ is a fresh formal variable}, s \leftarrow \mathbb{Z}_p^m, \tau_0 := \alpha s_0, \tau_1 := u \leftarrow \mathbb{Z}_p, \text{append}(L_n^\pi, c(B, S)), \text{append}(L_n^\pi, c(B, S)), \text{append}(L_n^0, c(b, s)), \text{append}(L_n^0, c^*).\]

\[\mathcal{Q}_{\text{chal}}(y \in \mathcal{Y})\]:

\[R_{\text{cat}} := (R_{\text{cat}, 1}, \ldots, R_{\text{cat}, m_1}), k(R_{\text{cat}, B, A}) \leftarrow rE(y)(R \rightarrow R_{\text{cat}}), r_{\text{cat}} \leftarrow \mathbb{Z}_p^{m_1}, \text{append}(L_n^\pi, k), \text{append}(L_n^0, k(R_{\text{cat}, B, A})), \text{cnt} := \text{cnt} + 1, \mathcal{Q}_s := \mathcal{Q}_s \cup \{y\}.\]

\[\mathcal{O}_{\text{eq}}(s \in \{1, 2, T\}, i, j \in \mathbb{N})\]:

Output 1 if \(L_n^0[i] = L_n^0[j]\), 0 otherwise

\[\mathcal{O}_{\text{eq}}(s \in \{1, 2, T\}, i, j \in \mathbb{N})\]:

Output 1 if \(L_n^\pi[i] \sim_{\text{d}} L_n^\pi[j]\), 0 otherwise.

\[\text{Output 1 if } L_n^\pi[i] \sim_{\text{d}} L_n^\pi[j], 0 \text{ otherwise.}\]
(1^\lambda, p), makes Q_{sk}, Q_{add}, Q_{pair} calls to the oracles O_{sk}, O_{add}, O_{pair}, respectively, and 1 call to O_{chal}. We have:

\text{Adv}_{ABE,A}^{GGM}(\lambda) \leq \frac{2d(n + |ct| + Q_{sk}|sk| + Q_{add} + Q_{pair})^4}{p},

where d is the degree of ABE, |ct| := \max\{|ct_x| : x \in O_{chal}\}, and |sk| := \max\{|sk_y| : y \in Q_{sk}\}.

The proof of Theorem 2 proceeds in two steps, first, it shows that the advantages \text{Adv}_{ABE,A}^{GGM}(\lambda) and \text{Adv}_{ABE,A}^{SM}(\lambda) are negligibly different. Then, it shows that \text{Adv}_{ABE,A}^{SM}(\lambda) = 0, using the symbolic security of ABE.

\begin{game}(1^\lambda, A):
\begin{align*}
\text{cnt} &:= \text{gen} := 0, L_{\lambda}^q = L_{\lambda}^{eq} = L_{\lambda} = L_{\lambda} := \emptyset, Q_{chal} = Q_{sk} := 0, \text{append}(L_{\lambda}^q, B), \text{append}(L_{\lambda}, A), \\
\beta &\in \{0, 1\}, \beta' &\in A_{GGM}, \text{append}(\text{Game}_{\lambda,A}(\lambda, p)). \\
\text{If } &\beta = \beta', \text{ and for all } x \in Q_{chal}, y \in Q_{sk}, P(x, y) = 0, \text{output } 1. \\
\text{Otherwise, output } &0.
\end{align*}
\end{game}

\begin{game}(x \in X):
\begin{align*}
\text{cnt} &:= \text{gen} := 0, L_{\lambda}^q = L_{\lambda}^{eq} = L_{\lambda} = L_{\lambda} := \emptyset, Q_{chal} = Q_{sk} := 0, \text{append}(L_{\lambda}^q, B), \text{append}(L_{\lambda}, A), \\
\beta &\in \{0, 1\}, \beta' &\in A_{GGM}, \text{append}(\text{Game}_{\lambda,A}(\lambda, p)). \\
\text{If } &\beta = \beta', \text{ and for all } x \in Q_{chal}, y \in Q_{sk}, P(x, y) = 0, \text{output } 1. \\
\text{Otherwise, output } &0.
\end{align*}
\end{game}

Fig. 4. Gamei, for i \in [0, Q_{eq}], for the proof of Theorem 2. We require that A queries O_{chal} at most once, and that for x \in Q_{chal} and all y \in Q_{sk}, P(x, y) = 0. Wlog. we assume no query contains indices i, j \in \mathbb{N} that exceed the size of the involved lists.

\textbf{Proof.} We proceed via a hybrid argument, using Gamei, for i \in [0, Q_{eq}], defined in Figure 4, and we denote by Advi the advantage of A in Gamei. It is clear that Game0 is the same as Exp_{ABE}^{GGM}(1^\lambda, A), and Gamei_{Q_{eq}} is the same as Exp_{ABE}^{SM}(1^\lambda, A). We show how to transition from Gamei to Gamei+1 for all i \in [0, Q_{eq} - 1] in the following lemma.
Lemma 3. For all $i \in [0, Q_{eq}]$, 
$$|\text{Adv}_{i+1} - \text{Adv}_i| \leq \frac{6d(2 + (n + |ct|)Q_{sk}|sk|)}{p}.$$ 

Proof of Lemma [3]. First, in Lemma [3], we give a bound on the degree of the rational fractions in the lists $L_s$ for $s \in \{1, 2, T\}$. Then, we apply Lemma 1 (Schwartz Zippel) to bound $|\text{Adv}_{i+1} - \text{Adv}_i|$.

Lemma 4. For all $s \in \{1, 2, T\}$, $f/g \in L_s$, 
$$\deg(f/g) \leq d(2 + (n + |ct|)Q_{sk}|sk|).$$

Proof of Lemma 4. First, note that for all $s \in \{1, 2, T\}$, $f/g \in L_s$ is a linear combination of rational fractions in $L_s$, where $L_1 := \{B_j \in [n] \cup \{e(x)|x \in \mathcal{Q}_{chad}\}$, $L_2 := \{e(y)|y \in Q_{sk}\}$, $L_T := \{A, f_s\} \cup \{f_1/g_1, f_2/g_2, f_3/g_3 \in L_1, f_4/g_4 \in L_2\}$.

Thus, $s \in \{1, 2, T\}$, $f/g \in L_s$, $\deg(f/g) \leq d \cdot |L_s|$. We conclude the proof using the fact that 
- $|L_1| \leq n + |ct|$, 
- $|L_2| \leq Q_{sk}|sk|$, 
- $|L_s| \leq 2 + |L_1| \cdot |L_2|$.

Now, we bound $|\text{Adv}_{i+1} - \text{Adv}_i|$, using the fact that Game$_{i+1}$ and Game$_i$ only differs on the $i+1$st query to $Q_{eq}$. In particular, the output of $Q_{eq}(s, i', j')$, is different in these two games if (1) $L_s[i'] \sim_r fL_s[j']$ but $L_*^{eq}[i'] \neq L_*^{eq}[j']$, or (2) $L_*^{eq}[i'] = L_*^{eq}[j']$ but $L_*\sim_r fL_s[j']$. Let’s consider the event (1). We write $L_*^{eq}[i'] = f/g$ and $L_*\sim_r fL_s[j']$. Since $f/g \sim_r f'/g'$, we have for all points $x$: $f(x) \cdot g'(x) = f(x) \cdot g'(x)$. Moreover, if $g(x), g'(x) \neq 0$, $f/g(x) = f'/g'(x)$, that is, $L_*^{eq}[i'] \neq L_*^{eq}[j']$. Therefore, it suffices to bound the probability of the event: $g$ or $g'$ evaluates to 0 on a random point. By Lemma 1 (Schwartz Zippel), and Lemma 4 we know this happens with probability at most:
$$\frac{2d(2 + (n + |ct|)Q_{sk}|sk|)}{p}.$$ 

Let’s now consider the event (2). If $L_*^{eq}[i'] = L_*^{eq}[j'] \neq \bot$, event (2) corresponds to the case where $f'g' - f'g' \neq 0$, and $(f'g' - f'g')(x) = 0$, for a random point $x$. By Lemma 1 (Schwartz Zippel), and Lemma 4 we know this happens with probability at most:
$$\frac{2d(2 + (n + |ct|)Q_{sk}|sk|)}{p}.$$ 

Finally, using the same argument as for event (1), we can bound the probability that $L_*^{eq}[i'] = L_*^{eq}[j'] = \bot$ by $\frac{2d(2 + (n + |ct|)Q_{sk}|sk|)}{p}$. Summing up, we obtain the lemma.

Lemma 5. $\text{Adv}^{SM}_{\text{ABE, }\lambda} = 0$.

Proof of Lemma 5. We show that the view of any adversary $A$ against $\text{EXP}_{\text{ABE}}(1^\lambda, \mathcal{A})$ is independent of $\beta$.

The only information that leaks about $\alpha$ is the output of $Q_{eq}$ one queries of the form $(T, i, j)$, for $i, j \in \mathbb{N}$. By Lemma 4 we know that $L_T[i]$ and $L_T[j]$ are linear combinations of rational fractions in $L_T$, where $L_T$ is defined as in Lemma 4. Namely, we write: $L_T[i] = \sum_{i \in [L_T]} \alpha_i \cdot f_i/g_i$, and $L_T[j] = \sum_{i \in [L_T]} \alpha'_i \cdot f_i/g_i$, for $\alpha_1, \alpha'_1, \ldots, \alpha_{L_T}, \alpha'_1, \ldots, \alpha'_{L_T} \in \mathbb{Z}_p$, where for all $i \in [L_T], L_T[i] := f_i/g_i$. Let $i^* \in \mathbb{N}^*$ such that $f_{i^*}/g_{i^*} = \beta$. 

- If $\alpha_{i^*} = \alpha'_{i^*}$, then $L_T[i] = L_T[j] \Rightarrow \sum_{i \neq i^*} \alpha_i \cdot f_i/g_i \sim_r \sum_{i \neq i^*} \alpha'_i \cdot f_i/g_i$, which is independent of $\beta$.
- If $\alpha_{i^*} \neq \alpha'_{i^*}$, then $L_T[i] \sim_r L_T[j] \Rightarrow f_{i^*}/g_{i^*} \sim_r \sum_{i \neq i^*} \alpha_i - \alpha'_i \cdot f_i/g_i$, thus, there exist $x \in \mathcal{X}$, $\{E_y\}_{y \in \mathcal{Y}_x}$ and $\gamma \in \mathbb{Z}_p$ such that $\sum_{y \in \mathcal{Y}_x} (B.e(S, B))^{-T} E_y k_y (R_y, B) + A \sim_r f_{i^*}$. When $\beta = 0$, $f_{i^*} = A.S_0$, which, together with Lemma 2, contradicts the symbolic security of ABE. When $\beta = 1$, $f_{i^*} = U$, which cannot be a linear combination of rational fractions on a disjoint set of formal variables. To sum up, $L_T[i]$ not $\sim_r L_T[j]$, regardless of $\beta$. 
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Summing everything up, we obtain: $\text{Adv}^\text{GGM}_{\text{ABE},A}(\lambda) \leq \frac{6dQ_{\text{sk}}(2+(n+|\mathcal{C}|)Q_{\text{sk}}|k|)}{p^2} \leq \frac{6dQ_{\text{sk}}(2+(n+Q_{\text{sk}}+|\mathcal{C}|)Q_{\text{sk}}|k|+Q_{\text{sk}}^2)}{2}.$ We conclude the proof of Theorem 3 using the fact that $Q_{\text{eq}} \leq \frac{(L_{1,w}|I_{2,w}|+L_{1,\hat{w}}|L_{2,\hat{w}}|)}{2}$.

4 Pair Encodings

In this section, we recall the definition of pair encodings, which have been originally introduced in [12,63] as a useful abstraction to build ABE whose security proof rely on the Dual System Encryption techniques [61]. (roughly speaking, a pair encoding is a private-key, one-time secure variant of ABE). We show in Theorem 3 that any pair encoding that is symbolically secure, as defined in [6] (this is the weakest possible notion of security for pair encoding), yields a symbolically secure RFI-ABE via the construction presented in Figure 2. The RFI-ABE obtained are roughly twice more efficient than those obtained via previous dual system frameworks, albeit relying on the generic group model.

Pair encodings. Let $p$ be a prime, $n \in \mathbb{N}$. A $(p,n)$ pair encoding for predicate $P : X \times Y \rightarrow \{0,1\}$ consists of the following deterministic poly-time algorithms (polynomials are considered over $\mathbb{Z}_p$):

- $\text{sE}(x) \rightarrow (S, c(S,S',B)).$ On input $x \in X$, the sender encoding algorithm $\text{sE}$ outputs $(S, c)$, where $c = (c_1, \ldots, c_w)$ is a vector of polynomials in the non-lone variables $S = (S_0, \ldots, S_w)$, the lone variables $S' = (S'_0, \ldots, S'_w)$, and the common variables $B = (B_1, \ldots, B_n)$ where for all $i \in [w]$, $c_i$ is a linear combination of the monomials $\{S'_i, S_j B_j | i \in [w], j \in [0,w_1], \ell \in [n]\}$.

- $\text{rE}(y) \rightarrow (R, k(R,R',B,A)).$ On input $y \in Y$, the receiver encoding algorithm $\text{rE}$ outputs $(R, k)$ where $k = (k_1, \ldots, k_m)$ is a vector of polynomials in the non-lone variables $R = (R_1, \ldots, R_m)$, the lone variables $R' = (R'_1, \ldots, R'_m)$, $A$, and the common variables $B$, where for all $i \in [m]$, $k_i$ is a linear combination of the monomials $\{A, R'_i, R_j B_j | i \in [m], j \in [m], \ell \in [n]\}$.

- $\text{Pair}(x,y) \rightarrow E, E'.$ On input $x \in X, y \in Y$, the Pair algorithm outputs matrices $E \in \mathbb{Z}_p^{(w_1+1) \times m_3}$, and $E' \in \mathbb{Z}_p^{w_3 \times m_1}$.

Correctness. For all $x \in X, y \in Y$ such that $P(x,y) = 1$, $S^T E k + c^T E' R = AS_0$, where $(S, c) = \text{sE}(x), (R, k) = \text{rE}(y), (E, E') \leftarrow \text{Pair}(x,y)$.

Symbolic security [6]. For all $x \in X$ and $y \in Y$ such that $P(x,y) = 0$, there is no matrix $E^* \in \mathbb{Z}_p^{(w_1+w_3+1) \times (m_1+m_3)}$ such that $c^T E^* k = AS_0$, where $c = \text{sE}(x), k = \text{rE}(y)$.

Our next theorem shows that any symbolically secure $(p,n)$ pair encoding $(\text{sE}, \text{rE}, \text{Pair})$ [6] yields a symbolically secure $(p,n,\text{sE}, \text{rE}, \text{Pair})$-RFI ABE.

Theorem 3. [Symbolically secure pair encoding $\Rightarrow$ symbolically secure RFI-ABE] Let $(\text{sE}, \text{rE}, \text{Pair})$ be a $(p,n)$ pair encoding for predicate $P : X \times Y \rightarrow \{0,1\}$. The construction described in Figure 2 is a symbolically secure, $(p,n,\text{sE}, \text{rE}, \text{Pair})$-RFI ABE.

Proof. We prove the symbolic security of the ABE by contradiction. Suppose there is $x \in X$, and matrices $\{E^*_y\}_{y \in \mathcal{Y}_x}$ such that

\begin{equation}
\sum_{y \in \mathcal{Y}_x} (S, c(S,S',B))^T E^*_y (R_y, k_y(R_y, R'_y, B, A)) = AS_0,
\end{equation}

where $(S, c(S,S',B)) = \text{sE}(x), \mathcal{Y}_x \subseteq \mathcal{Y}$ is the set of all $y \in \mathcal{Y}$ such that $P(x,y) = 0$, and for all $y \in \mathcal{Y}_x$, $R_y := (R_{y,1}, \ldots, R_{y,m_1}), R'_y := (R'_{y,1}, \ldots, R'_{y,m_1}), (R_y, k_y(R_y, R'_y, B, A)) = \text{rE}(y)(R \rightarrow R_y, R' \rightarrow R'_y)$. 

For all \( y \in \mathcal{Y}_x \), we evaluate the polynomials in Equation (1) on \( R_{y'} = 0 \) and \( R'_{y'} = 0 \), for all \( y' \in \mathcal{Y}_x \setminus \{ y \} \), and \( A = 0 \), to obtain:

\[
(S, c(S, S', B)) \mathbin{\top} \mathbf{E}_y^*(R_y, k_y(R_y, R'_{y'}, B, 0)) = 0
\]  

(2)

Now, we show that there exists \( y^* \in \mathcal{Y}_x \) and a constant \( \rho \in \mathbb{Z}_p^* \) such that \((S, c(S, S', B)) \mathbin{\top} \rho \mathbf{E}_y^*(0, k_{y^*}(0, 0, 0, A)) = A S_0 \), which, together with Equation (2), implies:

\[
(S, c(S, S', B)) \mathbin{\top} \rho \mathbf{E}_y^*(R_y, k_y(R_y, R'_{y'}, B, A)) = A S_0
\]

thereby contradicting the symbolic security of (sE,rE,Pair). We do so in two steps, where in Step 1, (Lemma 6) we show that for all \( y \in \mathcal{Y}_x \), we can assume some structural properties of the matrix \( \mathbf{E}_y^* \). In step 2, we use this structural properties with Equations (1) and (2) to derive the desired \( y^* \in \mathcal{Y}_x \).

**Lemma 6 (Step 1).** For all \( x \in \mathcal{X} \), \( y \in \mathcal{Y}_x \), and \( \mathbf{E}_y^* := \left( \mathbf{E}_y^{(1)} | \mathbf{E}_y^{(2)} \right) \) with \( \mathbf{E}_y^{(1)} \in \mathbb{Z}_p^{(1+w)\times m_3} \), \( \mathbf{E}_y^{(2)} \in \mathbb{Z}_p^{w_3\times m_1} \), \( \mathbf{E}_y^{(3)} \in \mathbb{Z}_p^{w_3\times m_1} \), \( \mathbf{E}_y^{(4)} \in \mathbb{Z}_p^{w_3\times m_3} \) that satisfies Equation (2), we have:

\[
(S, c(S, S', B)) \mathbin{\top} \begin{pmatrix}
0 & \mathbf{E}_y^{(2)} \\
\mathbf{E}_y^{(3)} & 0
\end{pmatrix} (R_y, k_y(R_y, R'_{y'}, B, 0)) = 0
\]

Proof of Lemma 6 We first show that \( c(S, S', B) \mathbin{\top} \mathbf{E}_y^{(4)} k_y(R_y, R'_{y'}, B, 0) = 0. \) Suppose this is not the case. Then, by definition of a pair encoding (see Section 4), the polynomial \( c(S, S', B) \mathbin{\top} \mathbf{E}_y^{(4)} k_y(R_y, R'_{y'}, B, 0) \) is a linear combinations of monomials of the form: \( S_{y,i} R'_{y,j}, S_{y,i} B_{i} R_{y,j}, S_{y,i} B_{j} R'_{y,j}, \) or \( S_{y,i} B_{i} R_{y,j} \), where \( i \in [w_1], j' \in [w_2], j \in [m_1], j' \in [m_2], \ell, \ell' \in [n] \). This is in contradiction with the fact that \( c(S, S', B) \mathbin{\top} \mathbf{E}_y^{(4)} k_y(R_y, R'_{y'}, B, 0) = -S \mathbin{\top} \mathbf{E}_y^{(1)} R_y - S \mathbin{\top} \mathbf{E}_y^{(2)} k_y(R_y, R'_{y'}, B, A) - C(S, S', B) \mathbin{\top} \mathbf{E}_y^{(3)} R_y \) (Equation (2)).

Then, by evaluating Equation (2) on \( S' = 0, R' = 0, B = 0 \), we obtain: \( S \mathbin{\top} \mathbf{E}_y^{(1)} R = 0 \). □

**Step 2.** Combining Equation (1) and (2), we obtain:

\[
\sum_{y \in \mathcal{Y}_x} (S, c(S, S', B)) \mathbin{\top} \mathbf{E}_y^*(0, k_y(0, 0, 0, A)) = A S_0.
\]

Evaluating the above equation on \( B_i = 0 \) and \( S'_j = 0 \) for all \( i \in [n] \) and \( j \in [w] \), we obtain:

\[
\sum_{y \in \mathcal{Y}_x} S \mathbin{\top} \mathbf{E}_y^{(2)} k_y^*(0, 0, 0, A) = A S_0.
\]

Then, we use the fact that \( k_y^* \) is a vector of polynomials that are linear in \( A \), and that \( S := S_0 \) (since we assumed \( w_1 = 0 \)) thus, we have:

\[
\sum_{y \in \mathcal{Y}_x} \mathbf{E}_y^{(2)} k_y^*(0, 0, 0, 1) = 1.
\]

In particular, that means there exists \( y^* \in \mathcal{Y}_x \) such that \( \mathbf{E}_y^{(2)} k_y^*(0, 0, 0, 1) = \mu \neq 0 \). Consequently, the matrix \( \mathbf{E} := 1/\mu \begin{pmatrix} 0 & \mathbf{E}_y^{(2)} \\
\mathbf{E}_y^{(3)} & 0
\end{pmatrix} \) is such that:

\[
(S, c(S, S', B)) \mathbin{\top} \mathbf{E}(0, k_y^*(0, 0, 0, A)) = A S_0.
\]

Combining this fact with Lemma 6 leads to a contradiction of the symbolic security of (sE,rE,Pair). □
5 Concrete RFI-ABE

Focusing on the generic group model allowed us to build schemes that are often simpler and more efficient compared to existing schemes from the literature (see table in Figure 5 for a comparison amongst the most efficient ABE). In this section, we show a selection of schemes that illustrate the versatility of our framework. Our contribution here is threefold:

1. we design new pair encodings, which give new, more efficient RFI-ABE via our framework (cf. Figure 2). This is the case of IPE 2, compact KP-ABE, unbounded KP-ABE, CP-ABE, and unbounded CP-ABE.
2. we use our framework on existing pair encodings, to obtain new, more efficient RFI-ABE, albeit relying on a stronger assumption. This is the case of IBE 1 and IPE 1, whose underlying pair encoding are implicit in the work of [61] and [46] respectively.
3. we use our framework on existing pair encodings, to prove new security guarantees on existing RFI-ABE. This is the case of IBE 2 from [27] and KP-ABE from [41]. Here, our framework, when input on the pair encodings implicitly given in [27,41], outputs exactly the same RFI-ABE present in those papers: there is no efficiency gain. However, we can prove these RFI-ABE adaptively secure, under GGM, while they were proved only selectively secure, based on standard assumptions.

Overall, our new framework captures previous schemes (contribution (3)), and improves upon many others (contribution (1) and (2)), at the price of a strong assumption, namely GGM.

<table>
<thead>
<tr>
<th>KP-ABE:</th>
<th>mpk</th>
<th>sk</th>
<th>ct</th>
<th>T_{Dec}</th>
<th>(assumption,sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPSW06 [11]</td>
<td>$U</td>
<td>G</td>
<td>+</td>
<td>G_T</td>
<td>$</td>
</tr>
<tr>
<td>RW13 [57]</td>
<td>$2</td>
<td>G</td>
<td>+</td>
<td>G_T</td>
<td>$</td>
</tr>
<tr>
<td>Our compact KP-ABE</td>
<td>$d</td>
<td>G</td>
<td>+</td>
<td>G_T</td>
<td>$</td>
</tr>
<tr>
<td>ALP11 [14]</td>
<td>$3</td>
<td>G</td>
<td>+</td>
<td>G_T</td>
<td>$</td>
</tr>
<tr>
<td>Our unbounded KP-ABE</td>
<td>$2</td>
<td>G</td>
<td>+</td>
<td>G_T</td>
<td>$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CP-ABE:</th>
<th>mpk</th>
<th>sk</th>
<th>ct</th>
<th>T_{Dec}</th>
<th>(assumption,sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>W11 [62]</td>
<td>$(U + 1)</td>
<td>G</td>
<td>+</td>
<td>G_T</td>
<td>$</td>
</tr>
<tr>
<td>Our CP-ABE</td>
<td>$U</td>
<td>G</td>
<td>+</td>
<td>G_T</td>
<td>$</td>
</tr>
<tr>
<td>RW13 [57]</td>
<td>$4</td>
<td>G</td>
<td>+</td>
<td>G_T</td>
<td>$</td>
</tr>
<tr>
<td>Our unbounded CP-ABE</td>
<td>$4</td>
<td>G</td>
<td>+</td>
<td>G_T</td>
<td>$</td>
</tr>
</tbody>
</table>

Fig. 5. Comparison of the most efficient existing CP-ABE and KP-ABE schemes for (monotone) boolean span programs, based on prime-order bilinear groups. We denote by $|\Gamma|$ the attribute set size, $d$ the maximum size for $\Gamma$ (if bounded), $U$ the size of the attribute universe (if bounded small-universe), $\ell$ is the size of the access structure. For CT, we omit the additive overhead of $O(|\Gamma|)$ bits in order to transmit the attribute vector (for KP-ABE), or $O(\ell)$ bits in order to transmit the access structure. We use $T_{Dec}$ to denote the decryption time, $|G|$ the size of the source groups, $|G_T|$ the size of the target group, $E$ exponentiation in the source groups, and $P$ to denote a pairing. Decryption algorithms have been optimized taking into account that $P > E$. Gray boxes indicate new results.

5.1 Identity-Based Encryption (IBE)

IBE is the simplest example of ABE, introduced by [59], where Alice can send a message to Bob only using some public parameters and Bob’s identity (a pre-existing identifier, e.g. an email address), unlike
early IBE schemes are being standardized in IEEE P1363.3 and RFC 5091. Directly to Bob without Bob’s involvement. This technology is being adopted in real-life applications. In fact, is email encryption, where it allows pairwise email encryption, that is, Alice can send an encrypted email directly to Bob without Bob’s involvement. This technology is being adopted in real-life applications. In fact, early IBE schemes are being standardized in IEEE P1363.3 and RFC 5091.

For IBE, we have $X = \mathcal{Y} = \mathbb{Z}_p$, and the predicate $P$ is defined as: $P(x, y) = 1$ iff $x = y$.

**IBE 1** [64]

- $n = 1, B := B; w_1 = 0, S := S; m_1 = 0; w_2 = m_2 = 1$.
- $sE(x) \rightarrow S(B + x)$.
- $rE(y) \rightarrow A/(B + y)$.
- $\text{Pair}(x, y) \rightarrow 1$

IBE 1 is the prime-order version of the IBE from [64], which uses the Déjà Q framework, introduced in [34]. It is an open problem to translate this framework, which uses composite-order bilinear groups, to the more efficient [42] prime order setting. This yields one of the most efficient IBE, as illustrated in the benchmark Figure [8]. Note that an unpublished manuscript from Eike Kiltz and Gregory Neven, cited in [31], already proves adaptive security of IBE 1 in the GGM.

**Proof of symbolic security.** By contradiction, suppose there exist $x \in \mathbb{Z}_p$, and $\{e_y \in \mathbb{Z}_p\}_{y \in \mathcal{Y}}$, such that $\sum_{y \in \mathcal{Y}} S(B + x)e_y A/(B + y) \sim_{\text{GGM}} AS$. Since for all $y \in \mathcal{Y}$, $y \neq x$, we can evaluate the above rational fraction on $B = -x$, to obtain: $0 \sim_{\text{GGM}} AS$, which is a contradiction. More formally, this corresponds to the application of rules \textbf{com-den, div-split, eval-var} on $B = -x$, and \textbf{zero-prod}, as explained in the example of Section [0].

**IBE 2** [27]

- $n = 2, B := (B_1, B_2); w_1 = 0, S := S; m_1 = 1, R := R; w_2 = m_2 = 2$.
- $sE(x) \rightarrow (S, S(B_1 + xB_2))$
- $rE(y) \rightarrow (R, A + R(B_1 + yB_2))$
- $\text{Pair}(x, y) \rightarrow \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$

IBE 2 is [27], which we prove adaptively secure in the GGM ([27] proved it selectively secure based on DBDH).

**Proof of symbolic security.** The underlying pair encoding of IBE 2 falls under the definition of $[0]$. Thus, by Theorem [3] (symbolically secure pair encoding $\Rightarrow$ symbolically secure RFI-ABE), we only have to show that the pair encoding is symbolically secure, as defined [0] (recalled in Section [4]). This is proven by contradiction, and using the Lemma [6] (additional structure on the bilinear map): suppose there exist $x, y \in \mathbb{Z}_p$ such that $x \neq y$, and $e_1, e_2 \in \mathbb{Z}_p$ such that $e_1 S(A + R(B_1 + yB_2)) + e_2 S(B_1 + xB_2)R = AS$. Evaluating the polynomials on $B_2 = u$ and $B_1 = -xu$, for an arbitrary $u \in \mathbb{Z}_p$, we obtain: $e_1 S(A + u(y - x)R) = AS$. Then, using the rule \textbf{extr-coeff} on $R$, we obtain $(y - x) = 0$, which contradicts $x \neq y$.

**5.2 Inner Product Encryption (IPE)**

IPE generalizes IBE, and captures useful classes of predicates, such as CNF and DNF formulas, or predicates that can expressed as polynomials (see [46] for more details).

For IPE, we have $X = \mathcal{Y} = \mathbb{Z}_p$ and for any $z \in \mathbb{Z}_p$, the predicate $P_z$ is defined as: $P_z(x, y) = 1$ iff $x^\top y = z$. 
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That is, \( \Gamma \) satisfies \((M, \rho)\) iff \( 1^T \in \text{span}_{\text{row}}(M_r) \). Here, \( 1 := (1, 0, \ldots, 0) \in \mathbb{Z}_p^t \) is a row vector; \( M_S \) denotes the collection of vectors \( \{ M_j : \rho(j) \in \Gamma \} \) where \( M_i \) denotes the \( i \)'th row of \( M \); and \( \text{span}_{\text{row}} \) refers to linear span of collection of (row) vectors over \( \mathbb{Z}_p \).

That is, \( \Gamma \) satisfies \((M, \rho)\) iff there exists constants \( \omega_1, \ldots, \omega_t \in \mathbb{Z}_p \) such that

\[
\sum_{\rho(j) \in S} \omega_j M_j = 1^T
\]  

Observe that the constants \( \{ \omega_i \} \) can be computed in time polynomial in the size of the matrix \( M \) via Gaussian elimination.

IPE 1 \([46]\)

- \( n = d + 1, B := (U, V); w_1 = 0, S := S; m_1 = 1, R := R; w_2 = m_2 = 2. \)
- \( \text{sE}(x) \rightarrow (S, S(Ux + V)) \)
- \( \text{rE}(y) \rightarrow (R, A + R(Uz + V^T y)) \)
- \( \text{Pair}(x, y) \rightarrow \begin{pmatrix} 0 & 1 \\ -y & 0 \end{pmatrix} \)

IPE 1 is a prime-order version \([46]\), which, via our framework described in Figure\(2\) gives an IPE that is twice shorter than the already existing prime-order version of \([46]\), namely \([56]\). This is expected, since we use a stronger assumption, GGM, while the cited works use standard assumptions.

Proof of symbolic security. The underlying pair encoding of IPE 1 falls under the definition of \([6]\). Thus, by Theorem \(3\) (symbolically secure pair encoding \(\Rightarrow\) symbolically secure RFI-ABE), we only have to show that the pair encoding is symbolically secure, as defined \([6]\) (recalled in Section\(4\)). This is proven by contradiction, and using the Lemma \(4\) (additional structure on the bilinear map): suppose there exist \( x, y \in \mathbb{Z}_p \) such that \( x^T y \neq z, e_1 \in \mathbb{Z}_p, \) and \( e_2 \in \mathbb{Z}_p^d \) such that: \( e_1 S(A + R(Uz + V^T y)) + S(Ux + V)^T e_2 R = AS \). Evaluating the polynomials on \( U = u \) and \( V = -xu \), for an arbitrary \( u \in \mathbb{Z}_p^*, \) we obtain: \( e_1 S(A + u(z + x^T y)R) = AS \). Then, using the rule \text{extr-coeff} on \( R \), we obtain \((z + x^T y) = 0, \) which contradicts \((z + x^T y) \neq 0. \) \(\square\)

IPE 2

- \( n = d; w_1 = 0, S := S; m_1 = 0; w_2 = m_2 = 1. \)
- \( \text{sE}(x) \rightarrow S(x + B), \)
- \( \text{rE}(y) \rightarrow A/(z + B^T y) \)
- \( \text{Pair}(x, y) \rightarrow y \)

IPE 2 is a new and shorter IPE that relies on inversions in the exponent, which were not captured by previous framework.

Proof of symbolic security. By contradiction, suppose there exist \( x \in \mathbb{Z}_p^d, \) and \( \{ e_y \in \mathbb{Z}_p^d \}_y \in \mathcal{Y}_x \), such that \( \sum_{y \in \mathcal{Y}_x} S(x + B)^T e_y A/(z + B^T y) \sim_{\text{id}} AS. \) Since for all \( y \in \mathcal{Y}_x, \) \( x^T y \neq z, \) we can evaluate the above rational fraction on \( B = -x, \) to obtain: \( 0 \sim_{\text{id}} AS, \) which is a contradiction. As for the proof of symbolic security of IBE 1 above, this can be handle by our automatic tool, using the rules \text{com-den}, \text{div-split}, \text{eval-var} on \( B = -x, \) and \text{zero-prod}. \(\square\)

### 5.3 ABE for boolean span programs.

We define (monotone) access structures using the language of (monotone) span programs \([15]\). They capture boolean formulas, thereby generalizing IBE and IPE, by allowing to embed more complex access policies in ciphertexts (such ABE are called Ciphertext Policy ABE, or CP-ABE) or in keys (such ABE are called Key Policy ABE, or KP-ABE).

**Definition 1 (access structure \([25,45]\)).** A (monotone) access structure for attribute universe \( \mathcal{U} \) is a pair \((M, \rho)\) where \( M \in \mathbb{Z}_p^{t \times \ell} \) and \( \rho : [\ell] \rightarrow \mathcal{U}. \) Given \( \Gamma \subseteq \mathcal{U}, \) we say that \( \Gamma \) satisfies \((M, \rho)\) iff \( 1^T \in \text{span}_{\text{row}}(M_r) \).

Here, \( 1 := (1, 0, \ldots, 0) \in \mathbb{Z}_p^\ell \) is a row vector; \( M_S \) denotes the collection of vectors \( \{ M_j : \rho(j) \in \Gamma \} \) where \( M_i \) denotes the \( i \)'th row of \( M \); and \( \text{span}_{\text{row}} \) refers to linear span of collection of (row) vectors over \( \mathbb{Z}_p. \)

That is, \( \Gamma \) satisfies \((M, \rho)\) iff there exists constants \( \omega_1, \ldots, \omega_\ell \in \mathbb{Z}_p \) such that

\[
\sum_{\rho(j) \in S} \omega_j M_j = 1^T
\]  

Observe that the constants \( \{ \omega_i \} \) can be computed in time polynomial in the size of the matrix \( M \) via Gaussian elimination.
Large universe, Unbounded ABE When $\mathcal{U}$ is of polynomial size, we write $\mathcal{U} := [d]$, and we describe sets $\Gamma \subseteq [d]$ by their characteristic vectors $x \in \{0,1\}^n$, where for all $i \in [d]$, $x_i = 1$ if $i \in \Gamma$, and 0 otherwise. If an ABE supports universes $\mathcal{U}$ of exponential size, we call it large universe. If additionally, it does not introduce a bound on the number of attributes per ciphertext, we use the term unbounded ABE. For practical purposes, unbounded ABE \cite{19} are preferable, since the setup does not put a bound on the number of attributes per ciphertext, and they allow for more versatility since any bit string (once hashed into $\mathbb{Z}_p$) can be used as an attribute.

Using GGM, we prove the adaptive security of the KP-ABE from \cite{11}, arguably one of the most efficient KP-ABE, while \cite{41} proved its selective security based on DBDH.

**KP-ABE** \cite{41}

Here, $\mathcal{U} := [d]$, $\mathcal{X} := \{0,1\}^d$, $\mathcal{Y} := \mathbb{Z}_p^{\ell \times \ell'} \times ([\ell] \rightarrow [d])$.

- $n = d$, $B := (B_1, \ldots, B_d)$; $w_1 = 0$, $S := S$; $m_1 := \ell' - 1$.
- $\mathcal{E}(x) \rightarrow (x_1SB_1, \ldots, x_dSB_d)$
- $\mathcal{E}(\mathcal{M}, \rho) \rightarrow (\mathcal{M}_1(A, R) / B_{\rho(1)}, \ldots, \mathcal{M}_\ell(A, R) / B_{\rho(\ell)})$
- $\text{Pair}(x, (\mathcal{M}, \rho)) \rightarrow E \in \mathbb{Z}_p^{\ell \times \ell'}$, where for all $i \in [d]$, $j \in [\ell]'$, $E_{i,j} = \omega_j$ if $\rho(j) = i$, 0 otherwise.

From here on, we use a generalized extr-coeff rule for the proof of symbolic security, namely, for every polynomials $P, Q, R$, such that $Q \neq 0$, and $R \notin \Gamma \setminus \{0\}$ where $\Gamma$ is the ideal generated by $Q$, and 0 denotes the zero polynomial, we have: $PQ + R = 0$ implies $P = 0$ and $R = 0$.

**Proof of symbolic security.** By contradiction, suppose there exist $x \in \{0,1\}^d$, and $\{E(\mathcal{M}, \rho) \in \mathbb{Z}_p^{d \times \ell}\}_{(\mathcal{M}, \rho) \in \mathcal{Y}_x}$ such that $\sum := \sum_{(\mathcal{M}, \rho) \in \mathcal{Y}_x} \mathcal{E}(x)^T \mathcal{E}(\mathcal{M}, \rho) (R \rightarrow R(\mathcal{M}, \rho)) \sim_{\mathcal{R}} AS$.

We write $\sum := \sum_1 + \sum_2$, where for all $t \in [2]$, $\sum_t \in (S_t)$, with:

- $S_1 := \{x_{\rho(j)} \mathcal{S} \mathcal{M}_j'^T(A, R(\mathcal{M}, \rho)) : (\mathcal{M}, \rho) \in \mathcal{Y}_x, j \in [\ell]\}$
- $S_2 := \{x_i \mathcal{S} \mathcal{M}_j'^T(A, R(\mathcal{M}, \rho)) B_{\rho(j)} : (\mathcal{M}, \rho) \in \mathcal{Y}_x, j \in [\ell], i \in [d], \rho(j) \neq i\}$

We use the rules com-den, div-split and extr-coeff on the monomial $\prod_{t \in \mathcal{Y}} B_t$ where $\mathcal{V} := \{\rho(j) : (\mathcal{M}, \rho) \in \mathcal{Y}_x, j \in [\ell], i \in [d], \rho(j) \neq i\}$, in the equation $\sum_1 + \sum_2 \sim_{\mathcal{R}} AS$, to obtain $\sum_1 \sim_{\mathcal{R}} AS$.

Then, we write $\sum_1 := \sum_{(\mathcal{M}, \rho) \in \mathcal{Y}_x, j \in [\ell]} \gamma_{(\mathcal{M}, \rho), j} \mathcal{S} \mathcal{M}_j'^T(A, R(\mathcal{M}, \rho))$, and for all $(\mathcal{M}, \rho) \in \mathcal{Y}_x$, we evaluate the equation $\sum_1 \sim_{\mathcal{R}} AS$ on $A = 0$, $S = 1$, and $R(\mathcal{M}, \rho) = 0$ for all $(\mathcal{M}', \rho') \in \mathcal{Y}_x \setminus \{(\mathcal{M}, \rho)\}$, to obtain:

$$\forall (\mathcal{M}, \rho) \in \mathcal{Y}_x : \sum_{j \in [\ell]} \gamma_{(\mathcal{M}, \rho), j} \mathcal{M}_j'^T(0, R(\mathcal{M}, \rho)) \sim_{\mathcal{R}} 0 \quad (4)$$

Then, we evaluate the equation $\sum_1 \sim_{\mathcal{R}} AS$ on $A = 1$, $S = 1$, and $R(\mathcal{M}, \rho) = 0$ for all $(\mathcal{M}, \rho) \in \mathcal{Y}_x$, to obtain: $\sum_{(\mathcal{M}, \rho) \in \mathcal{Y}_x, j \in [\ell]} \gamma_{(\mathcal{M}, \rho), j} \mathcal{M}_j'^T(1, 0) \sim_{\mathcal{R}} 1$. Using the rule non-zero-sum, there exists $(\mathcal{M}', \rho^*) \in \mathcal{Y}_x$ such that

$$\sum_{j \in [\ell]} \gamma_{(\mathcal{M}', \rho^*), j} \mathcal{M}_j'^T(1, 0) = \mu \neq 0 \quad (5)$$

Combining Equation (4) and (5), we have: $\frac{1}{\mu} \sum_{j \in [\ell]} \gamma_{(\mathcal{M}, \rho), j} \mathcal{M}_j'^T(1, R(\mathcal{M}, \rho)) \sim_{\mathcal{R}} 1$. Then, using the rule extr-coeff on each variable of $R(\mathcal{M}', \rho^*)$, we obtain $\frac{1}{\mu} \sum_{j \in [\ell]} \gamma_{(\mathcal{M}, \rho), j} \mathcal{M}_j'^T = 1$, which contradicts $\mathcal{P}(x, (\mathcal{M}', \rho^*))$. \qed

We now give a new compact KP-ABE, where the ciphertexts contain 2 group elements, regardless of the number of attribute. This is more efficient that state of the art \cite{14} for which ciphertexts contain 3 group element (although the latter is for large universe, and ours small).
Compact KP-ABE

Here, $U := [d], \mathcal{X} := \{0, 1\}^d, \mathcal{Y} := \mathbb{Z}_{p}^{\ell \times \ell'} \times ([\ell] \rightarrow [d])$.

- $n = d, B := (B_1, \ldots, B_d)$; $w_1 = 0, S := S; m_1 := \ell' - 1$.
- $\text{sE}(x) \rightarrow (c_1, c_2)$, where $c_1 := S \sum_{i=1}^{d} x_i B_i$, and $c_2 := S$
- $\text{rE}(M, \rho) \rightarrow ((k_{j})_{j \in \langle\ell\rangle}, (k_{i,j})_{i \in \langle\ell\rangle, j \in \langle\ell\rangle}, (S_{\rho})_{\rho \in \mathcal{Y}_{\ell}})$, where $k_{j} := M^{T}_{j}(A, R) B_j / B_{\rho(j)}$.
- $\text{Pair}(x, (M, \rho)) \rightarrow E \in \mathbb{Z}_{p}^{2^{\ell} \times d'}$ such that $\sum_{j \in \langle\ell\rangle} \omega_j \times \sum_{i \in \langle d\rangle \setminus \langle\ell\rangle} w_i k_{i,j} = c_1 \cdot \sum_{j \in \langle\ell\rangle} \omega_j k_{j} + c_2 \cdot \sum_{j \in \langle\ell\rangle, i \in \langle\ell\rangle} x_i \omega_j k_{i,j}$.

Proof of symbolic security. By contradiction, suppose there exist $x \in \{0, 1\}^d$, and $\{E_{(M, \rho)} \in \mathbb{Z}_{p}^{2^{\ell} \times d'}\}_{(M, \rho) \in \mathcal{Y}_{\ell}}$ such that $\sum := \sum_{(M, \rho) \in \mathcal{Y}_{\ell}} sE(x)^{T} E_{(M, \rho)} rE(M, \rho) (R \rightarrow R_{(M, \rho)}) \sim_{\text{rf}} AS$.

We write $\sum := \sum_{1} + \sum_{2} + \sum_{3}$, where for all $t \in \{3\}$, $\sum_{t} \in \langle\mathcal{S}_{t}\rangle$, with:

- $S_1 := \{x_{(\rho(j))} S M_{j}^{T}(A, R_{(M, \rho)}) : (M, \rho) \in \mathcal{Y}_{\ell}, j \in \langle\ell\rangle\}$
- $S_2 := \{SM_{j}^{T}(A, R_{(M, \rho)}) B_j / B_{\rho(j)} : (M, \rho) \in \mathcal{Y}_{\ell}, j \in \langle\ell\rangle, i \in \langle d\rangle, j \in \langle\ell\rangle, \rho(j) \neq i, \rho(j) \neq i', (M, \rho) \in \mathcal{Y}_{\ell}\}$
- $S_3 := \{x_{(\rho(j))} S B M_{j}^{T}(A, R_{(M, \rho)}) : (M, \rho) \in \mathcal{Y}_{\ell}, i \in \langle d\rangle, j \in \langle\ell\rangle\}$

We use the rules \text{com-den}, \text{div-split} and \text{extr-coeff} on the monomial $\prod_{\ell \in \mathcal{V}} B_{\ell}$ where $\mathcal{V} := \{\rho(j) : (M, \rho) \in \mathcal{Y}_{\ell}, j \in \langle\ell\rangle\}$, to obtain $\sum_{1} + \sum_{2} + \sum_{3} \sim_{\text{rf}} AS$.

Then, we obtain $\sum_{3} \sim_{\text{rf}} 0$ using the rule \text{extr-coeff} on the monomial $B_{i}$ for all $i \in \langle d\rangle$, in the equation $\sum_{1} + \sum_{2} + \sum_{3} \sim_{\text{rf}} AS$. Thus, we get: $\sum \sim_{\text{rf}} AS$.

The rest of the proof goes exactly as for the proof of the KP-ABE\cite{11}. See the latter for further details. \[
\]

Then, we give an unbounded KP-ABE that improves upon \text{M} (which is proved selectively secure under Q-type assumption), and thereby gives the most efficient unbounded KP-ABE to our knowledge (see the table Figure\cite{5} for a precise comparison).

Unbounded KP-ABE

Here, $U := \mathbb{Z}_{p}, \mathcal{X} := \{\Gamma \subseteq \mathbb{Z}_{p}\}, \mathcal{Y} := \mathbb{Z}_{p}^{\ell \times \ell'} \times ([\ell] \rightarrow \mathbb{Z}_{p})$.

- $n = 2, B := (B_1, B_2)$; $w_1 = |\Gamma|, S := (S, S_{i})_{i \in \Gamma}, m_1 := \ell' - 1$.
- $\text{sE}(\Gamma) \rightarrow \left((S_{i}(B_{i} + i B_2))_{i \in \Gamma}, (S - S_{i})_{i \in \Gamma}\right)$
- $\text{rE}(M, \rho) \rightarrow \left(M^{T}_{j}(A, R) / (B_{i} + \rho(j) B_2) : (M, \rho) \in \mathcal{Y}_{\ell}, j \in \langle\ell\rangle\right)$
- $\text{Pair}(x, (M, \rho)) \rightarrow \left(E \begin{pmatrix} 0 & 0 \\ 0 & E \end{pmatrix}\right) \in \mathbb{Z}_{p}^{2|\Gamma| \times 2d}$, where for all $i \in \Gamma$ and all $j \in \langle\ell\rangle$ the element of the row associated to $i$ in $E \in \mathbb{Z}_{p}^{2|\Gamma| \times \ell}$ and column $j$ equals $\omega_j$ if $i = \rho(j)$ and 0 otherwise.

Proof of symbolic security. By contradiction, suppose there exist $\Gamma \subseteq \mathbb{Z}_{p}$, and $\{E_{(M, \rho)} \in \mathbb{Z}_{p}^{2|\Gamma| \times 2d'}\}_{(M, \rho) \in \mathcal{Y}_{\ell}}$ such that $\sum := \sum_{(M, \rho) \in \mathcal{Y}_{\ell}} sE(\Gamma)^{T} E_{(M, \rho)} rE(M, \rho) (R \rightarrow R_{(M, \rho)}) \sim_{\text{rf}} AS$.

We write $\sum := \sum_{1} + \sum_{2} + \sum_{3}$, where for all $t \in \{3\}$, $\sum_{t} \in \langle\mathcal{S}_{t}\rangle$, with:

- $S_1 := \{(S - S_{i})M(A, R_{(M, \rho)}), S_{\rho(j)} M_{j}^{T}(A, R_{(M, \rho)}) : (M, \rho) \in \mathcal{Y}_{\ell}, j \in \langle\ell\rangle\}$
- $S_2 := \{S_{i}(B_{i} + i B_2) M(A, R_{(M, \rho)}) : (M, \rho) \in \mathcal{Y}_{\ell}, i \in \Gamma\}$
- $S_3 := \{S_{i}(B_{i} + i B_2) M_{j}^{T}(A, R_{(M, \rho)}) / (B_{i} + \rho(j) B_2) : (M, \rho) \in \mathcal{Y}_{\ell}, i \in \Gamma, j \in \langle\ell\rangle, \rho(j) \neq i\} \cup \{(S - S_{i}) M_{j}^{T}(A, R_{(M, \rho)}) / (B_{i} + \rho(j) B_2) : (M, \rho) \in \mathcal{Y}_{\ell}, i \in \Gamma, j \in \langle\ell\rangle\}$

We show that:

- $\sum_{2} \sim_{\text{rf}} 0$: evaluating the equation $\sum \sim_{\text{rf}} AS$ on $B_2 = 0$, then multiplying it by $B_1$, and using the rule \text{extr-coeff} on $S_{i}B_{i}^{T}$ for all $i \in \Gamma$.\[
\]
\[ \sum_1 \sim_{\rho} AS: \text{using the rule com-den on the equation } \sum_1 +_{\rho} \sum_3 \sim_{\rho} AS, \text{ then div-split, and applying the rules extr-coef on the polynomial } B_1 + \rho(j)B_2 \text{ sequentially for each value } \rho(j) \text{ such that } (M, \rho) \in \mathcal{Y}_I, \text{ and } j \in [\ell]. \]

Then, we write \[ \sum_1 := \sum_{1,1} + \sum_{1,2}, \text{ where } \]
\[ \sum_{1,1} := \sum_{(M, \rho) \in \mathcal{Y}_I, : j \in [\ell]} \sigma_{(M, \rho), j} S \mathbf{M}_j^\top (A, R_{(M, \rho)}) \]
and
\[ \sum_{1,2} := \sum_{(M, \rho) \in \mathcal{Y}_I, : j \in [\ell]} \sigma_{(M, \rho), j, i} (S - S_i) \mathbf{M}_j^\top (A, R_{(M, \rho)}). \]

We have \[ \sum_{1,2} \sim_{\rho} 0 \] using extr-coef on \[ S_i \] for all \( i \in \Gamma \).

Finally, we reach a contradiction from \( \sum_{1,1} \sim_{\rho} AS \) exactly as in the proof of symbolic security of the KP-ABE [41]. We defer to the latter for further details.

\[ \square \]

We also give a new adaptively secure CP-ABE where ciphertexts are half the size of [62], while the latter prove selective security based on \( Q \)-type assumptions.

**CP-ABE**

Here, \( \mathcal{U} := [d], \mathcal{X} := \mathbb{Z}_p^{\ell \times \ell'} \times ([\ell] \rightarrow [d]), \mathcal{Y} := \{0, 1\}^d \).

- \( n = d, B := (B_1, \ldots, B_d); w_1 = \ell' - 1, S := (S, U); m_1 := 1, R := R. \)
- \( sE(M, \rho) = (M_i^\top (S, U) B_{\rho(i)})_{i \in [\ell]}, S \)
- \( rE(x) = (x_j R/B_j)_{j \in [d], A - R} \)
- \( \text{Pair}((M, \rho), x) \rightarrow (E_0^{1,0}, E_0^{0,1}) \in \mathbb{Z}_p^{(\ell + 1) \times (d + 1)}, \text{ where for all } i \in [\ell], j \in [d], E_{i,j} = \omega_i \) if \( \rho(i) = j, 0 \) otherwise.

**Proof of symbolic security.** By contradiction, suppose there exist \( (M, \rho) \in \mathbb{Z}_p^{\ell \times \ell'} \times ([\ell] \rightarrow [d]), \text{ and } \{E_{x} \in \mathbb{Z}_p^{(\ell + 1) \times (d + 1)}, x \in \mathcal{Y}_{(M, \rho)} \} \text{ such that } \sum := \sum_{x \in \mathcal{Y}_{(M, \rho)}} sE(M, \rho)\top E_{x} E(x) \rightarrow R \rightarrow R_{x} \sim_{\rho} AS. \)

We write \( \sum := \sum_{1,1} +_{\rho} \sum_{2,1} +_{\rho} \sum_{3,1} \), where for all \( t \in [3], \sum_t \in (S_t, \) with:

- \( S_1 := \{S(A - R_x), x_{\rho(i)} R_x M_i^\top (S, U) : x \in \mathcal{Y}_{(M, \rho)}, i \in [\ell]\} \)
- \( S_2 := \{x_j S R_{x} /B_j, x_{\rho(i)} R_{x} M_i^\top (S, U)/B_j : x \in \mathcal{Y}_{(M, \rho)}, j \in [d], i \in [\ell], \rho(i) \neq j\} \)
- \( S_3 := \{A - R_x, B_{\rho(i)} M_i^\top (S, U) : i \in [\ell]\} \)

We use the rules com-den, div-split and extr-coef on the monomial \( \prod_{j \in [d]} B_j \), to obtain \( \sum_{1,2} +_{\rho} \sum_{3,2} \sim_{\rho} AS. \)

Then, we obtain \( \sum_{3,3} \sim_{\rho} 0 \) using the rule extr-coef on the monomial \( B_{\rho(i)} \) for all \( i \in [\ell] \), in the equation \( \sum_{1,1} +_{\rho} \sum_{3,3} \sim_{\rho} AS. \) Thus, we get: \( \sum_{1,1} \sim_{\rho} AS. \)

Then, we write \( \sum := \sum_{x \in \mathcal{Y}_{(M, \rho)}, i \in [\ell]} \gamma_{x,i} x_{\rho(i)} M_i^\top (S, U) R_x + \gamma_{x} S(A - R_x), \)

and for all \( x \in \mathcal{Y}_{(M, \rho)} \), we evaluate the equation \( \sum_{1} \sim_{\rho} AS \) on \( A = 0, S = 1, R_{x'} = 0 \) for all \( x' \in \mathcal{Y}_{(M, \rho)} \setminus \{x\}, \) to obtain:

\[ \sum_{i \in [\ell]} \left( \gamma_{x,i} x_{\rho(i)} M_i^\top (S, U) R_x \right) - \gamma_{x} R_x S \sim_{\rho} 0 \quad (6) \]

Suppose \( \gamma_{x} \neq 0. \) Then, evaluating Equation \( (6) \) on \( R_x = 1, \) we have: \( \sum_{i \in [\ell]} \left( \frac{x_{\rho(i)} M_i^\top (S, U)}{\gamma_{x}} \right) \sim_{\rho} S. \)

Then, using the rule extr-coef on \( S \) and all the variables in \( U, \) we obtain: \( \sum_{i \in [\ell]} \frac{x_{\rho(i)} M_i^\top}{\gamma_{x}} = 1, \) which
contradicts $P(x, (M, \rho))$. Therefore, for all $x \in \mathcal{Y}(M, \rho)$, we have $\gamma(x) = 0$. In particular, $\sum_1$ does not contain the formal variable $A$, which contradicts $\sum_1 \sim_{\rho} AS$ (the contradiction is obtained using the rule $\text{extr-coef}$ on $A$).

Finally, we give an new, adaptively secure, unbounded CP-ABE where secret key size and decryption time are roughly half that state of the art [57], whose selective security is based on Q-type assumptions.

Unbounded CP-ABE

Here, $U := \mathbb{Z}_p$, $\mathcal{X} := \mathbb{Z}_p^{t \times \ell} \times ([\ell] \rightarrow \mathbb{Z}_p)$, and $\mathcal{Y} := \{G \subseteq \mathbb{Z}_p\}$.

- $n = 4$, $B := (B_1, B_2, V, W)$; $w_1 = (\ell - 1) + |\Gamma|$, $S := (S, U, S_1) \in \Gamma$: $m_1 := 1$, $R := R$.
- $sE(M, \rho) \rightarrow \left( S_i(B_1 + \rho(i)B_2), -VS_i + WM_i^T(S, U), M_i^T(S, U) \right)_{i \in [\ell]}$.
- $rE(\Gamma) \rightarrow \left( \{R/(B_1 + jB_2)\}_{j \in \Gamma}, R, A - WR \right)$
- $\text{Pair}((M, \rho), \Gamma) \rightarrow \left( \begin{array}{c} E_0 \quad 0 \quad 0 \\ 0 \quad 0 \quad 0 \end{array} \right) \in \mathbb{Z}_p^{3t \times (|\Gamma| + 2)}$, where for all $i \in [\ell], j \in [d]$, $E_{i,j} = \omega_i$ if $\rho(i) = j$, $0$ otherwise.

For all $i \in [\ell]$, $e_i = \omega_i$ if $\rho(i) \in \Gamma$, $0$ otherwise.

Proof of symbolic security. By contradiction, suppose there exist $(M, \rho) \in \mathbb{Z}_p^{t \times \ell} \times ([\ell] \rightarrow \mathbb{Z}_p)$, and $\{E_{\Gamma} \in \mathbb{Z}_p^{3t \times (|\Gamma| + 2)}\}_{\Gamma \in \mathcal{Y}(M, \rho)}$ such that $\sum := \sum_{\Gamma \in \mathcal{Y}(M, \rho)} sE(M, \rho)^T E_{\Gamma} rE(\mathbf{x})(R \rightarrow R_{\Gamma}) \sim_{\rho} AS$.

We write $\sum := \sum_1 + \rho \sum_2 + \rho \sum_3 + \rho \sum_4$, where for all $t \in [4]$, $\sum_t \in \{S_t\}$, with:

- $S_1 := \{S_iR_{\Gamma}V : \Gamma \in \mathcal{Y}(M, \rho), i \in [\ell], \rho(i) \in \Gamma\} \cup \{(-VS_i + WM_i^T(S, U))R_{\Gamma}, M_i^T(S, U)(A - WR) : \Gamma \in \mathcal{Y}(M, \rho), i \in [\ell]\}$
- $S_2 := \{-VS_i + WM_i^T(S, U)(A - WR_{\Gamma}), M_i^T(S, U)R_{\Gamma} : \Gamma \in \mathcal{Y}(M, \rho), i \in [\ell]\}$
- $S_3 := \{S_i(B_1 + \rho(i)B_2)R_{\Gamma}, S_i(B_1 + \rho(i)B_2)(A - WR) : \Gamma \in \mathcal{Y}(M, \rho), i \in [\ell]\}$
- $S_4 := \{(-VS_i + WM_i^T(S, U))R_{\Gamma}V/(B_1 + jB_2), M_i^T(S, U)R_{\Gamma}V/(B_1 + jB_2) : \Gamma \in \mathcal{Y}(M, \rho), i \in [\ell], j \in \Gamma\} \cup \{S_i(B_1 + \rho(i)B_2)R_{\Gamma}V/(B_1 + jB_2) : \Gamma \in \mathcal{Y}(M, \rho), i \in [\ell], j \in \Gamma, \rho(i) \neq j\}$

We show that:

- $\sum_1 \sim_{\rho} 0$: evaluating the equation $\sum \sim_{\rho} AS$ on $B_2 = 0$, then multiplying it by $B_1$, and using the rule $\text{extr-coef}$ on $S_1B_1^2$.
- $\sum_1 + \rho \sum_2 \sim_{\rho} AS$: using the rule $\text{com-den}$ on the equation $\sum_1 + \rho \sum_2 + \rho \sum_4 \sim_{\rho} AS$, then $\text{div-split}$, and applying the rules $\text{extr-coef}$ on the polynomial $B_1 + jB_2$ sequentially for each value $j \in \Gamma$.
- $\sum_2 \sim_{\rho} AS$: first, we use the rule $\text{extr-coef}$ on $WA$ and $W^2$ in the equation $\sum_1 + \rho \sum_2 \sim_{\rho} 0$. Then, we evaluate the equation $\sum_1 + \rho \sum_2 \sim_{\rho} AS$ on $W = 0, V = 0, A = 0$, and use the rule $\text{extr-coef}$ on $R_{\Gamma}$ for all $\Gamma \in \mathcal{Y}(M, \rho)$. Finally, we evaluate the equation $\sum_1 + \rho \sum_2 \sim_{\rho} AS$, on $R_{\Gamma} = 0$ for all $\Gamma \in \mathcal{Y}(M, \rho)$ and $A = 0$, and we use the rule $\text{extr-coef}$ on $VS_i$ for all $i \in [\ell]$.

Summing up, we get: $\sum_1 \sim_{\rho} 0$.

We write $\sum_1 := \sum_{1,1} + \rho \sum_{1,2} + \rho \sum_{1,3}$, where

\[
\sum_{1,1} := \sum_{\Gamma \in \mathcal{Y}(M, \rho), i \in \Gamma} \gamma_i^\Gamma AM_i^T(S, U),
\]
\[
\sum_{1,2} := \sum_{i \in [\ell]} (VS_i + WM_i^T(S, U))(\sigma_i^\Gamma R_{\Gamma} + \delta_i^\Gamma (A - WR_{\Gamma})),
\]
\[
\sum_{1,3} := \sum_{\Gamma \in \mathcal{Y}(M, \rho), i \in [\ell]} M_i^T(S, U)(\eta_i^\Gamma R_{\Gamma} + \mu_i^\Gamma (A - WR_{\Gamma})).
\]

We have, for all $\Gamma \in \mathcal{Y}(M, \rho), i \in [\ell]$: 20
• $\sigma_i^\Gamma = 0$, using extr-coeff on $VS_iR_i$,
• $\delta_i^\Gamma = 0$, using extr-coeff on $AVS_i$.

This implies $\sum_{1,2} \sim_{\#} 0$.

Next, we show that for all $\Gamma \in Y(M, \rho)$, $i \in [\ell]$:

• $\sum_{\Gamma,i} \eta_i^\Gamma M_i^\Gamma = 0^\top$, using extr-coeff on $R_{\Gamma} S$ and $R_{\Gamma} U$,
• $\sum_{\Gamma,i} \mu_i^\Gamma M_i^\Gamma = 0^\top$, using extr-coeff on $W_{\Gamma} S$ and $W_{\Gamma} U$.

This implies $\sum_{1,3} \sim_{\#} 0$. Finally, we have: $\sum_{1,1} \sim_{\#} AS$, which leads to a contradiction, as argued in the symbolic security proof of the CP-ABE. □

6 Automated proofs

Our main result entails that symbolic security implies security in the GGM for every RFI ABE. Conversely, an attack against symbolic security usually represents a generic attack.\(^9\) In this section, we present a constraint-solving method for (dis)proving symbolic security of RFI ABE. Our method proceeds in two steps: we encode symbolic security as a constraint (written in a fragment of first-order logic); then we use proof rules for proving its (non-)validity. In this section, we present the syntax of constraints and give some proof rules. Then, we show how our method can be used to obtain a proof of symbolic security of the IBE1 example, and to find a subtle attack. Finally, we present an implementation of the tool, and summarize some experimental results.

Technically, the main difficulty is to reason about equations and inequations that combine rational fractions and big operators, i.e. expressions of the form $\sum_{i \in Q} e_i$ or $\prod_{i \in Q} e_i$, where $Q$ is a set of arbitrary size—informally, corresponding to adversary queries. Because neither symbolic computation nor algorithmic verification tools can deal with big operators (the former do not support big operators and the latter operate on a bounded state space), we develop deductive methods for solving systems of equations.

**Constraints** We use a rich language of constraints that can express the existence of solutions of systems of equations and inequations between rational expressions. In order to accommodate case analysis, the language also features disjunction at top level. Thus constraints are of the form

$$\exists x_1. C_1 \lor \ldots \lor \exists x_k. C_k$$

where each $C$ is a finite conjunction of (in-)equations. Due to the presence of big operators, (in-)equations may be universally quantified over arbitrary sets $Q$. Therefore, and without loss of generality, each $C$ is a finite conjunction of atoms of the following form:

• equation: $E = 0$;
• inequation: $E \neq 0$;
• universal equation: $\forall k \in K, E = 0$;
• universal inequation: $\forall k \in K, E \neq 0$.

where $E$ ranges over expressions. The syntax of expressions is presented in Figure 7. Expressions $E$ must be well-typed, which we enforce by declaring a type for each variable, and imposing a simple typing discipline on expressions. For example, matrices appearing in our equations are typed with a dimension and we require that these dimensions are consistent for matrix addition and multiplication. Additionally, operators like $\circ$ (pair-wise product) and $\text{diag}$ (diagonal matrix) are enforced to be applied to vectors only (matrices with dimension $n \times 1$ or $1 \times n$).

\(^9\) An attack against symbolic security could potentially require an exponential number of keys, and in that case, it would not correspond to an efficient attack on the scheme.
Constraint-solving system

Proof rules are of the form $\mathcal{D} \leadsto \mathcal{D}'$. Rules can either be simplification rules or case distinction rules. Simplification rules turn systems into simpler ones. The rules are sound in the sense that they preserve solutions, i.e., if the new system contains a contradictory equation like $1 = 0$ or $0 \neq 0$, it is guaranteed that the original system is unsatisfiable. Case distinctions transform one single system into several systems of equations. Soundness is guaranteed because these transformations are such that if the original system has a solution, at least one of the derived new systems will have a solution. In turn, the new equations can trigger further simplifications. Table 1 contains some key rules: **com-den** can be used to push the division operation outermost, by multiplying and dividing by the common denominator of the summation terms; **eval-var** exploits the fact that if a polynomial equation is zero, it has to be zero for every evaluation of its variables; **eval-coeff** uses similar ideas than the previous rule, but is applied to expressions that do not include divisions; **zero-prod** is semantically sound because $\mathbb{Z}_p$ is an integral domain; finally **div-split**, **mul-split** and **idx-split** (the last two are examples of case-distinction rules) allow to split the system into more restricted cases.

Proof search is a series of heuristics that repeatedly selects and applies rules until it is shown that the system has no solution (or on the contrary is solvable). Since all rules are sound, the proof search algorithm is trivially sound.
We assume given sets \texttt{Var}, \texttt{Par}, \texttt{Idx}, \texttt{Set} of \textit{variables}, \textit{parameters}, \textit{indices} and \textit{index sets} respectively. Matrices \( M \) are associated to a name \( \rho \in \texttt{Var} \cup \texttt{Par} \), a dimension \( m \times n \) \((m,n \in \mathbb{N})\) and a domain \( \mathbb{Z}_p \) or \( \{0,1\} \subset \mathbb{Z}_p \). Our syntax \( \circ \) stands for pair-wise product between vectors. Additionally, for a vector \( v \in \mathbb{Z}^n_p \), \( \text{diag}(v) \) represents the null matrix in \( \mathbb{Z}^{n \times n}_p \), where the main diagonal is replaced by vector \( v \).

**Fig. 7.** Grammar for symbolic constraints

**Example** We illustrate our constraints solving methodology with an example. Consider the system of equations in Figure 6, that corresponds to the symbolic security of the IBE1 from Section 5.1. A solution to such a system consists of concrete values for \( q \in \mathbb{N} \) and the parameters \( x^*, y_i, a_i \in \mathbb{Z}_p \) for every \( i \in [q] \) such that all the equations hold simultaneously treating \( S, B, A \) as formal variables (note that equality must be treated as the equivalence relation \( \sim_{rf} \) defined in Section 2).

The first step consists of getting rid of divisions. To do so, we apply rules \texttt{com-div} and \texttt{div-split} in this case. These rules, combined with other standard simplification rules will transform the system into:

\[
\forall i \in y_i - x^* \neq 0 \\
\prod_{i \in Q} (B + y_i) = \sum_{i \in Q} \left( \prod_{j \in Q \setminus \{i\}} B + y_j \right) a_i(B + x^*) \\
\forall i \in Q : B + y_i \neq 0
\]

Now, the application of the rule \texttt{eval-var} to the second equation with variable \( B \) and \( \mathcal{E}' = -x^* \) will add the equation \( \prod_{i \in Q} (-x^* + y_i) = 0 \) to the system, which can be further simplified by \texttt{zero-prod}. The system becomes:

\[
\exists k \in Q : \\
\forall i \in Q : y_i - x^* \neq 0 \\
\prod_{i \in Q} (B + y_i) = \sum_{i \in Q} \left( \prod_{j \in Q \setminus \{i\}} B + y_j \right) a_i(B + x^*) \\
\forall i \in Q : B + y_i \neq 0 \\
x^* + y_k = 0
\]

which will be reduced to a contradiction after applying standard simplification rules, because the first and the fourth equations are contradictory.
Finding Attacks Our tool can be used to find attacks for primitives that look secure. We present an attack (found by our tool) for the candidate Unbounded KP-ABE\(^\Delta\) below:

\[
\Upsilon := \mathbb{Z}_p, \mathcal{X} := \{\Gamma \subseteq \mathbb{Z}_p\}, \mathcal{Y} := \mathbb{Z}^{\ell \times \ell'} \times ([\ell] \to \mathbb{Z}_p).
\]

- \(n = 1, B := B; w_1 = 0, S := S; m_1 := \ell' - 1\)
- \(sE(\Gamma) \to (S_i(B + i), S - S_i)_{i \in S}\)
- \(rE(\mathbf{M}, \rho) \to (M_j^T (A, R)/(B + \rho(j)), M_j^T (A, R))_{j \in [\ell]}\)

The attack works as follows: first, the challenger samples \(b, a \leftarrow \mathbb{Z}_p\) and makes \([b]_1, [a]_T\) public. The adversary queries a secret key for policy \(\mathbf{M} = (1, 0, \ldots, 0), \rho(1) = 3\) which is satisfied if the set of attributes contains attribute 3. The adversary will be given \(\mathsf{sk} = (\mathsf{sk}_1, \mathsf{sk}_2) = ([a/(b + 3)]_2, [a]_2)\). Then, it picks two messages at random and sends them together with the target set for attributes \(\Gamma = \{1, 2\}\). It will receive

\[
\mathsf{ct} = (\mathsf{ct}_1, \mathsf{ct}_2, \mathsf{ct}_3, \mathsf{ct}_4) = ([s_1(b + 1)]_1, [s - s_1]_1, [s_2(b + 2)]_1, [s - s_2]_1)
\]

where \(s, s_1, s_2\) are fresh random values in \(\mathbb{Z}_p\). Now, the following linear combination

\[
-e(c_{t1}, s_{k1}) + 2e(c_{t2}, s_{k1}) - e(c_{t2}, s_{k2}) + 2e(c_{t3}, s_{k1}) - 2e(c_{t4}, s_{k1}) + 2e(c_{t4}, s_{k2})
\]

equals the symmetric key \(\kappa = [as]_T\) derived from encryption. This allows the adversary to fully recover the plaintext and win the experiment. This is because

\[
-S_1 A \frac{B + 1}{B + 3} + 2A \frac{S - S_1}{B + 3} - A(S - S_1) + 2S_2 A \frac{B + 2}{B + 3} - 2A \frac{S - S_2}{B + 3} + 2A(S - S_2) =_{\tau} AS.
\]

The above attack can be easily missed when designing the primitive, since it involves a linear combination of six terms on a primitive that at a first sight, looks secure. This is an evidence of the subtleties that inversion in the exponent and the GGM may involve and it justifies the need of rigorous formalization and the design of automated methods for verification.

Implementation and case studies We have implemented our method in a tool\(^\text{10}\) and used the tool on several case studies. Table \(2\) summarizes the results. Our tool is able to prove automatically the symbolic security of our encodings IBE 1, IBE 2, IPE 1, IPE 2 and several encodings from the literature, like CP-ABE’s and KP-ABE’s from \(36\), or the CP-ABE for negated boolean formulas from \(11\). For the most complex examples, like our CP-ABE and KP-ABE, our tool is only able to prove security for fixed-size dimensions. In some cases this is because it is hard to express the security of the full scheme with our grammar, while in others, our heuristics do not succeed in finding a proof. The tool is also able to find the attack against the candidate Unbounded KP-ABE\(^\Delta\) automatically.

Comparison with previous work We note that our tool follows the approach of the Generic Group Analyzer, \(\text{gga} \ [20]\) and the Generic Group Analyzer Unbounded, \(\text{gga}^\infty \ [10]\), and as the later our tool can express systems of equations depending on an unbounded number of terms, which allows to handle many security experiments of interest. Additionally, our tool is defined over a new grammar (described in Figure \(7\)) and therefore, it complements previous tools and broadens the class of schemes than can be analyzed with computer-assistance. In particular, our handling of division \(/\) and big products \(\prod\) suffices to handle many of the primitives proposed in this work.

\(^{10}\) Source code available at \texttt{https://github.com/miguel-ambrona/ggm-symbolic-solver}
<table>
<thead>
<tr>
<th>Scheme</th>
<th>Time (s)</th>
<th>Proof</th>
<th>Security</th>
</tr>
</thead>
<tbody>
<tr>
<td>IBE 1</td>
<td>0.016</td>
<td>✓</td>
<td>Many-key</td>
</tr>
<tr>
<td>IBE 2</td>
<td>0.001</td>
<td>✓</td>
<td>One-key*</td>
</tr>
<tr>
<td>IPE 1</td>
<td>0.001</td>
<td>✓</td>
<td>One-key*</td>
</tr>
<tr>
<td>IPE 2 (New)</td>
<td>0.027</td>
<td>✓</td>
<td>Many-key</td>
</tr>
<tr>
<td>KP-ABE [41]</td>
<td>-</td>
<td>×</td>
<td>-</td>
</tr>
<tr>
<td>Compact KP-ABE (New)</td>
<td>-</td>
<td>×</td>
<td>-</td>
</tr>
<tr>
<td>Unbounded KP-ABE (New)</td>
<td>-</td>
<td>×</td>
<td>-</td>
</tr>
<tr>
<td>KP-ABE [41]</td>
<td>-</td>
<td>×</td>
<td>-</td>
</tr>
<tr>
<td>(fixed-size $d = \ell = \ell' = 2$)</td>
<td>0.046</td>
<td>✓</td>
<td>One-key</td>
</tr>
<tr>
<td>(fixed-size $d = \ell = \ell' = 3$)</td>
<td>1.52</td>
<td>✓</td>
<td>One-key</td>
</tr>
<tr>
<td>CP-ABE (New)</td>
<td>-</td>
<td>×</td>
<td>-</td>
</tr>
<tr>
<td>(fixed-size $d = \ell = \ell' = 2$)</td>
<td>0.212</td>
<td>✓</td>
<td>One-key</td>
</tr>
<tr>
<td>(fixed-size $d = \ell = \ell' = 3$)</td>
<td>5.75</td>
<td>✓</td>
<td>One-key</td>
</tr>
<tr>
<td>Spatial Encryption [30]</td>
<td>0.005</td>
<td>✓</td>
<td>One-key*</td>
</tr>
<tr>
<td>Doubly Spatial Enc. [30]</td>
<td>0.013</td>
<td>✓</td>
<td>One-key*</td>
</tr>
<tr>
<td>KP-ABE [30]</td>
<td>0.256</td>
<td>✓</td>
<td>One-key*</td>
</tr>
<tr>
<td>CP-ABE [30]</td>
<td>0.206</td>
<td>✓</td>
<td>One-key*</td>
</tr>
<tr>
<td>NIPE,ZIPE [30]</td>
<td>0.003</td>
<td>✓</td>
<td>One-key*</td>
</tr>
<tr>
<td>CP-ABE for negated bf. [11]</td>
<td>0.084</td>
<td>✓</td>
<td>One-key*</td>
</tr>
<tr>
<td>Unbounded KP-ABE [8]</td>
<td>0.006</td>
<td>Attack Insecure</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Encodings analyzed with our automatic tool. The first group corresponds to the encodings from this paper (Section 5). ✓ means the tool fully proved the scheme, × means it could not prove the scheme. For every scheme we provide the level of symbolic security that was analyzed. For the schemes marked with *, one-key symbolic security is enough to achieve many-key security in the GGM (see Theorem 3).

<table>
<thead>
<tr>
<th>Scheme</th>
<th>mpk</th>
<th>msk</th>
<th>ct</th>
<th>sk</th>
</tr>
</thead>
<tbody>
<tr>
<td>IBE 1</td>
<td>$G_1 \times G_T$</td>
<td>$Z_p^*$</td>
<td>$G_1$</td>
<td>$G_2$</td>
</tr>
<tr>
<td>BonBoy</td>
<td>$G_1^2 \times G_T$</td>
<td>$Z_p^*$</td>
<td>$G_1^2$</td>
<td>$G_2$</td>
</tr>
<tr>
<td>BonFra</td>
<td>$G_1 \times (Z_p \rightarrow G_2)$</td>
<td>$Z_p$</td>
<td>$G_1$</td>
<td>$G_2$</td>
</tr>
<tr>
<td>Gentry</td>
<td>$G_1 \times G_2 \times G_T$</td>
<td>$Z_p \times G_1 \times G_T$</td>
<td>$Z_p \times G_2$</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Key and ciphertext sizes of IBE algorithms

## 7 Performance evaluation

We have implemented the schemes introduced in the previous section, as well as several Identity-Based Encryption from the literature. Our implementation uses Charm [7] for pairings with a prime-order 224-bits Miyaji, Nakabayashi and Takano Curve [52]. The experiments were executed on a 2.40GHz Intel Core i7-3630QM CPU with 8GB of RAM. We use our implementations to compare the performance between the different schemes (see Figure 8). Expectedly, IBE1 outperforms other constructions, highlighting the usual trade-off between efficiency and security in the standard model. We provide more details below.

For every construction, we evaluate the performance of setup, encryption, key generation and decryption on 100 executions, displaying the average time (in milliseconds). Encryption and key generation take an identity as input, which is chosen uniformly at random (in $Z_p$) in every execution (this is not considered part of the execution time). We also include the IBE of Boneh and Franklin [29], arguably on of the most efficient IBE (which is proven secure in the Random Oracle Model). Note that the encryption in IBE 1 is more efficient that in [29], since contrary to the latter, IBE 1 does not require to hash into the source group $G_1$, and it does not require to compute a pairing. To make the comparison more fair, in our implementation of [29], we consider a naive and efficient hashing from $Z_p$ into $G_1$ (performed once in encryption and once in key generation). Note, however, that for security, this hashing cannot be done naively (see [33] for instance).
8 Concluding remarks

We have presented an automated method for analyzing security of ABE in the Generic Group Model. Our work significantly broadens the scope of automated analyses in the Generic Group Model, and nicely complements prior works on proving security of ABE in the standard model. We have shown how our tool can be used for proving automatically security of several schemes, including some variants of previous schemes or new schemes, and for discovering subtle attacks.

There are many directions for further work. On the theoretical side, it would be interesting to prove that RFI ABE are selectively secure in the standard model, under a strong $Q$-type assumption. On the practical side, it would be very interesting to develop synthesis techniques for exploring the space of RFI ABE. As in prior works using synthesis \cite{2210}, we plan to explore large classes of constructions systematically, using our tool for finding attacks and proofs. In order to achieve broader coverage (in other words minimize the number of schemes for which the tool times out), we intend to improve the efficiency of the tool both for finding attacks and proofs. Moreover, it would be desirable to establish mathematical theorems that justify focusing on more restricted, tractable, classes of constructions—else the search space far exceeds current computing capabilities. Beyond ABE, it seems appealing to explore whether our tool could be used for Structure-Preserving Signatures and in particular to synthesize Structure-Preserving Signatures based on rational fractions.
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