Cache-Oblivious and Data-Oblivious Sorting and Applications

T-H. Hubert Chan∗ Yue Guo† Wei-Kai Lin† Elaine Shi†

Abstract

Although external-memory sorting has been a classical algorithms abstraction and has been heavily studied in the literature, perhaps somewhat surprisingly, when data-obliviousness is a requirement, even very rudimentary questions remain open. Prior to our work, it is not even known how to construct a comparison-based, external-memory oblivious sorting algorithm that is optimal in IO-cost.

We make a significant step forward in our understanding of external-memory, oblivious sorting algorithms. Not only do we construct a comparison-based, external-memory oblivious sorting algorithm that is optimal in IO-cost, our algorithm is also cache-agnostic in that the algorithm need not know the storage hierarchy’s internal parameters such as the cache and cache-line sizes. Our result immediately implies a cache-agnostic ORAM construction whose asymptotical IO-cost matches the best known cache-aware scheme.

Last but not the least, we propose and adopt a new and stronger security notion for external-memory, oblivious algorithms and argue that this new notion is desirable for resisting possible cache-timing attacks. Thus our work also lays a foundation for the study of oblivious algorithms in the cache-agnostic model.
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1 Introduction

In data-oblivious algorithms, a client (also known as a CPU) performs some computation over sensitive data, such that a possibly computationally bounded adversary, who can observe data access patterns, gains no information about the input or the data. The study of data-oblivious algorithms was initiated by Goldreich and Ostrovsky in their ground-breaking work \cite{28,29}, where they showed that any algorithm can be obliviously simulated with poly-logarithmic blowup in runtime. In other words, there exists a compiler (also known as an Oblivious RAM (ORAM)) that compiles any algorithm into an oblivious counterpart that runs only poly-logarithmically slower than the original program. Since then, a large number of works further investigated oblivious algorithms: these works either designed customized schemes for specific tasks \cite{21,33,34,41,45} (e.g., graph algorithms \cite{11,34,41,45}) or improved generic ORAM constructions \cite{15,32,38,53,55,56,59}. Oblivious algorithms and ORAM schemes have also been implemented in various applications such as outsourced storage \cite{17,50,54,55,63}, secure processors \cite{24,25,39,42,51}, and multi-party computation \cite{41,45,59,60}. Finally, various works also proposed novel programming language techniques (e.g., type systems) that mechanically prove a program’s obliviousness \cite{39,41} such that a programmer who wishes to code up an oblivious algorithm does not make inadvertent mistakes that result in access pattern leakage.

Goldreich and Ostrovsky’s original work considers a RAM machine where the CPU has only $O(1)$ private registers whose values are unobservable by the adversary. However, towards improving the performance, various subsequent works \cite{31,32,55} have made the following important observation: an oblivious algorithm’s overhead can be (sometimes asymptotically) reduced if the CPU has a large amount of private cache. Thus, either explicitly or implicitly, these works investigated oblivious algorithms in the external-memory model \cite{3,31}, where a CPU interacts with a 2-level storage hierarchy consisting of a cache and an external memory. Since the performance bottleneck comes from cache-memory interactions and not CPU-cache interactions, a primary performance metric in this setting is the number of cache misses also referred to as the IO-cost of an algorithm. In the literature, the atomic unit of access between the cache and the memory is called a cache-line. We use $B$ to denote the number of words that are stored in a cache-line. We use $M$ to denote the maximum number of words that can be stored in the cache.

Oblivious sorting \cite{4,8,28,29} is perhaps the single most important building block used in a long line of research on oblivious algorithms \cite{28,29,31,32,41,45}. In the external-memory model, this line of work culminated in Goodrich \cite{31}, who achieved an external-memory oblivious sorting algorithm that sorts $N$ elements with $O(N \log M \frac{N}{B})$ IO-cost, under some standard technical assumptions (including the standard tall cache assumption, i.e., $M \geq B^2$, and the “wide cache-line” assumption i.e., $B \geq \log^c N$ for any constant $c > 0.5$). Although it is well-understood that any comparison-based, external-memory sorting algorithm (even randomized, cache-aware, and non-oblivious algorithms) must incur at least $\Omega(N \log \frac{M}{B})$ IO-cost due to an elegant lower bound by Aggarwal and Vitter \cite{3} — Goodrich’s external-memory oblivious sort algorithm is in fact not comparison-based, since it uses an oblivious invertible Bloom Filter in which additions and subtractions are performed on the elements to be sorted.

Therefore, although external-memory sorting has always been a classical abstraction in the algorithms literature and has been investigated for more than three decades \cite{3,27}, when data-obliviousness is of concern, perhaps somewhat surprisingly, even very rudimentary questions like the following remain to be answered:

Can we construct a comparison-based, external-memory oblivious sorting algorithm that is optimal in IO-cost?
In this paper, we seek to answer not only the above question, but also the following more challenging question:

Can we construct a comparison-based, cache-agnostic oblivious sorting algorithm that is optimal in IO-cost?

An external-memory algorithm is said to be cache-oblivious (also referred to as “cache-agnostic” in this paper to avoid overloading the term oblivious) if the algorithm is unaware of the parameters of the underlying storage hierarchy such as $M$ and $B$. In other words, the algorithm’s code does not make use of such parameters. This notion has powerful consequences that are well-understood in the algorithms literature: first, a single cache-oblivious algorithm that has optimal performance will have optimal performance on any storage architecture; further, when deployed over a multi-level storage hierarchy, such an algorithm has optimal IO-cost in any level of the storage hierarchy, i.e., not just minimizing IO between the cache and the memory, but also between the memory and disk, between the local disk and remote networked storage, despite the fact that any two adjacent layers have very different $M$ and $B$ parameters. The cache-agnostic paradigm was first introduced by Frigo et al. [27], and investigated by numerous subsequent works [6,9,10,12,19,48,65]. However, none of these works are concerned about security (i.e., data-obliviousness). On the other hand, to the best of our knowledge, known external-memory, data-oblivious algorithms [31, 32, 34, 55] all make explicit use of the parameters $M$ and $B$. Thus, one conceptual contribution of this work is to initiate the study of IO-efficient oblivious algorithms in the cache-agnostic model.

1.1 Our Results and Contributions

Algorithmic contributions. In this paper, we answer the aforementioned questions in the affirmative. We propose a cache-agnostic oblivious sorting algorithm that has optimal IO-cost in light of Aggarwal and Vitter’s lower bound [3] on external-memory sorting (also under standard “tall cache” and “wide cache-line” assumptions like Goodrich [31]). Furthermore, our algorithm is more secure than that of Goodrich’s in that we defend against an important cache-timing attack to which prior external-memory oblivious algorithms [31,32,34] are vulnerable; moreover, our algorithm is conceptually much simpler than that of Goodrich [31].

- Stronger security and defense against cache-timing. To the best of our knowledge, existing external-memory oblivious algorithms including Goodrich’s oblivious sort [31] retain security only under a weak adversary that can only observe which cache-lines in memory are accessed upon cache misses. In particular, existing schemes no longer retain security if the adversary can additionally observe which cache-lines are accessed within the cache (i.e., when no cache miss occurs). In other words, known external-memory oblivious algorithms [31,32,34] are vulnerable to a well-known cache-timing attack [20,52,65,67] that arises due to the time-sharing of on-chip caches among multiple processes. Specifically, an adversary who controls a piece of software co-resident on the same machine as the victim application, can selectively evict the victim application’s cache-lines and thus infer which cache-lines the victim application is requesting through careful timing measurements.

In contrast, our oblivious sorting algorithm retains security even when the adversary can observe the addresses of all memory words requested by the CPU irrespective of cache hits or misses. We stress that the ability to resist such cache-timing attacks is particularly important, not only because cache-timing attacks have been demonstrated repeatedly in a variety of application contexts where oblivious algorithms are of relevance [25], but also because the security community
actually considers ORAM and oblivious algorithms as one of the few provably secure methods to defend against such cache-timing attacks!

- **Simplicity.** Our algorithm is conceptually much simpler than that of Goodrich [31]. Specifically, Goodrich’s external-memory oblivious sort algorithm bootstraps in a blackbox manner from an asymptotically sub-optimal ORAM which in turn bootstraps in a blackbox manner from an asymptotically sub-optimal oblivious sort. In comparison, our algorithm is much simpler and completely avoids blackbox bootstrapping from complex building blocks such as ORAMs.

Since several works have shown how to construct generic ORAM from oblivious sort [28, 29, 32], an immediate implication of Goodrich’s result is that there exists an external-memory ORAM such that for a logical memory containing \( N \) words, each logical memory access has IO-cost \( O(\log N (1 + \frac{1}{B} \log \frac{N}{M})) \), which is also the state-of-the-art external-memory ORAM. For example, if the CPU has \( M = N^\epsilon \) amount of private cache for some constant \( 0 < \epsilon < 1 \), then ORAMs can incur as small as \( O(\log N) \) blowup for each logical memory access.

We also improve the state-of-the-art external-memory ORAM: our cache-agnostic oblivious sorting algorithm immediately gives rise to a cache-agnostic ORAM construction which 1) matches the IO-cost of the best known external-memory ORAM scheme that is cache-aware [31, 32]; and 2) unlike existing external-memory ORAM constructions, we additionally offer stronger security and defend against cache-timing attacks.

Our main results are informally summarized in the following theorems.

**Theorem 1** (Cache-agnostic oblivious sort (informal)). Assuming a tall cache and wide cache-lines, there exists a cache-agnostic, statistically secure oblivious comparison-based algorithm that sorts \( N \) elements in \( \tilde{O}(N \log N) \) time and \( O(\frac{N}{T} \log \frac{N}{M}) \) IO-cost, where \( \tilde{O}(\cdot) \) hides \( \text{polylogloglog} N \) factors.

**Theorem 2** (Cache-agnostic ORAM (informal)). Assuming one-way functions, a tall cache, and wide cache-lines, there exists a computationally secure strongly-oblivious ORAM scheme in cache-agnostic model that consumes \( O(N) \) space for a logical memory of \( N \) words, and each logical memory access takes \( \tilde{O}(\log^2 N) \) time and \( O(\log N (1 + \frac{1}{B} \log \frac{N}{M})) \) IO-cost, where \( \tilde{O}(\cdot) \) hides \( \text{polyloglogloglog} N \) factors.

We stress that although the above theorems are stated with the same wide cache-line assumption used in earlier works [31], our constructions actually still work even without this assumption, with the consequence of an additional \( \text{polylogloglog} N \) blowup in IO-cost.

**Conceptual contributions.** We make the following conceptual contributions: 1) we initiate the study of data-oblivious algorithms in the cache-agnostic paradigm that is well-established in the algorithms literature; and 2) we rethink the security definitions for oblivious algorithms in the external-memory model. We observe that earlier definitions and schemes suffer from an important weakness of being vulnerable to cache-timing attacks. Thus, we formulate a new notion of “strong obliviousness” in this paper (see Section 2.4.2). We show that although earlier “weakly oblivious” constructions can be augmented to satisfy our stronger security, such transformations would incur an additional \( \Omega(\log M) \) blowup in runtime. In contrast, our oblivious sorting algorithm is optimal in runtime (up to \( \text{polylogloglog} \)) as well as optimal in IO-cost.

Therefore, we believe that our paper will lay a theoretical foundation for future research on oblivious algorithms in the cache-agnostic model.
1.2 Technical Highlights

Frigo et al. [27] were the first to propose a cache-agnostic sorting algorithm called Funnel Sort with optimal IO-cost. However, their algorithm is not data-oblivious. Below we give an alternative perspective of Funnel Sort that is more conducive to making the algorithm data-oblivious.

First, we describe a meta-algorithm based on a meta-binary tree in which each node produces a sorted stream of elements. Each leaf produces a stream containing a single input element (hence, the number of leaves is equal to the number of elements to be sorted); each internal node takes the two sorted streams from its two children, and merges them to produce a single sorted stream. Finally, the root returns a stream of sorted elements. One can recognize that the above description is a paraphrase of the well-known merge sort [37].

Depending on the order in which work is performed among different nodes in the meta-binary tree, the above meta-algorithm can be implemented in many different ways. Specifically, whenever a pair of sibling nodes both have unconsumed elements left, we can perform some work of merging these two sibling streams into the parent’s stream. Funnel Sort [27] can be regarded as a particularly ingenious way to order the work among the nodes in such a meta-binary tree, with the principle of “strike while the iron is hot”. In other words, if some elements are fetched into the cache and being worked on, it is desirable to work on these elements again as soon as possible — in this way, cache misses can be minimized.

One way to achieve our stated goal is to design a data-oblivious variant of Funnel Sort [27]. To achieve this, one must first understand why Funnel Sort is not data-oblivious. Upon careful examination, the non-obliviousness of Funnel Sort stems from “load imbalance”. In Funnel Sort, when two sibling nodes are merged into the parent, their elements can be consumed at an uneven pace. The rate at which each stream is being consumed depends on the relative ordering of the initial elements, and the access patterns of the Funnel Sort algorithm leaks how fast each stream is consumed. To achieve obliviousness, one idea is to enforce load balance, such that for any pair of sibling nodes, their streams will be consumed at the same pace. Unfortunately, there does not seem to be a direct way of achieving load balance if the initial elements can be arbitrarily ordered.

Our key observation is the following: if the initial elements to be sorted are independently drawn uniformly at random from an appropriate range interval $[0, R)$ and we additionally insert sufficient “slack” (i.e., dummy elements) into the initial array, then indeed there is a way to achieve an approximate notion of load balance. More concretely, we consider a bucket version of the Funnel Sort algorithm, where we operate on buckets, each of which can contain polylogarithmic number of elements. A stream of buckets is said to be “bucket-sorted” (or sorted for short), if for every $i > 1$, any element in the $i$-th bucket is larger than any element in the $(i-1)$-st bucket. At the beginning, the input array is partitioned into such polylogarithmically-sized buckets that are about half-full, i.e., in each bucket, about half of the elements are dummies.

We now modify our meta-binary-tree to work with buckets, where each bucket can contain real and dummy elements. We use the convention that the leaves are at level 0 and the root is at level $\log_2 N$ (where for simplicity we assume that the number $N$ of elements is a power of 2). Each leaf node is a bucket marked with the range $[0, R)$ where $R$ is a power of 2 — this means that all elements in the bucket must be in the initial range $[0, R)$. Each node at level 1 consumes the two buckets from its two children and produces a stream of 2 buckets marked with the ranges $[0, \frac{R}{2})$ and $[\frac{R}{2}, R)$ respectively. Effectively elements in the two children leaf nodes are redistributed into the two buckets depending on which sub-range their keys fall in. More generally, each node at level $i$ of the tree contains a stream of $2^i$ sorted buckets that divides up the range $[0, R)$ into $2^i$ equally sized portions, and effectively all elements contained in descendant leaves are redistributed into the respective bucket. In this way, we can view each parent node as the result of merge-sorting the
buckets contained in its two children nodes. In Section 5, we show how to concretely instantiate the above idea such that except with negligible probability, the entire merge process maintains load balance, i.e., every merger consumes its two input streams equally fast and each bucket does not overflow. Now, if we implement such a meta-algorithm using the core ideas behind Funnel Sort to order the work, then we show that the resulting algorithm achieves good cache efficiency.

Unfortunately, the above idea allows us to sort only elements that are sampled uniformly at random, and does not allow us to sort an arbitrary array — moreover, the above algorithm is also not comparison-based. However, we may rely on an elegant observation made by Asharov et al. to attain a comparison-based oblivious sorting algorithm for arbitrary input keys. Asharov et al. showed that if one could construct obliviously and randomly permute an array such that the access patterns leak no information about the choice of the permutation, then one could construct an oblivious sorting algorithm in the following way: a) apply the oblivious random permutation to permute the input array; and b) rely on any non-oblivious comparison-based sorting algorithm to sort the permuted array. Thus, our idea is to 1) bucketize the input array and pad each bucket with sufficiently many dummies; 2) assign a uniform random key to each real element in all buckets; 3) bucket-sort the input array of buckets based on the elements' randomly chosen keys; and 4) obliviously and randomly permute the elements within each bucket, suppressing all dummies in the process. At this point, we have obtained an oblivious random permutation of the initial array. Finally, we apply a non-oblivious, cache-agnostic comparison-based sorting algorithm such as Funnel Sort itself to the permuted array. This completes our oblivious sort procedure. It is interesting to observe that although in the permutation part of the algorithm, we adopt a non-comparison-based sorting algorithm on uniform random keys, our final sorting algorithm is indeed comparison-based since we rely only on the comparator operator of original input elements.

In summary, our key insight is to combine 1) techniques adopted by classical cache-agnostic algorithms for achieving cache efficiency; and 2) load-balancing ideas that are essential to many data-oblivious algorithms. One way to view our algorithm is that we rely on Funnel Sort twice:

1. First, we borrow the core ideas behind Funnel Sort to construct an oblivious random permutation — to achieve this we have to construct a bucketized version of Funnel Sort and prove load balancing properties.

2. Once we obtain an oblivious random permutation, we use Funnel Sort in a blackbox manner to sort the permuted array.

1.3 Practical Motivation and Justification of Our Model

In this section, we describe a concrete application scenario that is timely due to the wide-spread interest in trusted hardware and secure outsourcing. We argue why the marriage of “data-oblivious” and “cache-oblivious” is particularly compelling in this motivating application; and the same scenario also justifies the importance of cache-timing defense.

We are motivated by emerging “secure outsourcing” applications: imagine that a client wishes to securely outsource private data and computation to a cloud server such as Amazon AWS. The cloud server is equipped with a secure processor such as Intel’s SGX. To protect the client’s privacy, any data residing in memory or on disk are encrypted such that they can only be decrypted and computed upon within the secure processor, and accesses to data are made oblivious through oblivious algorithms and ORAM schemes. Deploying oblivious algorithms and ORAM schemes in this setting presents the following challenges:
1. The cloud provider (e.g., Amazon AWS) typically implements storage backend that involves multiple storage media such as SSD drives, rotational hard-drives, and networked storage. Storage is often allocated on-demand to applications or virtual machines based on possibly complex scheduling policies that are outside the control of the cloud’s tenants.

This makes cache-oblivious algorithms particularly attractive, because the algorithm designer needs not know the storage parameters such as \( M \) and \( B \) and the algorithm’s implementation will automatically achieve the same IO efficiency in every level of the storage hierarchy irrespective of the cloud provider’s storage backend and resource allocation policies.

2. Since the mainstream commodity processors (even secure processors such as Intel’s SGX) allow multiple processes or multiple virtual machines to time-share the same on-chip cache, a well-known cache-timing attack is possible where a malicious process (or virtual machine respectively) co-resides on the same physical machine as the victim process (or virtual machine respectively) can learn the victim process’s internal secrets such as decryption keys \([20, 52, 66, 67]\). In such a cache-timing attack, the attacker process selectively evicts a subset of the victim process’s cache-lines from the shared cache. Then, through timing measurements, the attacker is able to determine whether the victim process indeed accesses the evicted cache-lines — if so, cache misses would have happened and the execution would have slowed down.

Such cache-timing attacks have led to wide-spread attention and concern in the security community, who has envisioned ORAM and oblivious algorithms as a provably secure solution to defend against such cache-timing. Unfortunately, existing works on external-memory oblivious algorithms \([31, 32, 34]\) adopt a weaker security notion that makes these schemes vulnerable to cache-timing attacks. An important conceptual contribution of our work is that we rethink the security definition for external-memory oblivious algorithms, and propose a new notion of strong obliviousness that protects against such cache-timing attacks.

1.4 Related Works

**Sorting.** Sorting is perhaps one of the most fundamental algorithmic building blocks and has been studied for a long time. Sorting has been studied not only in the RAM model \([37]\), but also in circuit model \([4, 8, 30]\). In particular, we know how to sort \( N \) elements using a circuit that is \( O(N \log N) \) size \([3, 30]\) as well as in \( O(N \log N) \) time in the RAM model \([37]\). It is also well-known that any comparison-based sorting algorithm must incur \( \Omega(N \log N) \) time to sort \( N \) elements \([37]\).

In the external-memory RAM model, it is known that any comparison-based sorting algorithm must incur at least \( \Omega\left(\frac{N}{T} \log \frac{M}{T} \right) N \) IO-cost to sort \( N \) elements \([3]\); furthermore, this lower bound is also applicable to randomized sorting algorithms that succeeds with high probability. If data obliviousness is not of concern, then we not only know how to design an external-memory sorting algorithm that matches this lower bound, but also know how to achieve this in a cache-agnostic manner \([27]\). Unfortunately, as mentioned earlier, when data obliviousness becomes a requirement, our knowledge is less complete — prior to this paper, we did not even know how to construct an optimal data-oblivious, comparison-based, external-memory sorting algorithm (even in the cache-aware model)!

**Oblivious algorithms.** As mentioned earlier, since the ground-breaking work of Goldreich and Ostrovsky \([28, 29]\), there has been a rich line of work on oblivious algorithms \([11, 30, 33, 34, 41, 45]\) and oblivious RAM \([15, 32, 38, 53, 56, 59]\).

The original work of Goldreich and Ostrovsky \([28, 29]\) focuses on the oblivious simulation of arbitrary programs in the “ordinary RAM model”, where the CPU has \( O(1) \) private registers that
are unobservable by the adversary — in this setting, it is known that oblivious sort is achievable in $O(N \log N)$ runtime \cite{4,30}, and that an ORAM scheme can be constructed where each logical memory access requires $O\left(\frac{\log^2 N}{\log \log N}\right)$ runtime for computational security \cite{14,38}, and $O(\log^2 N)$ time for statistical security \cite{14,59}.

It is very natural to consider a variant of Goldreich and Ostrovsky’s model where the CPU could store more data in a private cache, e.g., up to $N^\epsilon$ memory words for some constant $0 < \epsilon < 1$ \cite{32,55}, and the adversary can only observe which cache-lines are accessed in between the cache and the external memory. This setting was considered frequently due to emerging cloud outsourcing applications: imagine that a client (e.g., a user’s laptop or mobile phone) wishes to store a private dataset on an untrusted cloud server (e.g., Google Drive or Dropbox) \cite{32,54,55,63}. Several earlier works have shown that under $N^\epsilon$ CPU private cache, one could obliviously sort $O(N)$ comparable elements in $O(N)$ time \cite{32,55,62}; and thus one could construct a computationally secure ORAM scheme where each logical memory access consumes only $O(\log N)$ IO-cost \cite{32}. Among these works, a subset \cite{55,62} focused on the specific case of $N^\epsilon$ CPU private cache, whereas others \cite{31,32} considered the more general case where the CPU’s cache size is $M$ for arbitrary choices of $M$ — using standard terminology the algorithms literature, the latter line of research can be formulated as oblivious algorithms in the “external-memory” model \cite{58}. To the best of our knowledge, all known external memory, oblivious algorithms are cache-aware, i.e., the algorithms explicitly make use of knowledge of the storage parameters $M$ and $B$; and moreover, they consider only a weak notion of obliviousness where the adversary can observe an access only when it leads to a cache miss — and thus whenever cache timing attacks \cite{20,52,66,67} are a potential threat, these existing schemes do not offer strong enough security.

Closely related works. In terms of algorithmic techniques, the closest works in nature are Bucket ORAM \cite{22} and recent work by Asharov et al. \cite{7}. The bucketized load balancing technique adopted in this paper was first described in the Bucket ORAM work \cite{22} — although Bucket ORAM used the load balancing property for a very different purpose and not to construct an oblivious random permutation or sorting scheme; it is also not Bucket ORAM’s goal to achieve good cache efficiency. Recently, Asharov et al. \cite{7} propose an oblivious sorting scheme with good “data locality” — however, their notion of locality characterizes the number of discontiguous memory regions accessed, and thus is incomparable to our notion of cache efficiency. In fact, their algorithm performs rather poorly in terms of cache efficiency — to sort $N$ comparable elements, their algorithm would result in $\tilde{O}(\frac{1}{\epsilon^2} \cdot N \log N)$ cache misses where $\tilde{O}$ hides \text{polylog} factors. The idea of using Bucket ORAM’s load balancing technique to obtain an oblivious random permutation was first described in the work by Asharov et al. \cite{7}; however, as mentioned, their specific instantiation of this idea is not cache efficient.

2 Definitions and Preliminaries

2.1 External-Memory Algorithms

We consider algorithms that run on a CPU in the random access machine (RAM) model. We consider an external-memory model \cite{3,26,58} where besides the CPU, there is a storage hierarchy consisting of a cache and an external-memory. The computation proceeds in CPU steps, where in each CPU step, the CPU performs some computation and makes one read or write request. We now clarify the terminology and the parameters that will be adopted throughout the paper.

We assume that our algorithms access data in atomic units called words, where each word
consists of \(W\) bits. Words are indexed by addresses that are chosen from some space \([1..N]\). In each step of execution, a CPU performs some computation over its internal registers, and then makes a \textbf{read} or a \textbf{write} request to the storage hierarchy. A read request specifies the address of the word to be read, and a write request specifies the address of the word to be written as well as its new value. Throughout this paper, we assume that the CPU has \(O(1)\) number of internal registers, which cannot be observed by the adversary.

Memory requests are served in the following manner:

- If the address requested is already in the cache, the CPU then interacts with the cache to complete the read or write request and thus no external memory read or write is incurred;
- Else if the address requested does not exist in the cache: 1) first, a cache-line containing the requested address is copied into the cache from external memory possibly evicting some existing cache-line from the cache in the process where the evicted cache-line is written back to memory; and 2) then the CPU interacts with the cache to complete the read or write request. Thus, a cache-line defines the atomic unit of access between the cache and the external memory.

\textbf{Notation.} Throughout this paper, we use the notation \(M\) to denote the cache size, i.e., the number of words the cache can contain; and we use the notation \(B\) to denote a cache-line size, i.e., the number of words contained in a cache-line. For notational simplicity, we assume that \(M\) and \(B\) are both powers of 2.

\textbf{Cache associativity and replacement policy.} The design of the cache can affect the IO-cost of an external-memory algorithm. In the \textit{fully-associative} model, each cache-line from the memory can be placed in any of the \(\frac{M}{B}\) slots in the cache. In an \(r\)-way associative model, the cache is divided into clusters each containing \(r\) cache-lines, and any cache-line can be placed in only one cluster (but can be placed anywhere within that cluster).

If there is no valid slot in the relevant cluster (or the entire cache in the case of full associativity), some cache-line will be evicted from the cluster back to the memory to make space — which cache-line is evicted is decided by what we call a “replacement policy”. Common replacement policies in practical systems include Least Recently Used (LRU) and First-In-First-Out (FIFO) [1][19].

\textbf{Performance metrics for external-memory algorithms.} In the ordinary RAM model where a CPU interacts with a memory (i.e., a degenerate 1-level storage hierarchy consisting of only the memory), a standard performance metric is the \textit{runtime} of the RAM algorithm, i.e., the number of interactions between the CPU and the memory.

The external-memory model is defined to better characterize an algorithm’s performance in typical real-world system architectures, where accesses to the cache are much faster than accesses to the memory. Therefore, in the external memory model, we not only care about an algorithm’s runtime, but also the number of external-memory accesses henceforth referred to as the \textit{IO-cost}.

\textbf{Definition 1} (Performance metrics of external memory algorithms). The performance of an external-memory algorithm can be characterized by the following set of metrics:

- its runtime (also known as running time) is the number of times a word is transferred between the cache and the CPU;
- its IO-cost is the number of times a cache-line is transferred between the memory and the cache (thus IO-cost characterizes the number of cache misses);
- its space usage is defined to be \(N\) if the algorithm consumes the address space \([1..N]\).
External-memory algorithms for a multi-level storage hierarchy. The above definitions focus on two levels of the storage hierarchy involving only a cache and a memory. In general, we may also consider external-memory algorithms for a multi-level storage hierarchy — e.g., cache, memory, disk, and cloud storage. For each adjacent pair, the former acts as the “cache” for the latter; moreover the parameters $M$ and $B$ are defined separately for each adjacent pair of storage media. With such a multi-level storage hierarchy, it also makes sense to consider the IO-cost between any two adjacent layers — later we will mention that cache-oblivious algorithms have the following compelling advantage: if the algorithm has optimal IO-cost, then it has optimal IO-cost in any multi-level storage hierarchy, for any set of parameters, and in between any two adjacent layers in the hierarchy.

We refer the reader to the online book by Vitter [58] for a more detailed introduction to the external-memory model.

2.2 Cache-Oblivious Algorithms

In the design of external-memory algorithms, knowledge of the parameters $M$ and $B$ can often help us minimize the IO-cost — for example, knowing $M$, the algorithm can fetch precisely $M$ words of data to the cache, do as much work as possible on the $M$ words before moving onto the next batch of $M$ words.

Cache-oblivious algorithms (also referred to as cache-agonostic algorithms in this paper) were first introduced in the seminal work by Frigo et al. [27] and later explored in a sequence of subsequent works [6, 9, 10, 12, 19, 48, 65]. In principle, the idea is simple: design external-memory algorithms that are unaware of the parameters $M$ and $B$ — but as it turns out, this simple idea has powerful consequences [19]. As Erik Demaine explains in his excellent tutorial [19], cache-oblivious algorithms have the following compelling benefits: 1) we can have a single algorithm that performs well on any multi-level storage hierarchy without knowing any parameters of the hierarchy, knowing only the existence of a hierarchy; 2) we may design algorithms assuming a two-level hierarchy, and if the algorithm performs well between two levels of the storage hierarchy, it will automatically perform well between any two adjacent levels of the storage hierarchy; and 3) the algorithms are self-tuning, thus avoiding the pain of hand-tuning parameters whenever the algorithm is to be executed on a different system with different parameters than those intended; and thus a cache-oblivious algorithm is easily portable across platforms.

As mentioned, an external-memory algorithm is said to be cache-oblivious [19, 27, 48] if it is not aware of the parameters $M$ and $B$ (or in other words, the algorithm’s code does not make use of the parameters $M$ and $B$). Nonetheless, the IO-cost of a cache-oblivious algorithm is often expressed in terms of $M$ and $B$ and other parameters. For example, cache-oblivious (but not data-oblivious) sorting algorithms like funnel sort and cache-oblivious distribution sort are known [27, 48] such that $N$ words can be sorted with $\frac{N}{B} \log \frac{M}{B} \frac{N}{B}$ IO-cost — and due to the lower bound by Aggarwal and Vitter [3], this is also optimal for any external-memory sorting algorithm.

By contrast, we say that an external-memory algorithm is cache-aware if the algorithm’s code depends on the parameters $M$ and $B$ which are provided as input to the algorithm.

2.3 Ideal Cache Assumptions and Justifications

The IO-cost of external-memory algorithms (including cache-oblivious algorithms) depend on the design of the cache, including its associativity and replacement policy. Throughout this paper, we will adopt the standard practice in the literature [6, 9, 19, 27, 48] and analyze our algorithms assuming an “ideal cache” that adopts an optimal replacement policy and is fully associative. It
is important to justify why these assumptions extend to realistic storage architectures, despite
the fact that realistic storage architectures are not “ideal”. These justifications are standard and
well-accepted by the algorithms community [6,9,19,27,48]. Specifically, Frigo et al. [27,48] justify
the ideal-cache model by proving that ideal-cache algorithms can be simulated on realistic storage
hierarchies with degraded runtime — but in worst cases the slowdown is only a constant factor.
Below we borrow from the excellent exposition by Erik Demaine [19], and explain the ideal-cache
model in more detail and justify why it is reasonable to adopt such a model in our analysis.
The first assumption: optimal replacement specifies that the page-replacement strategy knows
the future and always evicts the page that will be accessed farthest in the future. Of course, real-
world caches do not know the future, and employ more realistic page replacement strategies such
as evicting the least-recently-used block (LRU) or evicting the oldest block (FIFO). The lemma
is well-known and states that LRU and FIFO perform at most $O(1)$ factor worse than optimal
replacement in terms of IO-cost.

**Lemma 1** (Lemma 12 of Frigo et al. [27]). If an algorithm incurs $C$ IO-cost on a cache of size
$M/2$ with optimal replacement, then it incurs at most $2C$ IO-cost on a cache of size $M$ with LRU
or FIFO replacement (and with the same block size $B$).

The second assumption: full associativity says that any block can be stored anywhere in cache.
In contrast, real-world caches often have limited associativity $r$ where $r$ is a small constant, e.g.,
1-way associative (i.e., direct mapped) 2-way, 4-way, or 8-way associative. It is also well-known in
the algorithms community that one can build a compiler (that is aware of $M$ and $B$), such that
when given an algorithm $\text{Alg}$ incurs $C$ IO-cost with a fully associative cache of size $M$ (assuming
LRU replacement), the compiler transforms it to an algorithm $\text{Alg}'$ that incurs $O(C)$ IO-cost with
an $r$-way associative cache of size $O(M)$ where $r = O(1)$. We stress that even though this com-
piler is cache aware, it does not undermine the “cache-oblivious” paradigm. In some sense, each
architecture can provide this compiler itself and the design of algorithms can nonetheless follow the
cache-oblivious paradigm.

**Lemma 2** (Lemma 16 of Frigo et al. [27]). For any constant $r$, there exists a compiler $\text{compile}$,
for any cache-oblivious algorithm $\text{Alg}$ that runs on a fully associative LRU cache with parameters
$(M, B)$ incurring IO-cost $C$, compile takes the parameters $(M, B)$ as input and compiles $\text{Alg}$ into
another algorithm $\text{Alg}'$ such that $\text{Alg}'$ runs on a $r$-way associative LRU cache with the parameters
$(O(M), B)$ incurring expected IO-cost $O(C)$.

**Tall cache assumption.** When studying external-memory algorithms, a standard and realistic
assumption commonly adopted is the “tall cache” assumption [6, 10, 19, 27, 31, 48] — we assume
that cache is taller than it’s width. That is, the number of cache line, $M/B$, is greater than the
size of one cache line, $B$, where $M$ is the size of cache; or simply stated, $M \geq B^2$.

**Wide cache-line assumption (optional).** The literature on external-memory algorithm [9, 13, 
31, 44, 47, 49, 61, 64] sometimes also makes an additional “wide cache-line assumption”, i.e., assuming
that $B \geq \log^c N$ where $c$ is a constant (typical works assume that $c > 1$) and $N$ is space consumed
by the algorithm. In this paper, to get optimality w.r.t. Aggarwal and Vitter’s external-memory
sorting lower bound [3], we need to assume that that $B \geq \log^{0.51} N$. However, we stress that our
algorithms work nonetheless even without the wide cache-line assumption, albeit with an extra
poly log log $\lambda$ blowup in IO-cost.

In comparison, Goodrich [31] assumes a slightly weaker version of “wide cache-line”: they
assume $B \geq \log^\epsilon N$ for any constant $\epsilon > 0.$
2.4 Data-Oblivious, External-Memory Algorithms

Unlike cache-oblivious, data-oblivious is a security notion. Informally speaking, an algorithm is said to be data-oblivious, iff for any two inputs, the algorithm’s resulting memory access patterns are indistinguishable — in other words, the algorithm’s access patterns to data do not leak any information about the inputs. The study of data-oblivious algorithms was initiated by the groundbreaking work by Goldreich and Ostrovsky [28,29] who showed that any (ordinary) RAM algorithm can be obliviously simulated with only polylogarithmic blowup in runtime.

2.4.1 Terminology and Notations

Disambiguation. Henceforth, to avoid overloading the term “oblivious”, we shall use the terminology cache-agnostic algorithms in place of cache-oblivious.

Negligible functions. A function $\epsilon(\cdot)$ is said to be negligible if for every polynomial $p(\cdot)$, there exists some $\lambda_0$ such that $\epsilon(\lambda) \leq \frac{1}{p(\lambda)}$ for all $\lambda \geq \lambda_0$.

Statistical and computational indistinguishability. For an ensemble of distributions $\{D_\lambda\}$ (parametrized with $\lambda$), we denote by $x \leftarrow D_\lambda$ a sampling of an instance according to the distribution $D_\lambda$. Given two ensembles of distributions $\{X_\lambda\}$ and $\{Y_\lambda\}$, we say that the two ensembles are statistically (or computationally resp.) indistinguishable, often written as $\{X_\lambda\} \equiv \{Y_\lambda\}$, iff for any unbounded (or non-uniform p.p.t. resp.) adversary $A$,

$$\left| \Pr_{x \leftarrow X_\lambda} [A(1^\lambda, x) = 1] - \Pr_{y \leftarrow Y_\lambda} [A(1^\lambda, y) = 1] \right| \leq \epsilon(\lambda)$$

2.4.2 Strongly Oblivious Algorithms and ORAM

Adversarial model. For strongly oblivious algorithms and ORAMs, we assume that the adversary can observe the logical address accessed by an algorithm in each CPU step, and whether each access is a read or write. This means that even when the CPU is accessing words in the cache, the adversary can observe which address (within a cache-line) is being requested. In practice, this allows us to model a very strong adversary that is capable of cache-timing attacks, i.e., a malicious operating system running on an SGX processor [5,16,35,36,43] where on-chip cache is shared among multiple processes. In comparison, to the best of our knowledge, all prior works on external-memory oblivious algorithms and ORAMs assume that the adversary observes accesses only at the cache-line granularity but not the full addresses (i.e., as if the adversary sits on the bus between the cache and the memory where addresses are transmitted in the clear but data contents are encrypted).

Below we define the oblivious algorithms we care about, namely, oblivious sorting and oblivious random permutation; and moreover, we define oblivious simulation of RAM programs (all in the external-memory model).

Oblivious simulation of a stateless functionality. In our paper, we will need two building blocks, oblivious sort and oblivious random permutation. We define what it means for a (possibly randomized) algorithm to be oblivious.

Given a stateless, possibly randomized functionality $f$, and a leakage function $\text{leakage}$, we say that $\text{Alg}$ obliviously simulates $f$ if $\text{Alg}$ correctly computes the same (possibly randomized) function
as $f$ except with negligible probability for all inputs, and moreover, the sequence of addresses requested by Alg (as well as whether each request is a read or write) does not leak anything beyond the allowed leakage. More formally, we have the following definition.

Let $\text{REAL}^{\text{Alg}}(1^\lambda, I) := (y, \text{addresses})$ be a pair of random variables where $y$ denotes the outcome of executing $\text{Alg}(1^\lambda, I)$ on input $I$, and and $\text{addresses}$ represents the addresses incurred during the execution in all CPU steps (including whether each address is a read or write request). Let $f^{\text{leakage}}$ be a wrapper functionality that outputs a pair $f(I; \rho), \text{leakage}(I; \rho)$ where the same randomness $\rho$ is given to the leakage function and to $f$ (we note that leakage might consume some additional random coins; nevertheless, it receives the randomness $f$ uses to compute the function). The simulator receives this leakage, and has to simulate the addresses as in the real, without knowing the input or output of the function. Formally:

**Definition 2** (Strongly oblivious simulation of a stateless (non-reactive) functionality). We say that the stateless algorithm $\text{Alg}$ strongly-obliviously simulates a stateless, possibly randomized functionality $f$ w.r.t. to the leakage function $\text{leakage} : \{0, 1\}^* \rightarrow \{0, 1\}^*$, iff there exists a p.p.t. simulator $\text{Sim}$ and a negligible function $\epsilon(\cdot)$, such that for any $\lambda$ and $I$,

$$\text{REAL}^{\text{Alg}}(1^\lambda, I) \equiv^{\epsilon(\cdot)} (y, \text{Sim}(1^\lambda, L) \mid (y, L) \in^S f^{\text{leakage}}(I))$$

Depending on whether $\equiv^{\epsilon(\cdot)}$ refers to computational or statistical indistinguishability, we say $\text{Alg}$ strongly-obliviously simulates $f$ w.r.t. leakage with either computational or statistical security. Furthermore, if the above terms are identically distributed, then we say that $\text{Alg}$ strongly-obliviously simulates $f$ w.r.t. leakage with perfect security.

Intuitively, the above definition requires indistinguishability of the joint distribution of the output of the computation and the addresses accessed (including whether each access is a read or write). Note that here we handle correctness and obliviousness in a single definition.

Given the above definition which captures both deterministic and randomized functionalities, we define two specific oblivious algorithms that we care about, oblivious sorting and oblivious random permutation — note that the former obliviously simulates a deterministic functionality, i.e., the ideal sorting functionality that sorts an input array; while the latter obliviously simulates a randomized functionality, i.e., the ideal random permutation. In both oblivious sort and oblivious random permutation, the only allowable leakage is the length of the input array $I$.

Let $F_{\text{sort}}$ be an ideal sorting functionality that takes an input array $I$ and outputs a correctly sorted version.

**Definition 3** (Oblivious sort). We say that an algorithm $\text{osort}$ is a computationally (or statistically resp.) strongly-oblivious sorting algorithm, iff $\text{osort}$ strongly-obliviously simulates $F_{\text{sort}}$ w.r.t. leakage$(I; \rho) := |I|$ with computational (or statistical resp.) security.

Let $F_{\text{perm}}$ be an ideal random permutation functionality that takes an input array $I$ and outputs a randomly permuted array.

**Definition 4** (Oblivious random permutation). We say that an algorithm $\text{orp}$ is a computationally (or statistically resp.) strongly-oblivious random permutation algorithm, iff $\text{orp}$ strongly-obliviously simulates $F_{\text{perm}}$ w.r.t. leakage$(I; \rho) := |I|$ with computational (or statistical resp.) security.

**Oblivious RAM.** So far, we have focused on oblivious simulation of stateless functionalities such as sorting and random permutation. To define Oblivious RAM (ORAM), we will consider stateful
algorithms. A stateful algorithm can be activated multiple times over time each time receiving some input and returning some output; moreover, the algorithm stores persistent state in between multiple activations.

Oblivious RAM is a stateful algorithm that obliviously simulates an ideal logical memory that always returns the last value written when an address is requested. More formally, let \( \mathcal{F}_{\text{mem}} \) denote the ideal logical memory such that on receiving an input \( I := (\text{op}, \text{addr}, \text{data}) \) where each \( \text{op} \) is either \text{read} or \text{write}, \( \mathcal{F}_{\text{mem}} \) outputs the last value written to \( \text{addr} \); or if nothing has been written to \( \text{addr} \), it outputs 0. We define an adaptively secure, composable notion for oblivious ORAM below.

**Definition 5** (Adaptively secure ORAM). We say that a stateful algorithm \( \text{oram} \) is a strongly-oblivious ORAM algorithm with computational security iff there exists a p.p.t. simulator \( \text{Sim} \), such that for any non-uniform p.p.t. adversary \( \mathcal{A} \), \( \mathcal{A} \)'s view in the following two experiments, \( \text{Expt}^{\text{real,oram}}_{\mathcal{A}} \) and \( \text{Expt}^{\text{ideal,f}}_{\mathcal{A},\text{Sim}} \) are computationally indistinguishable:

\[
\begin{align*}
\text{Expt}^{\text{real,oram}}_{\mathcal{A}} (1^\lambda): \\
\text{out}_0 = \text{addresses}_0 = \perp \\
\text{For } i = 1, 2, \ldots \text{poly}(\lambda): \\
I_i \leftarrow \mathcal{A}(1^\lambda, \text{out}_{i-1}, \text{addresses}_{i-1}) \\
\text{out}_i, \text{addresses}_i \leftarrow \text{oram}(I_i)
\end{align*}
\]

\[
\begin{align*}
\text{Expt}^{\text{ideal,f}}_{\mathcal{A},\text{Sim}} (1^\lambda): \\
\text{out}_0 = \text{addresses}_0 = \perp \\
\text{For } i = 1, 2, \ldots \text{poly}(\lambda): \\
I_i \leftarrow \mathcal{A}(1^\lambda, \text{out}_{i-1}, \text{addresses}_{i-1}) \\
\text{out}_i \leftarrow \mathcal{F}_{\text{mem}}(I_i), \text{addresses}_i \leftarrow \text{Sim}(1^\lambda)
\end{align*}
\]

In the above definition, if we replace computational indistinguishability with statistical indistinguishability and remove the requirement for the adversary to be polynomially bounded, then we then say that \( \text{oram} \) is a strongly oblivious RAM algorithm with statistical security.

We remark that most existing works on ORAM \cite{28,29,38,53,56,59} often adopt a weaker version of Definition 5 that is not composable. However, it is not difficult to observe that almost all known ORAM constructions \cite{28,29,38,53,56,59} also satisfy the stronger notion, i.e., our Definition 5.

### 2.4.3 Weakly Oblivious Algorithms and ORAMs

To the best of our knowledge, all prior works on external-memory oblivious algorithms and ORAM \cite{31,32,34} achieve a weaker notion of security where the adversary can observe only which cache-lines are being transmitted between the cache and memory (and whether each operation is a read or a write). If the CPU operates on a cache-line within the cache, such actions are unobservable by the adversary. As argued earlier, this weaker notion is possibly vulnerable to cache-timing attacks \cite{20,52,66,67}. In the vast majority of commodity CPUs today, the CPU’s on-chip cache is time-shared among multiple processes. A malicious process or operating system can cause a subset of the victim process’s cache-lines to evict, and through timing measurements, the adversary can then infer whether the victim process accessed those cache-lines.

To compare with existing works, we also formally define this weak notion of security.

**Definition 6** (Weakly oblivious simulation). We say that an algorithm \( \text{Alg} \) weakly obliviously simulates a stateless functionality \( f \) iff the earlier Definition 2 is satisfies but where the random variable \( \text{Addresses} \) is now replaced with the following observable traces between cache and memory:

1. in every CPU step, which cache-line is transmitted between the cache and memory; and
2. whether each of the above is a read or write operation.

Similar to Definition 2 we can define computational and statistical security respectively.
Note that in the above definition of weak obliviousness, the adversary is allowed to observe the CPU step (i.e., time) in which a certain cache-line is transmitted between CPU and memory — in fact this is important for the following Proposition 1 to hold.

It is not hard to see that strong obliviousness implies weak obliviousness since given the full set of logical addresses requested by the CPU, one can easily simulate the aforementioned observable traces between the cache and the memory.

Fact 1 (Strong obliviousness implies weak obliviousness). Suppose that an algorithm \( \text{Alg} \) strongly obliviously simulates a stateless functionality \( f \) with computational (or statistical resp.) security, it holds that \( \text{Alg} \) weakly obliviously simulates a stateless functionality \( f \) with computational (or statistical resp.) security as well. Similarly, suppose that \( \text{oram} \) is a strongly oblivious ORAM algorithm with computationally (or statistical resp.) security, then \( \text{oram} \) is also a weakly oblivious ORAM algorithm with computational (or statistical resp.) security.

Proof. Straightforward since the simulator for the weakly oblivious algorithm can simply run the simulator for the strongly oblivious algorithm and then execute the cache algorithm to generate the simulated traces between the cache and the memory.

Given a weakly-oblivious algorithm or a weakly-oblivious ORAM scheme, there is a trivial method to obtain a strongly-oblivious counterpart, but incurring additional blowup in runtime (but not in IO-cost), and consuming just a constant factor more cache size. Specifically, we can compile the algorithm into one where all contents in the cache are stored in an ORAM scheme (where the atomic unit of access is a memory word). Since best known ORAM schemes \([14, 32, 38, 59]\) incur \( O(1) \) blowup in space, we need an \( O(M) \)-sized cache to obliviously simulate a \( M \)-sized cache. Further, recall that best known ORAM schemes \([14, 32, 38, 59]\) incur roughly \( O(\log^2 M) \) runtime blowup in comparison with the original RAM. This gives rise to the following proposition:

Proposition 1. Suppose that an algorithm \( \text{Alg} \) weakly-obliviously simulates a stateless functionality \( f \) w.r.t. to some leakage \( \text{leakage} \) with computational (or statistical resp.) security, and on an ideal cache with parameters \( M \) and \( B \) consumes runtime \( T \) and IO-cost \( C \). Then, there is an algorithm \( \text{Alg}' \) that strongly-obliviously simulates \( f \) w.r.t. \( \text{leakage} \) with computational (or statistical resp.) security, and on an ideal cache with parameters \( O(M) \) and \( O(B) \), \( \text{Alg}' \) consumes runtime \( O(T \log^2 M) \) and IO-cost \( C \).

A similar theorem holds for the case of ORAM (or oblivious simulation of stateful functionalities in general) — we omit the concrete statement.

3 Preliminaries

3.1 Known Results: External-Memory Oblivious Algorithms and ORAMs

In this section, we review some known results on external-memory oblivious algorithms and ORAMs. To the best of our knowledge, all known external-memory oblivious algorithms and ORAM constructions are for the cache-aware model \([31, 32]\), where the algorithm is allowed to know the parameters \( M \) and \( B \). Further, all existing works on external-memory oblivious algorithms and ORAM \([31, 32, 34]\) adopt the weak obliviousness notion (see Section 2.4.3) which makes these algorithms vulnerable to cache-timing attacks. As mentioned earlier in Section 2.4.3, although a weakly-oblivious external-memory algorithm can be compiled to a strongly-oblivious one, the generic transformation incurs \( \text{polylog} M \) blowup in runtime (and no blowup in IO-cost).
Cache-aware, data-oblivious algorithms and ORAM. Below we state known results on external-memory oblivious algorithms and ORAM constructions. Goodrich and Mitzenmacher \cite{GoodrichMitzenmacher13, GoodrichMitzenmacher12} propose several cache-aware weakly-oblivious algorithms, which are then utilized to construct an IO-efficient ORAM (Theorem 4). Since their algorithms are weakly-oblivious, in general we can apply Proposition 1 to compile their algorithms to strongly-oblivious ones, resulting in $\log^2 M$ blowup in runtime. However, we observe that for these earlier algorithms \cite{GoodrichMitzenmacher13, GoodrichMitzenmacher12}, since the operations they perform on the cache contents are relatively simple, it is possible to obliviously simulate these operations using only oblivious sorting rather than generic ORAM — thus incurring only $O(\log M)$ blowup in runtime. We now state the known results in light of this.

**Theorem 3** (External-memory, cache-aware oblivious sort \cite{GoodrichMitzenmacher13, GoodrichMitzenmacher12}). Assuming wide cache-line, there exists a computationally secure, weakly-oblivious external-memory sorting algorithm that sorts $N$ memory words in $O(N \log N)$ time and $O(\frac{N}{M} \log M \frac{N}{M})$ IO-cost.

**Corollary 1.** There exists a computationally secure, strongly-oblivious external-memory sorting algorithm that sorts $N$ memory words in $O(N \log N \log M)$ time and $O(\frac{N}{M} \log M \frac{N}{M})$ IO-cost.

**Theorem 4** (External-memory, cache-aware ORAM \cite{GoodrichMitzenmacher13, GoodrichMitzenmacher12}). Assuming wide cache line, there exists a computationally secure, weakly-oblivious external-memory ORAM algorithm such that for a logical memory of $N$ words, each logical memory access requires $O(\log^2 N)$ time and $O(\log N (1 + \frac{1}{B} \log M \frac{N}{M}))$ IO-cost.

**Corollary 2.** There exists a computationally secure, strongly-oblivious external-memory ORAM algorithm such that for a logical memory of $N$ words, each logical memory access requires $O(\log^2 N \log M)$ time and $O(\log N (1 + \frac{1}{B} \log M \frac{N}{M}))$ IO-cost.

Cache-agnostic oblivious algorithms and ORAM. To the best of our knowledge, no prior works have investigated data-oblivious algorithms and ORAMs in the cache-oblivious model. A trivial way to construct cache-agnostic oblivious sort or ORAM is to simply rely on an ordinary oblivious sort or ORAM scheme where the atomic unit of access is a memory word. To the best of our knowledge, for known ordinary oblivious sorting algorithms and ORAM schemes \cite{CircuitORAM15, CircuitORAM14, CircuitORAM18, CircuitORAM29, CircuitORAM32, CircuitORAM53, CircuitORAM56, CircuitORAM59}, basically every CPU step can incur a cache miss, and thus the runtime of these algorithms would be their IO-cost as well. Thus ordinary oblivious sorting and ORAM results imply the following theorems:

**Theorem 5** (Trivial cache-agnostic oblivious sort \cite{CircuitORAM14, CircuitORAM30}). There exists a cache-agnostic sorting algorithm that is perfectly strongly-oblivious, and sorts $N$ elements in $O(N \log N)$ time and $O(N \log N)$ IO-cost.

**Theorem 6** (Trivial cache-agnostic ORAM \cite{CircuitORAM14, CircuitORAM38}). Assume that one-way function exists. There exists a cache-agnostic ORAM scheme that is computationally strongly-oblivious, such that each logical memory access incurs $O(\frac{\log^2 N}{\log \log N})$ runtime and $O(\frac{\log^2 N}{\log \log N})$ IO-cost where $N$ is the total number of logical memory words.

A slightly more non-trivial way to construct a cache-oblivious ORAM algorithm is to rely on a tree-based ORAM scheme such as Circuit ORAM \cite{CircuitORAM59} where the unit of access is a single memory word, and additionally we apply the standard van Emde Boas layout \cite{EmdeBoas85} to produce a more cache efficient implementation. For computational security, the best instantiation is to additionally apply the position map compression technique originally proposed by Fletcher et al. \cite{ChanShi12} and later redescribed by Chan and Shi \cite{CircuitORAM14} to obtain a computationally secure Circuit ORAM scheme where
each logical memory access incurs $O\left(\log^2 N \frac{\log \log N}{\log \log \log N}\right)$ runtime. If we apply the van Emde Boas layout to the resulting computationally secure Circuit ORAM variant, each logical memory access would incur $O\left(\frac{\log N \log B \log^2 \log N}{\log \log \log N}\right)$ IO-cost.

We thus obtain the following theorem.

**Theorem 7** (Alternate trivial cache-agnostic ORAM [14,19,57]). Assume that one-way function exists. There exists a cache-agnostic ORAM scheme that is computationally strongly-oblivious, such that for a logical memory of $N$ words, each logical memory request completes in $O\left(\frac{\log^2 N}{\log \log \log N}\right)$ runtime and $O\left(\frac{\log N \log B \log^2 \log N}{\log \log \log N}\right)$ IO-cost.

### 3.2 Trivial Oblivious Random Permutation

We describe a building block, TrivialORP, an oblivious random permutation which we later use to permute in small buckets. The algorithm TrivialORP$(1^n, A)$ works as follows, where $A$ is an input list to be permuted.

**Procedure** TrivialORP$(1^n, A)$:

- Assign a random key of $\ell(\lambda) = \omega(\log \lambda)$ bits to each element of $X$;

- Sort all elements by their keys using oblivious bitonic sort, and output the result.

If there are more than one element assigned with the same key, then abort.

**Lemma 3.** The TrivialORP algorithm is a statistically strongly-oblivious random permutation. Moreover, given a list of $n$ elements and any super-constant function $\alpha(\lambda)$, the algorithm runs in time $O(n \log^2 n \cdot \alpha(\lambda))$, space $O(n)$ and has asymptotic IO-cost $O\left(\frac{n}{B} \log^2 \frac{n}{M} \cdot \alpha(\lambda)\right)$.

**Proof.** The statistical obliviousness follows from the collision probability of random keys. The choice of $\ell$ ensures that when the random keys are picked independently for $n$ elements, the probability of key collision is $\text{negl}(\lambda)$. When there is no key collision, the algorithm completes after one application of bitonic sort on the $n$ elements. The time and IO-cost is dominated by bitonic sort on $n$ keys, which is given in Appendix A.1, but the size of each key is $\alpha(\lambda)$ words.

### 4 Oblivious Random Permutation without IO Efficiency

We first describe a meta-algorithm for realizing a statistically-secure oblivious random permutation (ORP). At the moment, we focus on proving that the algorithm indeed realizes a statistically-secure ORP without worrying about IO-efficiency. Our meta-algorithm in this section essentially provides a logical specification of the algorithm, and the logical specification can be instantiated in various ways. Different implementations can differ in terms of IO-efficiency and later sections will describe a particular, IO-efficient implementation of this algorithm.

**Intuition.** Our high-level idea is to assign a random key to each element. We next rely on a variant of oblivious sorting called “multiplicity-revealing sort” to group all elements with the same key to the same group. If we choose the parameters carefully, we can make the number of elements in each group relatively small, e.g., roughly $\text{polylog}\lambda$ elements each group (except with negligible probability). It then suffices to obliviously and randomly permute the elements within each group. This can be achieved through a possibly less efficient ORP algorithm — since this ORP algorithm is only applied to small problems of $\text{polylog}\lambda$ in size, it will not impact the overall performance too much.
4.1 Definition: Multiplicity-Revealing Sort

We define a building block called “multiplicity-revealing sort” on randomly chosen inputs. Let $A$ be an input array of length $N = |A|$, in which each element is tagged with a key chosen independently and uniformly at random from some totally ordered set $\mathcal{R}$ of size $|\mathcal{R}| \leq \text{poly}(\lambda, N)$, for some fixed polynomial in $\lambda$ and $N$. We use $\vec{\chi} \in \mathcal{R}^N$ to denote the vector of keys received by the elements in $A$.

A multiplicity-revealing sort algorithm with respect to the uniform distribution on the set $\mathcal{R}$ of keys, henceforth denoted $\text{mrsort}(1^\lambda, A, \vec{\chi})$ satisfies the following: there exists a negligible function $\text{negl}(\cdot)$ such that for any input array $A$, for any $\lambda$, for all but at most $\text{negl}(\lambda)$ fraction of random keys $\vec{\chi}$ in $\mathcal{R}^N$:

- **Correctness.** The procedure $\text{mrsort}(1^\lambda, A, \vec{\chi})$ correctly sorts the elements in the input array $A$ by the assigned keys $\vec{\chi}$, and outputs the multiplicity of each key in $\vec{\chi}$;

- **Security.** The access pattern of $\text{mrsort}(1^\lambda, A, \vec{\chi})$ is efficiently computable and uniquely determined given the multi-set of keys received by the elements, i.e., the multiplicity of each key in $\vec{\chi}$.

For the negligible fraction of random keys $\vec{\chi}$ where the above correctness and security requirements fail, the algorithm may return an arbitrary answer and its access patterns can also be arbitrary.

4.2 From Multiplicity-Revealing Sort to Oblivious Random Permutation

Assuming that there is a multiplicity-revealing sort algorithm denoted $\text{mrsort}$, we can then construct an oblivious random permutation henceforth denoted $\text{MetaORP}$. Below, we describe this meta-algorithm $\text{MetaORP}$, and prove its obliviousness. In Section 4.3, we will describe a $\text{mrsort}$ meta-algorithm; and later in Section 5 we will discuss how to implement this meta-algorithm in a cache-efficient manner.

**Algorithm MetaORP.** Let $\text{TrivialORP}$ denote a statistically strongly-oblivious random permutation scheme (see Section 3.2), and let $\text{mrsort}$ denote a multiplicity-revealing sort algorithm as defined above. Our meta ORP algorithm denoted $\text{MetaORP}(1^\lambda, A)$ proceeds in the following steps.

1. Given a list of $N$ elements, assign an independent key uniformly at random from $\mathcal{R}$ (where $|\mathcal{R}| = \text{poly}(\lambda, N)$ for some fixed polynomial $\text{poly}(\cdot)$ in $\lambda$ and $N$) to each element of the input array $A$, let $\vec{\chi} \in \mathcal{R}^N$ denote the vector of random keys assigned to the elements.

2. Invoke an instance of $\text{mrsort}(1^\lambda, A, \vec{\chi})$ to sort the elements in $A$ by the assigned keys and reveal the multiplicity of each key in $\vec{\chi}$.

3. For each group of elements receiving the same random key, fork an instance of $\text{TrivialORP}$ on that group — notice that the procedure naturally leaks the size of each group, but as we prove below, the algorithm satisfies statistical obliviousness despite this leakage (intuitively, this leakage can be simulated without knowing the inputs). Output the outcome of this step.

**Lemma 4** (Statistical obliviousness of $\text{MetaORP}$). The above construction $\text{MetaORP}$ is a statistically strongly-oblivious random permutation.
Proof. It suffices to show that if the \texttt{mrsort} algorithm satisfied both correctness and security requirements on all possible choices of $\vec{\chi}$, then the above construction MetaORP would be a statistical oblivious random permutation. Since our real \texttt{mrsort} fails on $\text{negl}(\lambda)$ fraction of the sample paths $\vec{\chi}$ (either in terms of correctness or security), it would then follow (by union bound) that our real MetaORP is statistically oblivious as well. We henceforth proceed pretending that \texttt{mrsort} were perfect, i.e., correctness and security are retained for all choices of $\vec{\chi}$.

Henceforth, all elements with the key $i$ are said to belong to group $i$. Let $G_i(\vec{\chi}, A)$ denote the elements in the $i$-th group given the random key choice $\vec{\chi}$ and the input array $A$. For any fixed input array $A$, we consider the following sequence of hybrids, and we show that adjacent hybrids are statistically close.

**Real.** We consider the following real-world distribution:

$$(\{(\text{TrivialORP}_i(G_i(\vec{\chi}, A)))\}_{i \in \mathcal{R}}, \{\text{Addr}^{\text{orp}}_i(G_i(\vec{\chi}, A))\}_{i \in \mathcal{R}}, \text{Addr}^{\text{mrsort}}(\vec{\chi}))$$

where $(\text{TrivialORP}_i(G_i(\vec{\chi}, A)), \text{Addr}^{\text{orp}}_i(G_i(\vec{\chi}, A)))$ is the end result of permuting the $i$-th group and the addresses for applying TrivialORP to the $i$-th group. The addresses of \texttt{mrsort} is determined by the load of each group — and the latter information is contained in the random variable $\{(\text{TrivialORP}_i(G_i(\vec{\chi}, A)), \text{Addr}^{\text{orp}}_i(G_i(\vec{\chi}, A)))\}_{i \in \mathcal{R}}$. Therefore henceforth we simply consider the following joint distribution instead:

$$\text{Real}(A) := (\{(\text{TrivialORP}_i(G_i(\vec{\chi}, A)))\}_{i \in \mathcal{R}}, \{\text{Addr}^{\text{orp}}_i(G_i(\vec{\chi}, A))\}_{i \in \mathcal{R}})$$

**Hybrid 1.** Let

$$\text{Hyb}_1(A) := \left(\{\mathcal{F}_{\text{perm}}(G_i(\vec{\chi}, A))\}_{i \in \mathcal{R}}, \{\text{Sim}^{\text{orp}}(1^\lambda, |G_i(\vec{\chi}, A)|)\}_{i \in \mathcal{R}}\right)$$

Due to the statistical strong obliviousness of TrivialORP, Real($A$) and Hyb$_1$(A) are statistically close for any $A$.

**Ideal.** Let $\text{SimLen}(1^\lambda, |A|)$ be the following simulator: sample $|A|$ number of random keys from $\mathcal{R}$. For each $i \in \mathcal{R}$, output how many keys are equal to $i$, i.e., the load of group $i$. Henceforth we let $\text{SimLen}_i$ denote the $i$-th component of the vector $\text{SimLen}$.

Let

$$\text{Ideal}(A) := \left(\mathcal{F}_{\text{perm}}(A), \{\text{Sim}^{\text{orp}}(1^\lambda, \text{SimLen}_i(1^\lambda, |A|))\}_{i \in \mathcal{R}}\right)$$

Observe that in Ideal($A$), the collection of algorithms, namely, $R := |\mathcal{R}|$ instances of Sim$^{\text{orp}}$, $R$ instances of SimLen, as well as a single instance of Sim$^{\text{mrsort}}$ together comprise an ideal-world simulator that need not know $A$ and only knows $|A|$.

Thus it would suffice to prove the following claim.

**Claim 1.** For any input array $A$, Hyb$_1$(A) and Ideal(A) are identically distributed.

Proof. It suffices to prove that the follow distributions are identical for any input $A$ where $\vec{\chi}$ is sampled at random.

$$(\mathcal{F}_{\text{perm}}(G_i(\vec{\chi}, A)))_{i \in \mathcal{R}}, \{|G_i(\vec{\chi}, A)|\}_{i \in \mathcal{R}} \equiv \mathcal{F}_{\text{perm}}(A), \text{SimLen}(1^\lambda, |A|)$$

In other words, we would like to prove the following random experiments are identically distributed.
• Experiment 0: Assign a random number from \( R \) to each element of \( A \), group all elements with key \( i \) into group \( i \) (the ordering within a group may be arbitrary), and randomly permute each group. Now output the final permutation \( X \) and the each group’s load \( Y \).

• Experiment 1: Output a random permutation \( X' \) of the array \( A \). Then, assign a random key from \( R \) to each of \( |A| \) many elements, and for each \( i \), output how many elements receive \( i \), denoted as \( Y' \).

Let \( N = |A| \). It suffices to show that \((X,Y) \equiv (X',Y')\) where \( \equiv \) denotes identically distributed. To show this, we need to prove that \( X \equiv X' \), \( Y \equiv Y' \), and \( X', Y' \) independent are all obvious. It remains to prove that \( X \) and \( Y \) are independent. For \( X \), fix any \( y^* \in \text{supp}(Y) \) and any permutation \( x^* \) of \( A \), where \( \text{supp}(Y) \) denotes the support of \( Y \). Writing each group’s load \( y^* \) as \((\ell_1, \ell_2, \ldots, \ell_R)\), where \( R = |R| \), we have

\[
\Pr[X = x^*|Y = (\ell_1, \ell_2, \ldots, \ell_R)] = \left[ (\ell_1! \cdot \binom{N}{\ell_1})(\ell_2! \cdot \binom{N - \ell_1}{\ell_2}) \cdots (\ell_R! \cdot \binom{\ell_R}{\ell_R}) \right]^{-1} = \frac{1}{N!}.
\]

It follows that \( \Pr[X = x^*] = \sum_{y \in \text{supp}(Y)} \Pr[X = x^*|Y = y] \Pr[Y = y] = \frac{1}{N!} \). Therefore, \( X \) is independent from \( Y \).

### 4.3 Choice of Random Keys and Multiplicity-Revealing Sorting Algorithm

In this section, we describe a meta-algorithm that realizes multiplicity-revealing sort. This meta-algorithm can be implemented in various ways and various implementations differ in their cache efficiency. Later in Section 5 we will describe a concrete, cache-efficient implementation that relies on the core ideas behind Funnel Sort [27].

**Intuition.** We shall implement multiplicity-revealing sort using the bucket sort\(^1\) framework. In the following, we define bucket sort, describe a meta-algorithm to perform bucket sort. We then show how to realize multiplicity-revealing sort using bucket sort as a building block, and provide its analysis.

**Definition 7 (Bucket Sort).** A bucket with capacity \( Z \) is an array that contains \( Z \) elements, where each element is either real or dummy. Furthermore, every real element has an \( \ell \)-bit key, and dummy elements do not. A **bucket sort** algorithm, parametrized by \( \ell \) and \( Z \), satisfies the following syntax:

- The input to bucket sort is a list of \( 2^\ell \) buckets denoted \( \{ B_i : i \in [2^\ell] \} \), where each bucket contains exactly \( Z \) elements, either real or dummy, and each real element has a \( \ell \)-bit key.

- The output is either a list of \( 2^\ell \) buckets denoted \( \{ \hat{B}_i : i \in [2^\ell] \} \) or a failure indicator denoted **Overflow**. If the algorithm succeeds, then 1) each output bucket \( \hat{B}_i \) where \( i \in [2^\ell] \) contains all the real elements in the input whose keys are equal to \( i \), padded with dummies to a capacity of \( Z \); and 2) moreover, for each output bucket, all real elements must appear before all the dummy ones.

\(^1\) In the literature, bucket sort refers to the sorting framework in which elements with the same key are put in the same bucket, after which elements in each bucket are sorted. Here, we use bucket sort to mean just the initial process of placing elements with the same key in the same bucket.
Data-oblivious subroutine: MergeSplit. We use the following subroutine $\text{MergeSplit}(B_0, B_1, t)$. Intuitively, the $\text{MergeSplit}$ subroutine takes in two buckets in which all real elements share a $t$-bit prefix in their keys, and the subroutine classifies these elements based on the $(t + 1)$-st bit of their keys. In the two output buckets, all real elements’ keys share the same $(t + 1)$-st bit.

More formally, $\text{MergeSplit}$ is the following procedure:

- $\text{MergeSplit}$ takes two input buckets $B_0$ and $B_1$ and a parameter $t$ such that the keys of all the real elements in the input buckets have the same length-$t$ prefix.
- Relying on (oblivious) bitonic sort [8], the $\text{MergeSplit}$ algorithm returns two output buckets $(\hat{B}_0, \hat{B}_1)$ such that bucket $\hat{B}_0$ contains the real elements in the input whose keys have 0 as the $(t + 1)$-st bit, while bucket $\hat{B}_1$ contains those whose keys have 1 as $(t + 1)$-st bit. In both output buckets, all the real elements appear before all the dummy ones.

If either bucket’s capacity is exceeded, the operation throws an Overflow exception.

It is not hard to see that this can be accomplished using only one bitonic sort. We defer the full details to Appendix A.2.

Meta-algorithm for bucket sort. We describe a meta-algorithm to perform bucket sort using the primitive $\text{MergeSplit}$. This meta-algorithm is similar to the techniques used by Asharov et al. [7], however they do not care about cache efficiency. Different implementations of the meta-algorithm will produce the same output, but can have different performance such as memory usage and IO-efficiency. Recall that the input is a list of $2^\ell$ buckets. To describe the abstraction, we make use of a complete binary tree with $2^\ell$ leaves, where each node has a FIFO queue that can hold buckets. The leaves are at level 0 and the root is at level $\ell$. We use the terms child, parent and sibling associated with a binary tree in their usual sense.

Algorithm 1 Meta-Algorithm for Bucket Sort

```plaintext
1: procedure Meta-BucketSort($\{B_i : i \in [2^\ell]\}$) // The input is a list of $2^\ell$ buckets.
2: Construct a binary tree with $2^\ell$ leaves, and initialize an empty FIFO queue for each node in the tree.
3: Insert each of the $2^\ell$ input buckets into the queue of the corresponding leaf node.
4: while $\exists$ two sibling nodes $x$ and $y$ whose queues are both non-empty do
5:   $(B_0, B_1) \leftarrow$ Remove one bucket from each queue of the nodes $x$ and $y$.
6:   If the nodes $x$ and $y$ are at level $i$, $(\hat{B}_0, \hat{B}_1) \leftarrow \text{MergeSplit}(B_0, B_1, i)$. // The whole procedure aborts with Overflow if MergeSplit throws an Overflow exception.
7:   Insert the buckets $\hat{B}_0, \hat{B}_1$ into the queue of the parent of $x$ and $y$ in the order of $\hat{B}_0$ followed by $\hat{B}_1$.
8: return the list of buckets in the queue of the root node.
```

Non-determinism of meta-algorithm. In line 4 there is a choice to be made to select which pair of sibling nodes to process. While any arbitrary sequence of choices will lead to the same output and runtime, a careful choice is needed for an IO-efficient implementation, which is postponed to Section 5 as well as the runtime. Here, we note that there exists some input such that the meta-algorithm fails for any choice made in line 4 and we will analyze the failure probability soon after implementing multiplicity-revealing sort.
Multiplicity-revealing sort from bucket sort. Recall that a multiplicity-revealing sort takes as input security parameter $1^\lambda$, an array $A$ of length $N$ (containing only real elements), and uniform random keys $\vec{\chi} \in \mathcal{R}^N$ assigned to all elements in $A$. Let $\ell$ be the largest integer such that $2^\ell \leq \lfloor 4N/\max\{\omega(\log \lambda), \Omega(\log N)\} \rfloor$, and let $\mathcal{R} = \{0,1\}^\ell$. The following procedure $\text{mrsort}$ realizes a multiplicity-revealing sort w.r.t. $\mathcal{R}$.

**Procedure mrsort($1^\lambda, A, \vec{\chi}$) w.r.t. $\mathcal{R} = \{0,1\}^\ell$:**

- Set bucket capacity $Z := \lceil 4N/\ell \rceil$ and create $2^\ell$ buckets.
- Distribute $N$ real input elements among $2^\ell$ buckets $\{B_i : i \in [2^\ell]\}$, where each bucket contains at most $\lceil N/\ell \rceil$ real elements and then is padded with dummy elements to a capacity of $Z$.
- Perform Meta-BucketSort on the list of buckets as in Definition 7.
- If Meta-BucketSort throws Overflow, output a failure indicator $\bot$. Otherwise, for each output bucket (which is an array in which all real elements appear before all dummies), return all real elements contained in the bucket — in this process we reveal how many real elements are contained in each bucket (i.e., the multiplicity of each key).

Observe that $\text{mrsort}$ fails only when Meta-BucketSort throws Overflow. Given that input keys $\vec{\chi}$ are uniformly random, it is sufficient to analyze the failure probability of $\text{mrsort}$ due to Overflow in the meta-algorithm Meta-BucketSort. We use the following version of the Chernoff Bound.

**Proposition 2** (Chernoff Bound). Suppose $X$ is a sum of independent $\{0,1\}$-random variables. Then, for any $\beta \geq 2$, $\Pr[X \geq \beta \mathbb{E}[X]] \leq \exp\left(-\frac{\beta^2 \mathbb{E}[X]}{6}\right)$.

**Lemma 5** (Failure Probability of mrsort). The multiplicity-revealing sort, $\text{mrsort}$, using $\ell$-bit random keys, bucket capacity $Z \geq \frac{4N}{2\ell}$, and $2^\ell$ buckets on a list of $N$ elements fails with probability at most $\ell^2 2^\ell \cdot e^{-\frac{Z}{6}}$.

**Proof.** Recall that in the meta-algorithm, there are $2^\ell$ leaf nodes. We analyze the probability that a particular bucket $B$ to be inserted into the queue of some node $x$ has its capacity exceeded.

Suppose node $x$ is at level $i$. Then, it follows that $B$ can contain real elements that initially reside in the buckets in the descendant leaf nodes of $x$. Recall that there are at most $2^i \cdot \frac{N}{2\ell}$ such real elements, each of which receives a key whose length-$i$ prefix is compatible with $B$ independently with probability $\frac{1}{2}$. Therefore, the expected number of real elements that $B$ contains is at most $\frac{N}{2\ell}$. Hence, Chernoff Bound (Proposition 2) implies that bucket $B$ has its capacity $Z$ exceeded with probability at most $e^{-\frac{Z}{6}}$.

Then, a union bound over all buckets from all non-leaf nodes shows that the meta-algorithm fails due to overflow with probability at most $\ell^2 2^\ell \cdot e^{-\frac{Z}{6}}$. \qed

**Corollary 3.** Let $\lambda$ be the security parameter and $N = \text{poly}(\lambda)$ be the number of elements. The algorithm $\text{mrsort}$ is a multiplicity-revealing sort w.r.t. the uniform distribution on the set $\mathcal{R} = \{0,1\}^\ell$.

**Proof.** Note that $\ell$ is the largest integer such that $2^\ell \leq \lfloor 4N/\max\{\omega(\log \lambda), \Omega(\log N)\} \rfloor$. Hence, $Z \geq \max\{\omega(\log \lambda), \Omega(\log N)\}$, and then the procedure $\text{mrsort}$ fails with probability at most $\text{negl}(\lambda)$ by Lemma 5. It follows that $\text{mrsort}$ fails on a negligible fraction of $\vec{\chi} \in \mathcal{R}$.

The correctness of $\text{mrsort}$ follows from the above failure fraction and the correctness of Meta-BucketSort. To show the security, observe the access pattern of $\text{mrsort}$ is fixed except for outputting real elements in each bucket, which can be efficiently and deterministically computed by the multiplicity of each key in $\vec{\chi}$. \qed
5 IO-Efficient Bucket Sort and Oblivious Random Permutation

5.1 Intuition

We describe an IO-efficient implementation of Algorithm 1. The technical meat of this section is how to resolve the non-determinism in the meta-algorithm (Algorithm 1), i.e., how do we order the work in the meta-binary-tree of Algorithm 1 such that we can achieve good cache efficiency? Here we are inspired by the Funnel Sort algorithm [27] that is a cache-agnostic, comparison-based sorting algorithm but not data oblivious.

Recall that Algorithm 1 describes a meta-binary-tree where each node produces a list of sorted buckets. Each leaf node is a list containing just a single bucket, whereas every parent node can be considered as the result of merge-sorting the two lists of buckets contained in its children. Henceforth a list of buckets is said to be sorted if every element in bucket \( i + 1 \) is larger than every element in bucket \( i \).

If we consider any “triangle” in this meta-binary-tree, there are two types of such triangles:

- Triangles built up from the leaf level: such a triangle basically sorts all of the input buckets (where each leaf node carries a single input bucket). Henceforth such a triangle from the leaf level up is nominally referred to as \textbf{BucketFunnelSort}.

  As a special case, the outer-most sort problem that we are trying to solve can be viewed as the triangle formed by the entire tree, and thus is an instance of \textbf{BucketFunnelSort}.

- Triangles that are internal to the tree (not including the leaf level): such a triangle takes as input several lists each containing multiple sorted buckets, and outputs a sorted list of buckets. Henceforth such an internal triangle is nominally referred to as \textbf{BucketFunnelMerge}.

In our detailed algorithm description below, the key insight is to express the order in which work is performed in a recursive form, using the notations \textbf{BucketFunnelMerge} and \textbf{BucketFunnelSort} to refer to different triangles in the meta-binary-tree.

5.2 Detailed Algorithm

\textbf{Notations.} For integer \( t \geq 1 \) and \( 0 \leq i < 2^t \), let \( \text{Binary}_t(i) \in \{0, 1\}^t \) denote the \( t \)-bit binary representation of the integer \( i \), with the most significant bit on the left.

\textbf{Syntax of BucketFunnelSort and BucketFunnelMerge.} Earlier we described how to view \textbf{BucketFunnelSort} and \textbf{BucketFunnelMerge} as triangles in the meta-binary-tree of Algorithm 1. We now define their syntax more precisely.

- \textbf{BucketFunnelSort} takes in \( 2^t \) lists each consisting of a single bucket (equivalently we also say that \textbf{BucketFunnelSort} takes in \( 2^t \) unsorted buckets), and outputs a single list of \( 2^t \) sorted buckets.

- \textbf{BucketFunnelMerge}, on the other hand, is parametrized by two variables \( r \) and \( t \) satisfying \( r + t \leq \ell \) where \( \ell \) is the bit-length of sort-key (i.e., the random key assigned to each element in our oblivious random permutation). \textbf{BucketFunnelMerge} takes in \( 2^r \) lists of sorted buckets; for \( j \in [2^r] \), the \( j \)th list contains \( 2^t \) buckets \( \{B_{1}^{(j)} : i \in [2^t] \} \), where all real elements in bucket \( B_{1}^{(j)} \) have keys with prefix \( \text{Binary}_t(i) \). The output is a list of \( 2^{r+t} \) buckets \( \{\hat{B}_i : i \in [2^{r+t}] \} \), where \( \hat{B}_i \) contains all the real elements in the input whose keys have the prefix \( \text{Binary}_{r+t}(i) \).
Figure 1: The recursive structure of BucketFunnelSort (left) and BucketFunnelMerge (right). Every green triangle is an instance of BucketFunnelSort (see Section 5.2.1), and every red triangle is an instance of BucketFunnelMerge (which is implemented by a BucketMerger data structure, see Section 5.2.2). A $t$-Sort has $2^t$ input streams and an $r$-BM has $2^r$ input streams. For simplicity, the figure ignores rounding issues, which are handled in detailed algorithm description.

5.2.1 Bucket Funnel Sort

In Algorithm 2, we describe how to recursively break a larger instance of BucketFunnelSort into smaller instances of BucketFunnelSort and an instance of BucketFunnelMerge. The recursion implicitly defines the order in which work in the meta-binary-tree of Algorithm 1 is performed. The algorithm is reminiscent of Funnel Sort but here we operate on the granularity of buckets (containing real and dummy elements) rather than individual elements — and as mentioned earlier, this is necessary for load balancing.

Algorithm 2 Bucket Funnel Sort

```plaintext
1: procedure BucketFunnelSort($\{B_i : i \in [2^t]\}$)  // The input is a list of $2^t$ buckets. Recall that in the meta-algorithm, there is an FIFO queue for each node of the binary tree with $2^t$ leaves.
2:    if $t \leq 2$ then
3:       return output buckets by (oblivious) bitonic sort.  // The meta-algorithm can be implemented arbitrarily for the base case.
4:    end if
5:    Let $t = 3r + s$, where $0 \leq s \leq 2$.
6:    for $j$ from 0 to $2r - 1$ do
7:       Define the list $\mathcal{L}^{(j)} := \{B_i^{(j)} : i \in [2^{2r+s}]\}$, where $B_i^{(j)} = B_{j \cdot 2^{2r+s} + i}$.
8:       $\tilde{\mathcal{L}}^{(j)} \leftarrow$ BucketFunnelSort($\mathcal{L}^{(j)}$).  // Sequentially, each subtree of height $2r + s$ is recursively processed to produce the queue at the corresponding level-(2r+s) node.
9:    end for
10:   return BucketFunnelMerge($\{\tilde{\mathcal{L}}^{(j)} : j \in [2^r]\}$)  // The $2^r$ queues for the nodes at level $2r + s$ are processed by BucketFunnelMerge.
```

The recursive structure of BucketFunnelSort is depicted in Figure 1 (left).

5.2.2 Bucket Funnel Merge

We now describe how to recursively break up the work needed by a BucketFunnelMerge instance. We will rely on a data structure called a BucketMerger to implement each BucketFunnelMerge instance.
A BucketMerger provides three operations, Init, Load, and Flush, where Init allocates space and is called exactly once upfront; Load connects the data structure with appropriate input lists; and finally Flush is an operation that can be called multiple times — every time it is called, a certain number of buckets from each of the input streams are consumed and a (partial) list of sorted buckets is produced. The details of the above operations are as follows:

- **Init**\((r, t)\): This operation assigns enough memory for the bucket merger that is supposed to take \(2^r\) input bucket lists, where each list can be viewed as an input stream. Each list should contain the same number \(c \cdot 2^r\) of buckets, which is a multiple of \(2^r\). Only the parameter \(r\) is needed for memory allocation. The parameter \(t\) is saved and used later in the operation \(\text{Flush}\). Moreover, there exists some \(k\) such that for all \(j \in [2^r]\) and \(i \in [c \cdot 2^r]\) all the real elements in the \(i\)-th bucket in list \(L(j)\) have keys with prefix \(\text{Binary}_t(k + i)\).

- **Load**\((\{L(j) : j \in [2^r]\})\): This operation connects the \(2^r\) lists to the input streams of the bucket merger.

- **Flush**(): If the input streams still have remaining buckets, \(2^r\) buckets from each stream will be consumed by the bucket merger. The real elements in these \(2^r\) buckets will be distributed into \(2^2r\) output buckets such that the keys of the real elements in each output bucket have the same length \(t + r\) prefix; moreover, the output buckets are sorted according to the lexicographical order of this prefix. With respect to the meta-algorithm, each call of \(\text{Flush}()\) corresponds to inserting \(2^2r\) buckets into the queue of the corresponding level-\((r + t)\) node.

**Algorithm 3 Bucket Funnel Merge**

```
1: procedure BucketFunnelMerge( \(\{L(j) := \{B^{(j)}_i : i \in [2^t]\} : j \in [2^r]\}\) )  // The input is \(2^r\) lists, each of which contains \(2^t\) buckets.
2:   BM ← BucketMerger.Init\((r, t)\).
3:   BM.Load(\(\{L(j) : j \in [2^r]\}\) )
4: while the input streams of BM have remaining buckets do
5:   BM.Flush()  // return output buckets
```

**Internal structure of bucket merger.** We next describe the data structure of bucket merger. Recall that a bucket merger is initialized with \(\text{Init}(r, t)\), where \(2^r\) is the number of input lists.

For the base case \(r = 1\), the data structure just needs to have enough space to perform (oblivious) bitonic sort on elements from 2 buckets.

For the case \(r \geq 2\), we let \(p := \left\lfloor \frac{r}{2} \right\rfloor\) and \(q := \left\lceil \frac{r}{2} \right\rceil\), and the data structure consists of the following:

- A \(2^p\) number of sub-bucket mergers \(\{\text{SubBM}_j : j \in [2^p]\}\), each of which is supposed to receive \(2^q\) of the \(2^r\) input streams.

- For each of the sub-bucket merger \(\text{SubBM}_j\), assign buffer space \(\text{Buffer}_j\) of \(2^q\) buckets to receive its output.

- One top bucket merger \(\text{TopBM}\) whose input streams take buckets from the output of the sub-bucket mergers.

The recursive structure of \(\text{BucketFunnelMerge}\) is depicted in Figure 1 (right).
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Algorithm. Algorithms 4, 5 and 6 describe the implementation for the above three operations of BucketFunnelMerge. The operations Init and Load are straightforward and follow the recursive structure of a bucket merger.

For the operation Flush of an \((r, t)\)-bucket merger, observe that \(2^{2r}\) from each of the \(2^r\) input streams should be consumed. The intuition is to divide the merge problem to \(\sqrt{2^r}\) sub-problems, where each sub-problem is recursively handled by a sub-bucket merger that consumes \(\sqrt{2^r}\) input streams. Then, the output streams for the sub-bucket mergers are recursively merged by the top bucket merger. (The case when \(r\) is not an even number is handled carefully in Algorithm 6.)

Observe that space is allocated contiguously for each of the the top bucket merger and the sub-bucket merger. Hence, with respect to the binary tree in Algorithm 1 the nodes are allocated in van Emde Boas layout [57], which is a standard way to store a binary tree for IO efficiency. This gives an intuition for why the bucket merger has efficient IO-cost.

Algorithm 4 Bucket Merger Init (see also Figure 2)

\begin{algorithm}
\caption{Init \((r, t)\)}
\begin{algorithmic}[1]
\Procedure{Init}{$r, t$} \Comment{The parameter \(t\) is not needed for space assignment, but the merger needs to save its value later for Flush.}
\If{\(r = 1\)}
\State Allocate enough space to perform bitonic sort on elements from 2 buckets.
\State \Return\end{algorithmic}
\begin{algorithmic}[1]
\For{j from 0 to \(2^p - 1\)}
\State \SubBM_j \leftarrow \text{BucketMerger.Init}(q, t)
\State \Buffer_j \leftarrow \text{assign space for} \(2^{3q}\) buckets
\EndFor
\State \TopBM \leftarrow \text{BucketMerger.Init}(p, q + t)
\State \Return\end{algorithmic}
\end{algorithm}

Lemma 6. An \((r, t)\)-bucket merger occupies \(\Theta(2^{2r}Z)\) memory, where \(Z\) is the bucket capacity.

\begin{proof}
From Algorithm 4 we readily have the recurrence for the memory usage of an \((r, t)\)-bucket merger:
\[ S(r) = S\left(\left\lfloor \frac{r}{2} \right\rfloor \right) + 2^{\left\lfloor \frac{r}{2} \right\rfloor} \cdot \left(S\left(\left\lfloor \frac{r}{2} \right\rfloor \right) + 2^{3\left\lfloor \frac{r}{2} \right\rfloor} \cdot Z\right), \]
with the base case \(S(1) = \Theta(Z)\). Solving the recurrence gives \(S(r) = \Theta(2^{2r}Z)\).
\end{proof}
Algorithm 5 Bucket Merger Load

1: procedure Load({\(L(i) : i \in [2^r]\)}) // The parameter \(r\) is saved when the bucket merger is initialized.
2: if \(r = 1\) then
3:   The bucket merger is notified to process the buckets from the two input streams in subsequent Flush operations.
4:   return
5:   Let \(p := \left\lfloor \frac{r}{2} \right\rfloor\) and \(q := \left\lceil \frac{r}{2} \right\rceil\). // \(r \geq 2\)
6:   for \(j\) from 0 to \(2^p - 1\) do
7:     SubBM\(j\).Load({\(L(i) : j \cdot 2^q \leq i < (j + 1) \cdot 2^q\)})
8:   return

Algorithm 6 Bucket Merger Flush (see also Figure 3)

1: procedure Flush() // The parameters \(r\) and \(t\) are saved when the bucket merger is initialized; each input stream is supposed to contain at least \(2^2r\) buckets.
2: if \(r = 1\) then
3:   Repeat the following 4 times:
   • Take one bucket from each of the two input streams: \((B_0, B_1)\); all real elements from these two buckets have the same length-\(t\) prefix in their keys.
   • output two buckets from MergeSplit\((B_0, B_1, t)\). // Can throw Overflow exception if either bucket’s capacity is exceeded.
4: return
5:   Let \(p := \left\lfloor \frac{r}{2} \right\rfloor\) and \(q := \left\lceil \frac{r}{2} \right\rceil\). // \(r \geq 2\)
6:   for \(x\) from 1 to \(2^{2r-2q}\) do // Repeat \(2^{2r-2q}\) times.
7:     for \(j\) from 0 to \(2^p - 1\) do
8:       Buffer\(j\) ← SubBM\(j\).Flush()
9:     TopBM.Load({Buffer\(j) : j \in [2^p]}))
10:    for \(y\) from 1 to \(2^{3q-2p}\) do // Repeat \(2^{3q-2p}\) times.
11:       TopBM.Flush() // \(2^{3p}\) buckets are output for each TopBM.Flush().

5.3 IO-Efficiency Analysis

We first consider the case when the cache size \(M = \Omega(Z)\) is large enough. The case for small \(M\) is easier and will be handled later in Theorem 8.

Lemma 7 (Base Case of Bucket Merger). Suppose \(r\) is an integer such that an \((r, *)\)-bucket merger \(BM\) can fit into a cache of size \(M \geq B^2\), but an \((2r, *)\)-bucket merger cannot, where \(B\) is the size of a cache line. Then, one call of \(BM.Flush()\) has IO-cost \(O(\frac{2^{3r} \cdot Z}{B})\), assuming optimal cache replacement policy.

Proof. Denote \(J := 2^r\). By the assumption on \(r\), Lemma 6 for the size of a bucket merger implies that \(J^2Z \leq \Theta(M) \leq J^4Z\).

Since the space of the \((r, *)\)-bucket merger \(BM\) resides in contiguous memory, loading the space allocated to \(BM\) into the cache has IO-cost \(O(\frac{J^2Z}{B})\). Loading the first bucket from each of \(J\) input streams has IO-cost \(O(J \left\lfloor \frac{Z}{B} \right\rfloor)\), which is bounded by \(O(\frac{JZ}{B})\) by two cases: if \(Z \geq B\), it holds directly; otherwise, \(O(J \left\lfloor \frac{Z}{B} \right\rfloor) = O(J)\), by \(\Theta(B^2) \leq \Theta(M) \leq J^4Z\), we have \(O(J) \leq O(\frac{JZ}{B})\).
Next, observe that throughout the execution of $BM.Flush()$, each memory location corresponding to the input streams and the output will be accessed at most once. Therefore, because of optimal cache replacement policy, the data structure for $BM$ will remain in the cache during the execution of $BM.Flush()$.

Hence, it suffices to analyze the IO-cost for reading the inputs and writing the output. There are $J$ input streams, each of which has $J^2$ buckets; hence, the IO-cost is $J \cdot O\left(\left\lceil \frac{J^3 Z}{B} \right\rceil \right) = O\left(\frac{J^3 Z}{B} \right)$. Similarly, $J^3$ buckets will be sent to a contiguous region in the memory, and hence has IO-cost $O\left(\frac{J^3 Z}{B} \right)$.

**Lemma 8** (IO-Cost of Bucket Merger). Suppose $r$ is an integer such that an $(r, *)$-bucket merger $BM$ cannot fit into a cache of size $M \geq B^2$, where $B$ is the size of a cache line. Then, one call of $BM.Flush()$ has IO-cost $O\left(\frac{2^3 r \cdot rZ}{B \log \frac{M}{Z}} \right)$, assuming optimal cache replacement policy.

**Proof.** Consider the procedure $BM.Flush()$ described in Algorithm 6. Recall that $p := \left\lfloor \frac{r}{2} \right\rfloor$ and $q := \left\lceil \frac{r}{2} \right\rceil$.

Then, there are in total $2^{3p}$ calls to $SubBM.Flush()$, which belong to $(q, *)$-bucket mergers. Moreover, there are in total $2^{3q}$ calls to $TopBM.Flush()$, which belongs to a $(p, *)$-bucket merger.

Hence, we have the following recurrence for the IO-cost:

$$C_m(r) \leq 2^{3p} \cdot C_m(q) + 2^{3q} \cdot C_m(p),$$

with the base case $C_m(r_0) = O\left(\frac{2^{3r_0} Z}{B} \right)$ from Lemma 7 when the size of an $(r_0, *)$-bucket merger can fit into the cache, i.e., $2^{2r_0} \cdot Z = \Theta(M)$.

Solving the recurrence gives $C_m(r) = O\left(\frac{2^{3r} \cdot rZ}{B \log \frac{M}{Z}} \right)$.

**Lemma 9** (IO-Cost of Bucket Funnel Sort). Given a list of $2^t$ buckets of capacity $Z$, the IO-cost of bucket funnel sort in Algorithm 2 is $O\left(2^t \cdot t \cdot \frac{Z}{B} \cdot \frac{1}{\log \frac{M}{Z}} \right)$, assuming that $M \geq \Omega(B^2 + Z)$ and optimal cache replacement policy is used.
Proof. Referring to Algorithm 2, we write \( t = 3r + s \), where \( r = \lfloor \frac{t}{3} \rfloor \) and \( s = t \mod 3 \). Then, the recursive structure of the algorithm readily gives the recurrence for the IO-cost of bucket funnel sort:

\[
C_s(t) \leq 2^r \cdot C_s(2r + s) + 2^r \cdot C_m(r),
\]

where \( C_m(r) \) is the IO-cost of \( \text{Flush}() \) by an \((r,\ast)\)-bucket merger, and the base case is \( C_s(t_0) = O\left(\frac{Z}{B}\right) \) when \( t_0 \leq 2 \).

Using the bound for \( C_m(r) \) in Lemma 8, solving the recurrence gives \( C_s(t) = O\left(\frac{2^t \cdot t \cdot Z}{B \log M Z}\right) \).

**Theorem 8 (Performance of Bucket Sort).** Assuming that \( M \geq \Omega(B^2) \) and optimal cache replacement policy is used, there exists a cache-oblivious implementation of bucket sort of \( 2^t \) buckets of capacity \( Z \) that has IO-cost:

- \( O(2^t \cdot t \cdot \frac{Z}{B} \log^2 \frac{Z}{M}) \), if the cache size \( M < \Theta(Z) \) cannot contain the workspace to perform bitonic sort in \( \text{MergeSplit} \);
- \( O(2^t \cdot t \cdot \frac{Z}{B} \cdot \frac{1}{\log M Z}) \), if \( M \geq \Theta(Z) \) is large enough.

Moreover, the runtime is \( O(2^t \cdot t \cdot Z \log^2 Z) \).

Proof. The runtime is analyzed by considering Algorithm 1, the meta-algorithm of bucket sort. Observe that the meta-algorithm calls \( \text{MergeSplit} \) for \( O(2^t \cdot t) \) times, each of which calls bitonic sort on \( \Theta(Z) \) elements a constant number of times. Hence, the bound on runtime follows readily.

In the cache-oblivious implementation, \( \text{BucketFunnelSort} \), when \( M \geq \Theta(Z) \) is large enough, the required bound on the IO-cost is given in Lemma 9.

If the cache size \( M \) is not large enough to contain the workspace needed for \( \text{MergeSplit} \), then, in Algorithm 1, each bitonic sort has IO-cost \( O(\frac{Z}{B} \log^2 \frac{Z}{M}) \) from Lemma 12. Hence, it follows that any reasonable implementation of the meta-algorithm should have the desired IO-cost.

### 5.4 Analysis of Memory Usage

Observe that for an input list of \( 2^t \) buckets, Algorithm 1 essentially calls \( \text{MergeSplit} \) for \( O(2^t \cdot t) \) times. Hence, there is an in-place implementation that processes the nodes in the binary tree in increasing order of levels. However, this implementation does not have good IO-efficiency. The next lemma analyzes the memory usage of bucket funnel sort.

**Lemma 10 (Memory Usage of Bucket Funnel Sort).** On an input list of \( 2^t \) buckets of capacity \( Z \), bucket funnel sort uses \( O(2^t \cdot Z) \) memory.

*Proof.* By Lemma 6, an \((r,\ast)\)-bucket merger \( \text{BM} \) takes \( O(2r^2 Z) \) memory. Moreover, one call of \( \text{BM.Flush}() \) needs \( O(2r^3 Z) \) memory to write the output.

For \( t \geq 3 \), let \( r = \lfloor \frac{2}{3} \rfloor \) and \( s = t \mod 3 \). Then, the recursive structure of Algorithm 2 gives the recurrence for the memory usage of bucket funnel sort:

\[
S(t) \leq S(2r + s) + O(2^{3r} Z),
\]

where the base case is \( S(2) = O(Z) \). Solving the recurrence gives \( S(t) = O(2^t \cdot Z) \).

### 5.5 IO-Efficient Oblivious Random Permutation

Due to Section 4.2, our cache-agnostic, IO-efficient, Bucket Sort immediately gives rise to a cache-agnostic, IO-efficient Oblivious Random Permutation.
Specifically, we will instantiate the MetaORP algorithm described in Section 4.2 where mrsort can be realized by our IO-efficient Bucket Sort described in this section, and TrivialORP can be instantiated as in Lemma 3 of Section 3.2.

We thus obtain the following theorem.

**Theorem 9** (Cache-Agnostic Oblivious Random Permutation). *There exists a cache-agnostic, strongly oblivious random permutation algorithm with statistical security such that*

- **Assuming** \( M = \Omega(B^2) \), the algorithm permutes \( N \) elements in \( O(N \log N (\log \log \lambda)^2) \) time, \( O(N) \) space and \( O(\frac{N}{B} \log \frac{M}{B} \log \frac{N}{B}(\log \log \lambda)^3) \) IO-cost.

- **Assuming** \( M = \Omega(B^2) \), and \( B = \Omega(\log^{0.51} N) \), the algorithm permutes \( N \) elements in \( O(N \log N (\log \log \lambda)^2) \) time, \( O(N) \) space and \( O(\frac{N}{B} \log \frac{M}{B} \frac{N}{B}(\log \log \lambda)^2) \) IO-cost.

**Proof.** We consider MetaORP implemented with bucket sort and TrivialORP for the following cases. If \( N \leq Z \), then all elements fit into one bucket, and so the performance is asymptotically equivalent to performing bitonic sort on \( Z \) elements, which is implied directly from Lemma 12.

Otherwise, in MetaORP, observe that other than bucket sort, we assign random keys to each element, concatenate real elements after bucket sort, and apply random statistically oblivious permutation to elements in each of \( 2^\ell \) buckets. By Corollary 3, each random key is an \( O(\log N) \)-bit binary string, which can be stored in constant words. Hence, the IO-cost is dominated by the IO-cost of bucket sort, which is given later in Theorem 8, observing that \( 2^\ell = O(\frac{N}{Z}) \) gives the required bounds on the IO-cost. The runtime is also dominated by bucket sort because TrivialORP works on input size \( Z = \text{polylog} \lambda \).

The failure probability is implied by plugging in failure probability of mrsort (Corollary 3) and TrivialORP (Lemma 3) into MetaORP in Lemma 4.

6 From Oblivious Random Permutation to Oblivious Sort

Asharov et al. [7] observed that one way to construct (randomized) oblivious sort is through an oblivious random permutation as a stepping stone. The idea is to first obliviously and randomly permute the input array, and then apply any non-oblivious, comparison-based sorting algorithm. In our paper, we would like the non-oblivious, comparison-based sorting algorithm to also be cache-oblivious and small in IO-cost. We thus adopt the non-oblivious Funnel Sort by Frigo et al. [27]. For completeness, we formally state the observations made by Asharov et al. [7].

Recall that an oblivious random permutation is an algorithm that obliviously simulates a random permutation functionality henceforth denoted \( F_{\text{perm}} \), i.e., the functionality receives an array, chooses a random permutation and apply it on the elements of the array (“shuffling” it). The only allowed leakage is the length of the input.

**Constructing oblivious sort from oblivious random permutation.** Given an oblivious random permutation algorithm ORP and a non-oblivious comparison-based sorting algorithm (e.g., FunnelSort), one can easily construct an oblivious sorting algorithm as follows.

1. Given an input array \( X \), let \( Y := \text{ORP}(X) \).

2. Now, sort \( Y \) using a (non-oblivious) comparison-based sorting algorithm. Formally speaking, a sorting algorithm is comparison-based if the physical access pattern depends only on the relative ranking of elements in the input. A technical condition we need is that no two
elements have the same rank, which can be ensured by resolving any tie consistently using the IDs of the elements, for instance.

If both the oblivious random permutation ORP and the non-oblivious sorting algorithm has good IO-efficiency, then so will the resulting oblivious sorting algorithm. Therefore, we will instantiate the above algorithm using our novel IO-efficient oblivious random permutation which we construct in Section 4 and using Funnel Sort as the non-oblivious sorting algorithm.

**Lemma 11** (From ORP to oblivious sort). Suppose that ORP is a statistically (or perfectly resp.) strongly-oblivious random permutation algorithm and sort is a comparison based sorting algorithm, then the $\text{osort} (\cdot) := \text{sort} (\text{ORP} (\cdot))$ is a statistically (or perfectly resp.) strongly-oblivious sorting algorithm.

The proof of this Lemma is deferred to Appendix B.

**Instantiation of oblivious sort.** We instantiate oblivious sort using our oblivious random permutation (Theorem 9) and Funnel Sort [19][27].

The following theorem states the result of Funnel Sort.

**Theorem 10** (Funnel sort, Theorem 6 in [19]). Assuming $M = \Omega(B^2)$, funnel sort sorts $N$ comparable elements in $O(N \log N)$ time, $O(N)$ space and $O\left(\frac{N}{B} \log \frac{N}{B} \right)$ IO-cost.

We thus obtain the following corollary immediately.

**Corollary 4** (Performance of cache-agnostic oblivious sort). There exists a cache-agnostic, strongly oblivious sorting algorithm with statistical security such that

- Assuming $M = \Omega(B^2)$, the algorithm sorts $N$ elements by comparison in $O(N \log N (\log \log \lambda)^2)$ time, $O(N)$ space and $O\left(\frac{N}{B} \log \frac{N}{B} \log \log \lambda \right)$ IO-cost.

- Assuming $M = \Omega(B^2)$, and $B = \Omega(\log^{0.51} N)$, the algorithm sorts $N$ elements by comparison in $O(N \log N (\log \log \lambda)^2)$ time, $O(N)$ space and $O\left(\frac{N}{B} \log \frac{N}{B} \right)$ IO-cost.

## 7 Applications of Cache-Agnostic Oblivious Sort

### 7.1 Oblivious RAM

As mentioned, Oblivious RAM (ORAM) was originally proposed by Goldreich and Ostrovsky [28], [29]. In their seminal work, they showed a framework for constructing computationally secure ORAM schemes henceforth referred to as the **hierarchical ORAM** framework. Hierarchical ORAMs were later improved by several others [32][38][62]. The most essential building block in constructing hierarchical ORAMs is oblivious sorting; and thus our results on cache-agnostic oblivious sorting immediately gives rise to a cache-agnostic ORAM scheme whose asymptotical performance matches the best-known, cache-aware, external-memory ORAM scheme [32].

Below, we first give an overview of the hierarchical ORAM by Goodrich and Mitzenmacher [32] and improved later due to a better external-memory oblivious sorting algorithm by Goodrich [31] — the resulting construction by combining the two is the best known external-memory ORAM scheme (but is cache-aware). We then argue that by replacing their sorting algorithm with ours, we can obtain the same asymptotical result but in a cache-agnostic manner. Moreover, our ORAM algorithm is strongly oblivious but the earlier construction [31][32] is only weakly oblivious and thus prone to a possible cache timing attack.
Background on hierarchical ORAM. We describe the hierarchical ORAM framework. Data is stored in memory in a hierarchical data structure containing \( L := \log N + 1 \) levels, where level \( i \in \{0, 1, \ldots, L\} \) is a hash table that can store at most \( 2^i \) (real) elements. The original work by Goldreich and Ostrovsky [28,29] adopts an ordinary “balls-and-bins” hashing scheme; but Goodrich and Mitzenmacher [32] observed that this hash table can be replaced by a Cuckoo hash table to obtain tighter asymptotics. Upon a logical memory request for some logical address \( \text{addr} \), the CPU looks for the element from level 0 all the way to level \( L \). The CPU relies on a pseudorandom function to calculate \( O(1) \) hash table locations in every level where the logical address \( \text{addr} \) is allowed to reside. Once the logical address \( \text{addr} \) is found in some level, for the remaining levels, the CPU visits a random set of hash table locations. Thus the read phase requires reading \( O(\log N) \) random locations in memory.

The element being requested is removed from its original location during the aforementioned fetch phase. After the fetch phase, a maintain phase is necessary to reshuffle data. During the maintain phase, the fetched element (whose value may be updated if this is a write request), along with consecutive full levels 0, 1, \ldots, \( i \), are shuffled into the first empty level \( i + 1 \), and the hash table in level \( i + 1 \) is obliviously rebuilt. This oblivious rebuild operation is achieved through oblivious sorting. Specifically in Goodrich and Mitzenmacher’s construction, to rebuild a hash table of size \( 2^i \), we would need roughly \( O(\log N) \) oblivious sorts, initially on an array of length \( 2^i \), but the length of the array decreases exponentially with every oblivious sort. On average, each hash table of size \( 2^i \) is rebuilt every \( 2^i \) memory requests. Thus, on average every memory requests pays for

\[
\log N \cdot \frac{\text{OSort}(\lambda, N)}{N}
\]

cost for oblivious sort, where \( \frac{\text{OSort}(\lambda, N)}{N} \) is the cost per element for each oblivious sort.

The following theorem is proven by Goodrich and Mitzenmacher [32].

**Theorem 11 (Goodrich and Mitzenmacher ORAM [32]).** Assume that one-way functions exist. If there exists a (computationally or statistically) weakly-oblivious sorting algorithm that runs in time \( T(n, \lambda, M, B) \) and IO-cost \( C(n, \lambda, M, B) \) for sorting \( n \) elements where \( \lambda \) is the security parameter and \( M \) and \( B \) are the cache parameters, then, there exists a computationally secure, weakly-oblivious ORAM scheme such that for a logical memory of \( N \) words, each logical memory access requires \( O(\log N + \frac{T(N, \lambda, M, B)}{N} \log N) \) time and \( O(\log N + \frac{C(N, \lambda, M, B)}{N} \log N) \) IO-cost.

Note that in the above theorem the \( \log N \) term corresponds to the fetch-phase cost, and the \( \frac{T(N, \lambda, M, B)}{N} \log N \) and \( \frac{C(N, \lambda, M, B)}{N} \log N \) terms correspond to the maintain-phase costs that arise from oblivious sorting.

**Corollary 5.** Assume that one-way functions exist. If there exists a cache-agnostic, (computationally or statistically) strongly-oblivious sorting algorithm that runs in time \( T(n, \lambda, M, B) \) and IO-cost \( C(n, \lambda, M, B) \) for sorting \( n \) elements where \( \lambda \) is the security parameter and \( M \) and \( B \) are the cache parameters, then, there exists a cache-agnostic, computationally secure, weakly-oblivious ORAM scheme such that for a logical memory of \( N \) words, each logical memory access requires \( O(\log N + \frac{T(N, \lambda, M, B)}{N} \log N) \) time and \( O(\log N + \frac{C(N, \lambda, M, B)}{N} \log N) \) IO-cost.

**Proof.** Immediate due to Goodrich and Mitzenmacher [32]. Although their work does not care about being cache agnostic or strongly oblivious, it is not difficult to see that if they started with a cache agnostic and strongly oblivious sorting scheme, then their resulting ORAM construction would retain the same properties. \( \square \)
Now, combining Corollary 5 and Corollary 4, we immediately obtain the following theorem, where we obtain a cache-agnostic, strongly oblivious ORAM whose asymptotical IO-cost matches the best known cache-aware, weakly oblivious ORAM construction [31,32].

Theorem 12 (Cache-agnostic ORAM). Assume that one-way functions exist. There exists a computationally secure, strongly-oblivious ORAM scheme in the cache-agnostic model such that for a logical memory of $N \geq \lambda$ words, the ORAM consumes $O(N)$ space, and furthermore,

- Assuming $M \geq \Omega(B^2)$, then each logical memory request takes $O(\log^2 N (\log \log N)^2)$ time and $O(\log N + \frac{1}{B} \log N \log \frac{N}{M} (\log \log N)^3))$ IO-cost.

- Assuming $M \geq \Omega(B^2)$ and $B \geq \Omega(\log^{0.51} N)$, then each logical memory request takes $O(\log^2 N (\log \log N)^2)$ time and $O(\log N + \frac{1}{B} \log N \log \frac{N}{M} (\log \log N^3))$ IO-cost.

Proof. Straightforward due to Corollary 5 and Corollary 4.

7.2 Other Applications

Several earlier works [32,34,41,45] pointed out that given oblivious sorting, we can compile any program expressed in a MapReduce [18] or GraphLab [2] abstraction (assuming a certain nice properties hold for the reduce or aggregation function) into an efficient oblivious counterpart that is asymptotically faster than generic ORAM compilation. These works [41,45] also pointed out that many useful algorithms such as Page Rank [46] and matrix factorization can be expressed in efficiently in MapReduce and/or GraphLab abstractions. Therefore, our cache-agnostic oblivious sorting algorithm can also be leveraged to construct efficient oblivious algorithms for any algorithm that is efficiently expressible in MapReduce or GraphLab abstractions (assuming certain nice properties for the aggregate or reduce function).

8 Conclusion and Open Questions

We are the first to propose an external-memory, comparison-based oblivious sorting algorithm that has optimal IO-cost under the standard tall cache and wide cache-line assumptions; not only so, our construction is cache-agnostic in that the algorithm need not know the parameters of the storage architecture. Our results on sorting immediately gives rise to a new, cache-agnostic Oblivious RAM algorithm that matches the best known cache-aware result.

We also rethink security definitions for oblivious algorithms in the external-memory model. We point out a weakness in the security definition of earlier works on external-memory oblivious algorithms — thus making earlier algorithms vulnerable to a possible cache-timing attack. We thus propose a stronger notion of security and prove that our algorithms satisfy the stronger security notion. Thus our work lays a foundation for the study of new oblivious algorithms in the cache-agnostic model. We leave open several interesting questions:

- Can we construct a deterministic, external-memory oblivious sorting algorithm that is optimal in IO-cost?

- Can we construct a deterministic, cache-agnostic oblivious sorting algorithm that is optimal in IO-cost?
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Appendix

A Details of Some Simple Building Blocks

A.1 Bitonic Sort in the Cache-Agnostic Model

Bitonic sort \cite{EmilStefanov2012} is a perfectly oblivious and in-place deterministic sorting algorithm. It takes an array of elements and a boolean flag, and sorts the elements in non-decreasing order if flag is
true and in non-increasing order otherwise. Bitonic sort uses a subroutine bitonic merge, which is similar to bitonic sort, except that the input array needs to be bitonic. For completeness, we give the description of the algorithm. Since we use bitonic sort on smaller sub-instances (of the original problem of size \(N\)), we denote the size of the sub-problem by \(n\), which we assume is a power of 2 for notational convenience.

**Algorithm 7** Bitonic Sort

1: **procedure** BitonicSort\((A[i..i+n], \text{flag})\)  
// The input is a sub-array of A, where \(n\) is a power of 2; the procedure sorts the sub-array \(A[i..i+n]\) in non-decreasing order if \(\text{flag}\) is true, and non-increasing otherwise.
2: \[\text{if } n = 1 \text{ then} \]
3: \[\text{return} \]  // base case
4: BitonicSort\((A[i..i+n], \neg \text{flag})\);
5: BitonicSort\((A[i+n/2, i+n], \text{flag})\);
6: BitonicMerge\((A[i..i+n], \text{flag})\);
7: return

**Algorithm 8** Bitonic Merge

1: **procedure** BitonicMerge\((A[i..i+n], \text{flag})\)  
// The input is a sub-array of A that is bitonic, where \(n\) is a power of 2; the procedure sorts the sub-array \(A[i..i+n]\) in non-decreasing order if \(\text{flag}\) is true, and non-increasing otherwise.
2: \[\text{if } n = 1 \text{ then} \]
3: \[\text{return} \]  // base case
4: for \(j\) from 0 to \(n/2 - 1\) do
5: if \((A[i+j] > A[i+j+n/2]) \equiv \text{flag}\) then
6: Swap\((A[i+j], A[i+j+n/2])\);
7: BitonicMerge\((A[i..i+n], \text{flag})\);
8: BitonicMerge\((A[i+n/2, i+n], \text{flag})\);
9: return

**Lemma 12** (IO-cost of Bitonic Sort). If \(n\) elements fit into the cache of size \(M\), bitonic sort on \(n\) elements has IO-cost \(O(\lceil n/2 \rceil)\), where \(B\) is the size of a cache line; otherwise, it has IO-cost \(O(nB \log_2 n/M)\).

The special case \(M = B = 1\) implies that the algorithm runs in time \(O(n \log^2 n)\).

**Proof.** Since bitonic sort is an in-place sorting algorithm, if the \(n\) elements can fit into the cache, the IO-cost just comes from reading the input.

We next analyze the case when \(n > M\). Referring to Algorithm 8, the recurrence for the IO-cost of bitonic merge is given by:

\[C_m(n) \leq O(\frac{n}{B}) + 2 \cdot C_m(\frac{n}{2}),\]

where the \(O(\frac{n}{B})\) term comes from the linear scan in line 4 in Algorithm 8, and the base case is \(C_m(n_0) = O(\lceil \frac{n_0}{B} \rceil)\) for \(n_0 \leq M\). Solving the recurrence gives \(C_m(n) = O(\frac{n}{B} \log \frac{n}{B})\).

Referring to Algorithm 7, the recurrence for the IO-cost of bitonic sort is given by:
where the base case is \( C_s(n_0) = O(\lceil \frac{n_0}{B} \rceil) \) for \( n_0 \leq M \). Solving the recurrence gives \( C_s(n) = O(\frac{n}{B} \log^2 \frac{n}{B}) \).

### A.2 MergeSplit Algorithm

We now spell out the MergeSplit building block consumed by our Meta-BucketSort algorithm (see Section 4.3). MergeSplit \( (B_0, B_1, t) \) is a data-oblivious subroutine, which takes two input buckets in which all real elements share a \( t \)-bit prefix in their keys, and redistributes the elements into two output buckets based on the \( (t + 1) \)-st bit in the keys of real elements. Further, in each output buckets, the real elements appear before the dummy ones. This MergeSplit subroutine can be realized using \( O(1) \) linear scans and a single bitonic sort:

1. In one linear scan, count the number of real elements that should go to each output bucket.
2. In a second linear scan, tag each element to indicate which bucket it should go to, i.e., tag real element with the \( t + 1 \)-st bit of its key, and tag appropriate number of dummy elements with 0 and 1 so that there will be exactly \( Z \) elements tagged with each tag.
   If the number of real elements that should go to one bucket exceeds \( Z \), then throw the Overflow exception.
3. Bitonic sort the two buckets by their tags. If two elements have the same tag, then real elements should appear before dummies.

### B Proof of Lemma 11

In Section 6, we describe how to construct oblivious sort using oblivious random permutation as a building block. Now we give the proof of Lemma 11.

**Proof.** Our goal is to prove that given a statistically (or perfectly resp.) oblivious random permutation algorithm \( \text{ORP} \) and a non-oblivious, comparison based sorting algorithm \( \text{sort} \), there exists a simulator simulates the access pattern of \( \text{osort}(X) := \text{sort}(\text{ORP}(X)) \).

**Real.** We consider the following real-world distribution:

\[
\text{Real}(X) := \left( \text{sort}(Y), \ \text{Addr}^{\text{orP}}(X), \text{Addr}^{\text{sort}}(Y) \right), \quad \text{where } Y = \text{ORP}(X),
\]

\( \text{Addr}^{\text{orP}}(X) \) and \( \text{Addr}^{\text{sort}}(\text{ORP}(X)) \) denote the addresses of applying \( \text{ORP} \) followed by applying \( \text{sort} \) on the output of \( \text{ORP} \).

**Hybrid 1.** Let

\[
\text{Hyb}_1(X) := \left( \text{sort}(Y), \ \text{Sim}^{\text{orP}}(1^\lambda, |X|), \text{Addr}^{\text{sort}}(Y) \right), \quad \text{where } Y = \mathcal{F}_{\text{perm}}(X),
\]

\( \mathcal{F}_{\text{perm}} \) and \( \text{Sim}^{\text{orP}} \) are the ideal functionality and the simulator defined by oblivious random permutation. By the definition of oblivious random permutation \( \text{Real}(X) \) and \( \text{Hyb}_1(X) \) are statistically close (or identical, resp.).
Ideal. Let

$$\text{Ideal}(X) := \left( \mathcal{F}_{\text{sort}}(X), \text{Sim}^{\text{osort}}(1^X, |X|), \text{Addr}^{\text{sort}}(\mathcal{F}_{\text{perm}}(1, 2, \ldots, |X|)) \right).$$

To show that $\text{Hyb}_1(X)$ and $\text{Ideal}(X)$ are identical, observe that $\text{sort}(\mathcal{F}_{\text{perm}}(X))$ and $\mathcal{F}_{\text{sort}}(X)$ are identical. In addition, the outputs in both $\text{Hyb}_1$ and $\text{Ideal}$ depends only on $X$, which implies that they are independent from addresses. Observe that $\text{sort}$ is comparison-based, $\text{Addr}^{\text{sort}}$ depends only on the relative order of input array. It follows that $\text{Addr}^{\text{sort}}(\mathcal{F}_{\text{perm}}(X))$ and $\text{Addr}^{\text{sort}}(\mathcal{F}_{\text{perm}}(1, 2, \ldots, |X|))$ are identical because the ordering of $\mathcal{F}_{\text{perm}}(X)$ and $\mathcal{F}_{\text{perm}}(1, 2, \ldots, |X|)$ have identical distribution.

To complete, the simulator of $\text{osort}$ is $\text{Sim}^{\text{osort}}(1^X, |X|), \text{Addr}^{\text{sort}}(\mathcal{F}_{\text{perm}}(1, 2, \ldots, |X|)).$