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Abstract—We design a novel, communication-efficient, failure-robust protocol for secure aggregation of high-dimensional data. Our protocol allows a server to compute the sum of large, user-held data vectors from mobile devices in a secure manner (i.e. without learning each user’s individual contribution), and can be used, for example, in a federated learning setting, to aggregate user-provided model updates for a deep neural network. We prove the security of our protocol in the honest-but-curious and malicious settings, and show that security is maintained even if an arbitrarily chosen subset of users drop out at any time. We evaluate the efficiency of our protocol and show, by complexity analysis and a concrete implementation, that its runtime and communication overhead remain low even on large data sets and client pools. For 16-bit input values, our protocol offers 1.73× communication expansion for 2^{16} users and 2^{10}-dimensional vectors, and 1.98× expansion for 2^{14} users and 2^{24}-dimensional vectors over sending data in the clear.

I. INTRODUCTION

Machine learned models trained on sensitive real-world data promise improvements to everything from medical screening [1] to disease outbreak discovery [2]. And the widespread use of mobile devices means even richer—and more sensitive—data is becoming available [3]. However, large-scale collection of sensitive data entails risks. A particularly high-profile example of the consequences of mishandling sensitive data occurred in 1988, when the video rental history of a nominee for the US Supreme Court was published without his consent [4]. The law passed in response to that incident remains relevant today, limiting how online video streaming services can use their user data [5].

This work outlines an approach to advancing privacy-preserving machine learning by leveraging secure multiparty computation (MPC) to compute weighted averages of model parameter updates from individual users’ devices in a secure manner. The problem of computing a multiparty weighted average where no party reveals its update in the clear—even to the aggregator—is referred to as Secure Aggregation. As described in Section II, the secure aggregation primitive can be used to privately combine the outputs of local machine learning on user devices, in order to update a global model. Training models in this way offers tangible benefits—a user’s device can share an update knowing that the service provider will only see that update after it has been averaged with those of other users.

While secure aggregation alone may suffice for some applications, for other applications stronger guarantees may be needed, as indicated by the failures of ad-hoc anonymization techniques [6], [7], [8], and by the demonstrated capability to extract information about individual training data from fully-trained models (which are essentially aggregates) [9], [10], [11]. In such cases, secure aggregation composes well with differential privacy [12]. This is particularly advantageous in the local privacy setting [13], which offers provable guarantees for the protection of individual training examples [14], [15] even when the data aggregator is not assumed to be trusted [16], [17].

For example, when computing averages, partial averages over subgroups of users may be computed and privacy-preserving noise may be incorporated [18] before revealing the results to the data aggregator. Under some privatization schemes, for a fixed total number of users and for secure aggregation subgroups of size $n$, the same amount of differential privacy may be offered to each user while reducing the standard deviation of the estimated average across all users by a factor of $\sqrt{n}$ relative to providing local differential privacy without secure aggregation [18]. Thus, secure aggregation over just 1024-user subgroups holds the promise of a $32\times$ improvement in differentially private estimate precision. We anticipate that these utility gains will be crucial as methods for differentially private deep learning in the trusted-aggregator setting [14] are adapted to support untrusted aggregators, though a detailed study of the integration of differential privacy, secure aggregation, and deep learning is beyond the scope of the current work.

The secure aggregation problem has been a rich area of research: different approaches include works based on generic secure multi-party computation protocols, works based on DC-nets, works based on partially- or fully-homomorphic threshold encryption, and works based on pairwise masking. We discuss these existing works in more detail in Section IV and compare them to our approach.

We are particularly focused on the setting of mobile devices, where communication is extremely expensive, and dropouts are common. Given these constraints, we would like our protocol to incur no more than twice as much communication as sending the data vector to be aggregated in the clear, and would also

1See Appendix D for details.
like the protocol to be fully robust to users dropping at any point. We believe that previous works do not address this mixture of constraints, which is what motivates our work.

A. Our Results

We present a protocol for securely computing sums of vectors, which has a constant number of rounds, low communication overhead, robustness to failures, and which requires only one server with minimal trust. In our design the server has two roles: it routes messages between the other parties, and it computes the final result. We present two variants of the protocol: one is more efficient and can be proven secure against honest but curious adversaries, in the plain model. The other guarantees privacy against malicious adversaries (including a malicious server), but requires an extra round, and is proven secure in the random oracle model. In both cases, we can show formally that the server only learns users’ inputs (including a malicious server), but requires an extra round, and the other guarantees privacy against malicious adversaries.

B. Organization

In Section II we describe the machine learning application that motivates this work. In Section III we give a high-level description of our protocol design. We discuss related work in Section IV. We present our formal protocol description in Section V. In Section VI we show security against honest-but-curious (passive) adversaries in Sections VI. In that section, we also include a high-level discussion of privacy against malicious (active) adversaries, and give a full proof of the same in Appendix C. In Section VII we give performance numbers based on a prototype implementation. Finally, we discuss some issues surrounding practical deployments and future work in Section VIII. We also provide an Appendix that includes the aforementioned proof of privacy against active adversaries, formalizes the cryptographic primitives used throughout the paper, and provides some technical lemmas.

II. SECURE AGGREGATION FOR FEDERATED LEARNING

Consider training a deep neural network to predict the next word that a user will type as she composes a text message. Such models are commonly used to improve typing efficacy for a phone’s on-screen keyboard [19]. A modeler may wish to train such a model on all text messages across a large population of users. However, text messages frequently contain sensitive information; users may be reluctant to upload a copy of them to the modeler’s servers. Instead, we consider training such a model in a Federated Learning setting, wherein each user maintains a private database of her text messages securely on her own mobile device, and a shared global model is trained under the coordination of a central server based upon highly processed, minimally scoped, ephemeral updates from users [20, 10].

A neural network represents a function $f(x, \Theta) = y$ mapping an input $x$ to an output $y$, where $f$ is parameterized by a high-dimensional vector $\Theta \in \mathbb{R}^m$. For modeling text message composition, $x$ might encode the words entered so far and $y$ a probability distribution over the next word. A training example is an observed pair $(x, y)$ and a training set is a collection $D = \{(x_i, y_i) : i = 1, \ldots, m\}$. A loss is defined on a training set $L_f(x, y, \Theta) = \frac{1}{|D|} \sum_{(x_i, y_i) \in D} L_f(x_i, y_i, \Theta)$, where $L_f(x, y, \Theta) = \ell(f(x, \Theta), y)$ for a loss function $\ell$, e.g., $\ell(y, \hat{y}) = ||y - \hat{y}||_2$.

Training a neural network consists of finding parameters $\Theta$ that achieve small average across users: $\nabla L_f(D_t, \Theta) = \frac{1}{|D_t|} \sum_{u \in D_t} \delta^t_u$, where $\delta^t_u = \frac{\partial L_u}{\partial \Theta} = |D_u| \nabla L_f(D_u, \Theta_t)$. A user can thus share just $(|D_u|, \delta^t_u)$ with the server, from which a gradient descent step:

$$\Theta^{t+1} \leftarrow \Theta^t - \eta \nabla L_f(D^t, \Theta^t).$$

may be taken.

Although each update $(|D_u|, \delta^t_u)$ is ephemeral and contains no more (and typically significantly less) information than the raw $D_u$, a user might still wonder what information remains. There is evidence that a trained neural network’s parameters sometimes allow reconstruction of training examples [9, 10, 11, 14]; might the parameter updates be subject to similar attacks? For example, if the input $x$ is a one-hot vocabulary-length vector encoding the most recently typed word, common neural network architectures will contain at least one parameter $\theta_w$ in $\Theta$ for each word $w$ such that $\frac{\partial \ell}{\partial \theta_w}$ is non-zero only when $x$ encodes $w$. Thus, the set of recently typed words in $D_u$ would be revealed by inspecting the non-zero entries of $\delta^t_u$. However, the server does not need to access any individual user’s update in order to perform stochastic gradient descent; it requires only the sums $\sum_{u \in U^t} |D_u|, \sum_{u \in U^t} \delta^t_u$. Using a Secure Aggregation protocol to compute these sums would ensure that the server learns only that one or more users in $U^t$ wrote the word $w$, but not which users.

Federated Learning systems face several practical challenges. Mobile devices have only sporadic access to power and network connectivity, so the set $U^t$ participating in each update step is unpredictable and the system must be robust to users dropping
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We divide the parties into two classes: a single server \( S \) that aggregates inputs from \( n \) client parties \( \mathcal{U} \). Each user \( u \in \mathcal{U} \) holds a private vector \( x_u \) of dimension \( m \); for simplicity we assume the elements are in \( \mathbb{Z}_R \). The goal of the protocol is to compute \( \sum_{u \in \mathcal{U}} x_u \) in a secure fashion: at a high level, we guarantee the server only learns a sum of the clients’ inputs containing contributions from at least a large fraction of the users and that users learn nothing.

1) Masking with One-Time Pads: The first observation is that \( \sum_{u \in \mathcal{U}} x_u \) can be computed with perfect secrecy if \( x_u \) is masked in a particular way. Suppose each pair of users \((u,v)\) agree on some random vector \( s_{u,v} \). If \( u \) adds this to \( x_u \) and \( v \) subtracts it from \( x_v \), then the mask will be canceled when their vectors are added, but their actual inputs will not be revealed. In other words, each user \( u \) computes:

\[ y_u = x_u + \sum_{v \in \mathcal{U} : u < v} s_{u,v} - \sum_{v \in \mathcal{U} : u > v} s_{v,u} \quad (mod R) \]

and sends \( y_u \) to the server, and the server computes:

\[ z = \sum_{u \in \mathcal{U}} y_u \]

\[ = \sum_{u \in \mathcal{U}} \left( x_u + \sum_{v \in \mathcal{U} : u < v} s_{u,v} - \sum_{v \in \mathcal{U} : u > v} s_{v,u} \right) \]

\[ = \sum_{u \in \mathcal{U}} x_u \quad (mod R) \]

There are two shortcomings to this approach. The first is that the users must exchange the random vectors \( s_{u,v} \), which, if done naively, would require quadratic communication overhead (\(|\mathcal{U}| \times |x|\)). The second is that there is no tolerance for a party failing to complete the protocol: if a user \( u \) drops out after exchanging vectors with other users, but before submitting \( y_u \) to the server, the vector masks associated with \( u \) would not be canceled in the sum \( z \).

2) Efficient Communication and Handling Dropped Users: We notice that we can reduce the communication complexity by having the parties agree on common seeds for a pseudorandom generator (PRG) rather than on the entire mask \( s_{u,v} \). These shared seeds will be computed by having the parties exchange Diffie-Hellman public keys and engaging in a key agreement.

One approach to handling dropped-out users would be to notify the surviving users of the drop-out, and to have them each reply with the common seed they computed with the dropped user. This approach still has a problem: additional users may drop out in the recovery phase before replying with the seeds, which would thus require an additional recovery phase for the newly dropped users’ seeds to be reported, and so on, leading the number of rounds up to at most the number of users.

We use the terms user and client interchangeably.
We resolve this problem by using a threshold secret sharing scheme and having each user send shares of their Diffie-Hellman secret to all other users. This allows pairwise seeds to be recovered even if additional parties drop out during the recovery, as long as some minimum number of parties (equal to the threshold) remain alive and respond with the shares of the dropped users’ keys.

This approach solves the problem of unbounded recovery rounds, but still has an issue: there is a possibility that a user’s data might accidentally be leaked to the server. Consider a scenario where a user $u$ is too slow in sending its $y_u$ to the server. The server assumes that the user has dropped, and asks all other users to reveal their shares of $u$’s secret key, in order to remove $u$’s uncancelled masks from $z$. However, just after receiving these shares and computing each of the $s_{u,v}$ values, the server may receive the delayed $y_u$ from $u$. The server is now able to remove all the masks from $y_u$, and learn $x_u$ in the clear, breaking security for $u$. Moreover, a malicious server can similarly learn $x_u$ simply by lying about whether user $u$ has dropped out.

3) Double-Masking to Protect Security: To resolve this new security problem, we introduce a double-masking structure that protects $x_u$ even when the server can reconstruct $u$’s masks.

First, each user $u$ samples an additional random value $b_u$ during the same round as the generation of the $s_{u,v}$ values. During the secret sharing round, the user also generates and distributes shares of $b_u$ to each of the other users. When generating $y_u$, users also add this secondary mask:

$$y_u = x_u + b_u + \sum_{v \in U: u < v} s_{u,v} - \sum_{v \in U: u > v} s_{v,u} \pmod{R}$$

During the recovery round, the server must make an explicit choice with respect to each user $v$: from each surviving member $v$, the server can request either a share of the common secret $s_{u,v}$ associated with $u$ or a share of the $b_u$ for $u$; an honest user $v$ will never reveal both kinds of shares for the same user. After gathering at least $t$ shares of $s_{u,v}$ for all dropped users and $t$ shares of $b_u$ for all surviving users, the server can subtract off the remaining masks to reveal the sum.

4) Putting it all Together: We summarize our protocol in Figure 2. and its asymptotic costs in Figure 3. The computational cost is quadratic for the users, and cubic for the server. As the size of the data vector gets large, the communication and storage overhead for each of the clients and the server using our protocol approaches a multiplicative constant over sending the data in the clear.

IV. RELATED WORK

In this section, we review the many existing works in the field and briefly discuss how they compare to our work.

As noted in Section I, we emphasize that our focus is on mobile devices, where bandwidth is expensive, and dropouts are common. Consequently, our main goal is to minimize communication while guaranteeing robustness to dropouts. Computational cost is an important, but secondary, concern. These constraints will motivate our discussion of, and comparison with, existing works.

A. Works based on Generic Secure Multiparty Computation:

As noted in Section I, there is a long line of work showing how multiple parties can securely compute any function using generic secure MPC [23, 24, 25, 26, 27]. These works generally fall into two categories: those based on Yao’s garbled circuits, and those based on homomorphic secret sharing. The protocols based on Yao’s garbled circuits are better suited to 2- or 3-party secure computation, and do not extend easily to hundreds of users.

The MPC protocols based on secret sharing, however, easily extend to hundreds of users. In addition, these protocols have become relatively computationally efficient, and can be made easily robust against dropouts. Some works, notably [28], optimize these generic techniques for the specific task of secure summation, and have publicly available implementations.

However, the key weakness of the secret-sharing based generic MPC approach is communication cost. In all such protocols, each user broadcasts a secret-share of its entire data vector to some subset of the other users. To guarantee robustness, this subset of users must be relatively large: robustness is essentially proportional to the size of the subset. Additionally, each secret share is as long the size of the entire data vector.

This approach thus becomes prohibitively expensive in our setting, where dropouts are common and data vectors are very large. We defer a detailed cost comparison to an upcoming version of this paper.

B. Works based on Dining Cryptographers Networks:

Dining cryptographers networks, or DC-nets, are a type of communication network which provide anonymity by using pairwise blinding of inputs [29, 30], similarly to our secure aggregation protocol. The basic version of DC-nets, in which a single participant at a time sends an anonymous message, can be viewed as the restricted case of secure aggregation in which all users except for one have an input of 0. Recent research has examined increasing the efficiency of DC-nets protocols and allowing them to operate in the presence of malicious users [31]. But previous DC-nets constructions share the flaw that, if even one user aborts the protocol before sending its message, the protocol must be restarted from scratch, which can be very expensive [32].

C. Works based on Pairwise Additive Masking:

Pairwise blinding using additive stream ciphers has been explored in previous work [15, 18, 33, 34], and deal with dropouts/failures in different ways. [33, 34] rely on multiple non-colluding servers to provide robustness to client failures, but these schemes still abort in the case of a single server failure.

The work of Ács and Castelluccia [15], and the modification suggested by [18], are the most closely related to our scheme,
and have an explicit recovery round to deal with failures. Their protocols operate very similarly to ours: pairs of clients use Diffie-Hellman key exchange to agree on pairwise masks, and send the server their data vectors, summed with each of their pairwise masks and also a “self-mask”. In the recovery step, the server tells all un-dropped clients which other clients dropped out, and each un-dropped client responds with the sum of their (uncancelled) pairwise masks with the dropped users, added to their “self-mask”. The server subtracts these “recovery” values from the masked vectors received earlier, and correctly learns the sum of the undropped users’ data.

However, their recovery phase is brittle: if additional users drop out during the recovery phase, the protocol cannot continue. Simply repeating the recovery round is not sufficient, since this has the potential to leak the “self-masks” of the surviving users, which in turn can leak their data vectors. Furthermore, the recovery round takes a significant portion of the protocol running time. This is because the clients send the sum of expanded masks, which are as long as the plaintext data vector. This means that almost half of the communication of the entire protocol occurs during the recovery round. In the volatile setting of mobile devices that can lose power or network, this leads to a significant risk of dropouts during that phase.

Adding a more robust recovery phase is essential for the mobile setting, and we view this as one of our key improvements over their works.

D. Schemes based on (Threshold) Homomorphic Encryption

Schemes based on threshold additively-homomorphic cryptosystems (e.g. the Paillier cryptosystem) can handle client dropouts, but are either computationally expensive, or require additional trust assumptions. For example, Paillier-based schemes require an expensive-to-generate set of threshold decryption keys, that must either be generated and distributed by a trusted third party who then has the ability to break the entire security of the protocol, or be obliviously generated collaboratively by the parties in the protocol, which is very expensive.

The difficulty with threshold key-generation likewise affects schemes based on Fully Homomorphic Encryption.

Halevi, Lindell and Pinkas present a protocol that uses homomorphic encryption to securely compute the sum in just one round of interaction between the server and each of the clients (assuming a PKI is already in place). Their protocol has the substantial advantage that all parties do not need to be online simultaneously for the protocol to execute. However, the protocol also requires the communication rounds to be carried out sequentially (i.e. messages cannot be sent in parallel, as the server needs to wait for each client’s response before he can send the next message to the following client). More importantly for our setting, their protocol does not deal with clients dropping out: all clients included in the protocol must respond before the server can learn the decrypted sum.

V. A Practical Secure Aggregation Protocol

The protocol is run (in a synchronous network) between a server and a set of $n$ users, and consists of four rounds. Each user $u$ holds as input a vector $x_u$ (of equal length $m$) consisting of elements from $\mathbb{Z}_R$ for some $R$. The server has no input, but can communicate with the users through secure (private and authenticated) channels. At any point, users can drop out of the protocol (in which case they stop sending messages completely), and the server will be able to produce a correct output as long as $t$ of them survive until the last round. To simplify the notation we assume that each user $u$ is assigned a unique “logical identity” (also denoted with $u$) in the form of an integer between 1 and $n$, so that no two honest
users share the same index \[^4\]

A complete description is provided in Figure \[^4\]. We assume the following cryptographic primitives (detailed descriptions can be found in the appendix):

- **Threshold Secret Sharing**: (SS.share, SS.reconstruct)
- **Key Agreement**: (KA.paramGen, KA.gen, KA.agree)
- **Authenticated Encryption**: (AE.enc, AE.dec)
- **Pseudorandom Generator**: (PR)
- **Signature Scheme**: (SIG.gen, SIG.sign, SIG.verify)

We stress that, in Figure \[^4\] when we say that the server “collects messages from at least \(t\) users”, we mean that the server receives the messages from all users that have not dropped out/aborted in that round (recall that we prove our results in the synchronous setting), and aborts if the number of messages received is less than \(t\). In a practical implementation, the server would wait until a specified timeout (considering all users who did not respond in time to have dropped out), and abort itself if not enough messages are received before such timeout.

To prove security in the malicious model, we also assume the existence of a Public Key Infrastructure, which for simplicity we abstract away by assuming all clients receive as input (from a trusted third party) public signing keys for all other clients.

Overall, the protocol is parameterized over a security parameter \(k\), which can be adjusted to bound the success probability of any attacker. In all theorems, we implicitly assume that the number of clients \(n\) is polynomially bounded in the security parameter. Moreover, some of the primitives also require additional global parameters.

We note that Figure \[^4\] presents both variants of the protocol: in the honest but curious case, since all parties are following the protocol honestly, we can avoid the use of signatures and the need for a PKI (which, most notably, allows us to avoid the ConsistencyCheck round entirely).

VI. Security Analysis

In our security arguments, we will make use of an important technical lemma (Lemma \[^1\] presented in the Appendix). It says that if users’ values have uniformly random pairwise masks added to them, then the resulting values look uniformly random, conditioned on their sum being equal to the sum of the users’ values. In other words, the pairwise masks hide all information about users’ individual inputs, except for their sum.

A. Honest but Curious Security

Here, we argue that our protocol is a secure multiparty computation in the honest but curious setting, regardless of how and when parties abort. In particular, we prove that when executing the protocol with threshold \(t\), the joint view of the server and any set of less than \(t\) (honest) users does not leak any information about the other users’ inputs, besides what can be inferred from the output of the computation. Before formally stating our result, we introduce some notation.

We will consider executions of our secure aggregation protocol where the underlying cryptographic primitives are instantiated with security parameter \(k\), a server \(S\) interacts with a set \(U\) of \(n\) users (denoted with logical identities \(1, \ldots, n\)) and the threshold is set to \(t\). In such executions, users might abort at any point during the execution, and we denote with \(U_1 \supseteq U_2 \supseteq U_3 \supseteq U_4 \supseteq U_5\) subsets of the users that correctly sent their message to the server at round \(t - 1\). For example, in users in \(U_2 \setminus U_1\) are exactly those that abort before sending the message to the server in Round 2, but after sending the message of Round 1. If Round ConsistencyCheck has been omitted, define \(U_3 \defeq U_5\).

Denote the input of each user \(u\) with \(x_u\), and with \(x_{U'}\) the inputs of all users in \(U'\). In such a protocol execution, the view of a party consists of its internal state (including its input and randomness) and all messages this party received from other parties (the messages sent by this party do not need to be part of the view because they can be determined using the other elements of its view). Moreover, if the party aborts, it stops receiving messages and the view is not extended past the last message received.

Given any subset \(C \subseteq U \cup \{S\}\) of the parties, let \(\text{REAL}^{U,t,k}_C(x_{U},U_1,U_2,U_3,U_4,U_5)\) be a random variable representing the combined views of all parties in \(C\) in the above protocol execution, where the randomness is over the internal randomness of all parties, and the randomness in the setup phase.

Our first theorem shows that the joint view of any subset of honest users (excluding the server) can be simulated given only the knowledge of the inputs of those users. Intuitively, this means that those users learn “nothing more” than their own inputs.

**Theorem 1** (Honest But Curious Security, against clients only). There exists a PPT simulator \(\text{SIM}\) such that for all \(k, t, U\) with \(t \leq |U|\), \(x_{U},U_1,U_2,U_3,U_4,U_5\) and \(C\) such that \(C \subseteq U\), \(U_1 \supseteq U_2 \supseteq U_3 \supseteq U_4 \supseteq U_5\), the output of \(\text{SIM}\) is perfectly indistinguishable from the output of \(\text{REAL}^{U,t,k}_C\):

\[
\text{REAL}^{U,t,k}_C(x_{U},U_1,U_2,U_3,U_4,U_5) = \text{SIM}^{U,t,k}(x_C,U_1,U_2,U_3,U_4,U_5)
\]

**Proof.** Note that, since the view of the server is omitted, the joint view of the parties in \(C\) does not depend (in an information theoretic sense) on the inputs of the parties not in \(C\). The simulator can therefore produce a perfect simulation by running the honest but curious users on their true inputs, and all other users on a dummy input (for example, a vector of \(0\)s), and outputting the simulated view of the users in \(C\). In more detail, the only value sent by the honest parties which depend on their input is \(y_u\) (sent to the server in round MaskedInputCollection). One can easily note that the response sent by the server to the users in round MaskedInputCollection just contains a list of user identities which depends on which users responded on the previous round, but not on the specific \(y_u\) values of the responses. This means
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- **Setup:**
  - All parties are given the security parameter $k$, the number of users $n$ and a threshold value $t$, honestly generated $pp \leftarrow KA.gen(k)$, parameters $m$ and $R$ such that $\mathbb{Z}_p^R$ is the space from which inputs are sampled, and a field $\mathbb{F}$ to be used for secret sharing. All users also have a private authenticated channel with the server.
  - All users $u$ receive their signing key $d_u^{PK}$ from the trusted third party, together with verification keys $d_u^{PP}$ bound to each user identity $v$.

- **Round 0 (AdvertiseKeys):**
  - **User $u$:**
    - Generate keys $(c_u^{PP}, c_u^{PK}, \sigma_u) \leftarrow KA.gen(pp)$, $(s_u^{PK}, s_u^{SK}) \leftarrow KA.gen(pp)$, and generate $\sigma_u \leftarrow SIG.sign(d_u^{SK}, e_u^{PP} || d_u^{PK})$.
    - Send $(c_u^{PP} || s_u^{PK} || \sigma_u)$ to the server (through the private authenticated channel) and move to next round.

- **Server:**
  - Collect at least $t$ messages from individual users in the previous round (denote with $U_t$ this set of users). Otherwise, abort.
  - Broadcast to all users in $U_t$ the list $(\{v, c_v^{PK}, s_v^{PK}, \sigma_v\})_{v \in U_t}$ and move to next round.

- **Round 1 (ShareKeys):**
  - **User $u$:**
    - Receive the list $(\{v, c_v^{PK}, s_v^{PK}, \sigma_v\})_{v \in U_t}$ broadcasted by the server. Assert that $|U_t| \geq t$, that all the public key pairs are different, and that $\forall v \in U_t$, $\text{SIG.verify}(d_u^{PK}, c_u^{PK} || s_u^{PK}, \sigma_u) = 1$.
    - Sample a random element $b_u \leftarrow \mathbb{F}$ (to be used as a seed for a PRG).
    - Generate $t$-out-of-$|U_t|$ shares of $s_u^{SK} : \{s_v^{SK} \}_{v \in U_t} \leftarrow SS.share(s_u^{SK}, t, U_t)$
    - Generate $t$-out-of-$|U_t|$ shares of $b_u : \{(b_v, b_u)\}_{v \in U_t} \leftarrow SS.share(b_u, t, U_t)$
    - For each other user $v \in U_t \setminus \{u\}$, compute $e_{u,v} \leftarrow AE.enc(KA.agree(c_v^{SK}, c_v^{PK}), u || v || s_v^{SK} || b_v, v)$
    - If any of the above operations (assertion, signature verification, key agreement, encryption) fails, abort.
    - Send all the ciphertexts $e_{u,v}$ to the server (each implicitly containing addressing information $u, v$ as metadata).
    - Store all messages received and values generated in this round, and move to the next round.

- **Server:**
  - Collect lists of ciphertexts from at least $t$ users (denote with $U_{U_t} \subseteq U_t$ this set of users).
  - Sends to each user $u \in U_2$ all ciphertexts encrypted for it: $(e_{u,v})_{v \in U_{U_t}}$ and move to the next round.

- **Round 2 (MaskedInputCollection):**
  - **User $u$:**
    - Receive (and store) from the server the list of ciphertexts $(e_{u,v})_{v \in U_{U_t}}$ (and infer the set $U_{U_t}$). If the list is of size $t < |U_t|$, abort.
    - For each other user $v \in U_{U_t} \setminus \{u\}$, compute $s_{u,v} \leftarrow KA.agree(s_v^{SK}, s_u^{PK})$ and expand this value using a PRG into a random vector $p_{u,v} = \Delta_{u,v} \cdot \text{PRG}(s_{u,v})$, where $\Delta_{u,v} = 1$ when $u > v$, and $\Delta_{u,v} = -1$ when $u < v$ (note that $p_{u,v} + p_{v,u} = 0 \forall u \neq v$).
    - Additionally, define $p_{u,u} = 0$.
    - Compute the user’s own private perturbation vector $p_u = \text{PRG}(b_u)$. Then, Compute the masked input vector
      $$y_u \leftarrow x_u + p_u + \sum_{v \in U_{U_t}} p_{u,v} \pmod{R}$$
    - If any of the above operations (key agreement, PRG) fails, abort. Otherwise, Send $y_u$ to the server and move to the next round.

- **Server:**
  - Collect $y_u$ from at least $t$ users (denote with $U_{Y_t} \subseteq U_2$ this set of users). Send to each user in $U_t$ the list $U_{Y_t}$.

- **Round 3 (ConsistencyCheck):**
  - **User $u$:**
    - Receive from the server a list $U_{Y_t} \subseteq U_2$ consisting of at least $t$ users (including itself). If $U_{Y_t}$ is smaller than $t$, abort.
    - Send to the server $\sigma'_u \leftarrow \text{SIG.sign}(d_u^{SK}, U_{Y_t})$.

- **Server:**
  - Collect $\sigma'_u$ from at least $t$ users (denote with $U_{\sigma'_u} \subseteq U_3$ this set of users). Send to each user in $U_t$ the set $(\{v, \sigma'_v\})_{v \in U_{\sigma'_u}}$.

- **Round 4 (Unmasking):**
  - **User $u$:**
    - Receive from the server a list $(\{v, \sigma'_v\})_{v \in U_{\sigma'_u}}$. Verify that $U_t \subseteq U_{\sigma'_u}$, that $|U_t| \geq t$ and that $\text{SIG.verify}(d_v^{PK}, U_{\sigma'_u}, \sigma'_v) = 1$ for all $v \in U_t$ (otherwise abort).
    - For each other user $v$ in $U_{U_t} \setminus \{u\}$, decrypt the ciphertext $v || u' || s_{v,u} || b_{v,u} \leftarrow AE.dec(KA.agree(c_v^{SK}, c_v^{PK}), e_{v,u})$ received in the MaskedInputCollection round and assert that $u = u' \land v = v'$.
    - If any of the decryption operations fail (in particular, the ciphertext does not correctly authenticate), abort.
    - Send a list of shares to the server, which consists of $s_{v,u}$ for users $v \in U_{t} \setminus U_{Y_t}$ and $b_{v,u}$ for users in $v \in U_{Y_t}$.

- **Server (generating the output):**
  - Collect responses from at least $t$ users (denote with $U_3$ this set of users).
  - For each user in $u \in U_{U_t} \setminus U_{Y_t}$, reconstruct $s_u^{SK} \leftarrow \text{SS.reconstruct}((s_{u,v}^{SK})_{v \in U_{U_t}})$ and use it (together with the public keys received in the AdvertiseKeys round) to reconstruct $p_{u,v}$ for all $v \in U_3$ using the PRG.
  - For each user $u \in U_3$, reconstruct $b_u \leftarrow \text{SS.reconstruct}((b_{u,v})_{v \in U_{U_t}})$ and then recompute $p_u$ using the PRG.
  - Compute and output $z = \sum_{u \in U_3} x_u$ as
    $$z = \sum_{u \in U_3} x_u = \sum_{u \in U_3} y_u - \sum_{u \in U_3} p_u + \sum_{u \in U_{Y_t}, v \in U_{U_t} \setminus U_{Y_t}} p_{u,v}$$
that the simulator can use dummy values for the inputs of all honest parties not in \( C \), and the joint view of users in \( C \) will be identical to that in \( \text{REAL}^{t,t,k} \).

In our next theorem, we consider security against an honest-but-curious server, who can additionally combine knowledge with some honest-but-curious clients. We show that any such a server

**Theorem 2** (Honest But Curious Security, with curious server). There exists a PPT simulator \( \text{SIM} \) such that for all \( t,U, x, x_t, u, u_t, \) and \( C \) such that \( C \subseteq U \cup \{ S \} \), \( |C| < t \), \( U \supseteq U_1 \supseteq U_2 \supseteq U_3 \supseteq U_4 \supseteq U_5 \), the output of \( \text{SIM} \) is computationally indistinguishable from the output of \( \text{REAL}^{t,t,k} \):

\[
\text{REAL}^{t,t,k}_C(x_t, u_t, u_2, u_3, u_4, u_5) \approx \text{SIM}^{t,t,k}_C(x, u, u_1, u_2, u_3, u_4, u_5)
\]

where

\[
z = \begin{cases} \sum_{u \in U \setminus C} x_u & \text{if } |U_3| \geq t \\ \perp & \text{otherwise.} \end{cases}
\]

**Proof.** We prove the theorem by a standard hybrid argument. We will define a simulator \( \text{SIM} \) through a series of (polynomially many) subsequent modifications to the random variable \( \text{REAL} \), so that any two subsequent random variables are computationally indistinguishable.

Hyb 0 This random variable is distributed exactly as \( \text{REAL} \), the joint view of the parties \( C \) in a real execution of the protocol.

Hyb 1 In this hybrid, we change the behavior of simulated honest parties in the set \( U_2 \setminus C \), so that instead of using \( \text{KA.agree}(c_H^{SK}, c_E^{SK}) \) to encrypt and decrypt messages to other users \( v \) in the same set, they use a uniformly random encryption key \( c_{u,v} \) chosen by the simulator. The Decisional Diffie-Hellman assumption (as recalled in Definition 1) guarantees that this hybrid is indistinguishable from the previous one.

Hyb 2 In this hybrid, we substitute all ciphertexts encrypted by honest parties in the set \( U_2 \setminus C \) and sent to other honest parties with encryptions of 0 (padded to the appropriate length) instead of shares of \( s^{SK}_u \) and \( b_u \). However, the honest clients in that set continue to respond with the correct shares of \( s^{SK}_u \) and \( b_u \) in Round Unmasking. Since only the contents of the ciphertexts have changed, IND-CPA security of the encryption scheme guarantees that this hybrid is indistinguishable from the previous one.

Hyb 3 Define:

\[
U^* = \begin{cases} U_2 \setminus C & \text{if } z = \perp \\ U_2 \setminus U_3 \setminus C & \text{otherwise.} \end{cases}
\]

This hybrid is distributed exactly as the previous one, but here we substitute all shares of \( b_u \) generated by parties \( u \in U^* \) and given to the corrupted parties in Round ShareKeys with shares of 0 (using a different sharing of 0 for every \( u \in U^* \)). Note that, in this hybrid and the previous one, the adversary does not receive any additional shares of \( b_u \) for users \( u \) in the set \( U^* \) in Round Unmasking, either because the honest clients do not shares of \( b_u \) for such \( u \), or because all honest clients abort (when \( |U_3| < t \), which happens exactly when \( z = \perp \)). Thus, \( M_C^* \)'s joint view contains only \( |C| < t \) shares of each \( b_u \). The properties of Shamir’s secret sharing thus guarantee that the distribution of any \( |C| \) shares of 0 is identical to the distribution of an equivalent number of shares of any given secret \( b_u \), making this hybrid identically distributed to the previous one.

Hyb 4 In this hybrid, for all parties \( u \in U^* \), instead of computing \( p_u \leftarrow \text{PRG}(b_u) \), we set it to be a uniformly random vector (of the appropriate size). Note that, in the previous hybrid, since \( b_u \) is chosen uniformly at random and its shares given to the adversary are substituted with shares of 0, the output of the random variable does not depend on the seed of the \( \text{PRG} \) except through the \( \text{PRG} \)'s output. Therefore, the only change in this hybrid boils down to substituting the output of a \( \text{PRG} \) (on a randomly generated seed otherwise independent from the joint view of parties in \( C \)) with a uniformly random value. Therefore, leveraging the security of the \( \text{PRG} \), we can argue that this hybrid is indistinguishable from the previous one.

Hyb 5 For all parties \( u \in U^* \), in Round MaskedInputCollection, instead of sending:

\[
y_u \leftarrow x_u + p_u + \sum_{v \in U_2} p_{u,v}
\]

we send:

\[
y_u \leftarrow p_u + \sum_{v \in U_2} p_{u,v}
\]

Since \( p_u \) was changed in the previous hybrid to be uniformly random and independent of any other values, \( x_u + p_u \) is also uniformly random, and so this hybrid and the previous hybrid are identically distributed. Further, this hybrid and all subsequent hybrids do not depend on the values \( x_u \) for \( u \in U^* \). Note: If \( z = \perp \), then we can ignore the further hybrids, and let \( \text{SIM} \) be as described in Hyb 5, since
SIM can already simulate REAL without knowing \( x_u \) for any \( u \notin \mathcal{C} \). Therefore in the following hybrids we assume \( x_u = 0 \).

Hyb_6 This random variable is distributed exactly as the previous one, but here we substitute all shares of \( s_u^{SK} \) generated by parties \( u \in \mathcal{U}_3 \setminus \mathcal{C} \) and given to the corrupted parties in Round ShareKeys with shares of 0 (using a different sharing of 0 for every \( u \in \mathcal{U}_3 \setminus \mathcal{C} \)). Following an analogous argument to that for Hyb_3, the properties of Shamir’s secret sharing guarantee that this hybrid identically distributed to the previous one.

Hyb_7 We fix a specific user \( u' \in \mathcal{U}_3 \setminus \mathcal{C} \). For this user, and each other user \( u \in \mathcal{U}_3 \setminus \mathcal{C} \), in order to compute the value \( y_u \) sent to the server, we substitute the joint noise key (which would be computed by \( u' \) and \( u \) as \( s_{u',u} = s_{u,u'} \leftarrow \text{KA.agree}(s_u^{SK}, s_{u'}^{PK}) \)) with a uniformly random value (which will used by both parties as a PRG seed).

In more detail, for each user \( u \in \mathcal{U}_3 \setminus \mathcal{C} \), a value \( s_{u',u} \) is sampled uniformly at random and, instead of sending

\[
y_u \leftarrow x_u + p_u + \sum_{v \in \mathcal{U}_2} p_{u,v}
\]

SIM sends

\[
y_u' \leftarrow x_u + p_u + \sum_{v \in \mathcal{U}_2 \setminus \{u'\}} p_{u,v} + \Delta_{u,u'} \cdot \text{PRG}(s_{u',u})
\]

and accordingly

\[
y_u' \leftarrow x_u + p_u + \sum_{v \in \mathcal{U}_2} \Delta_{u,v} \cdot \text{PRG}(s_{u',v})
\]

It is easy to see that the Decisional Diffie-Hellman Assumption (Definition 1) guarantees that this hybrid is indistinguishable from the previous one.

Hyb_8 In this hybrid, for the same party \( u' \) chosen in the previous hybrid and all other parties \( v \in \mathcal{U}_3 \setminus \mathcal{C} \), instead of computing \( p_{u',v} \leftarrow \Delta_{u',v} \cdot \text{PRG}(s_{u',v}) \), we compute it using fresh randomness \( r_{u',v} \) (of the appropriate size) as \( p_{u',v} \leftarrow \Delta_{u',v} \cdot r_{u',v} \).

Note that, in the previous hybrid, since \( s_{u',v} \) is chosen uniformly at random (and independently from the Diffie-Hellman keys), the output of the random variable does not depend on the seed of the PRG except through the PRG’s output. Therefore, the only change in this hybrid boils down to substituting the output of a PRG (on an randomly generated seed otherwise independent from the joint view of parties in \( \mathcal{C} \)) with a uniformly random value. Therefore, leveraging the security of the PRG, we can argue that this hybrid is indistinguishable from the previous one.

\(^{5}\)It is important to note here that, in the previous hybrids, we removed all shares of \( s_u^{SK} \) for \( u \in \mathcal{U}_3 \setminus \mathcal{C} \) from the joint view of parties in \( \mathcal{C} \). Without doing so, we could not reduce to the security of DH Key Agreement.

Hyb_9 In this hybrid, for all users \( u \in \mathcal{U}_3 \setminus \mathcal{C} \), in round MaskedInputCollection instead of sending:

\[
y_u \leftarrow x_u + p_u + \sum_{v \in \mathcal{U}_2} p_{u,v}
\]

\[= x_u + p_u + \sum_{v \in \mathcal{U}_3 \setminus \mathcal{C}} p_{u,v} + \sum_{v \in \mathcal{U}_2 \setminus \mathcal{U}_3 \setminus \mathcal{C}} p_{u,v}
\]

we send:

\[
y_u \leftarrow w_u + p_u + \sum_{v \in \mathcal{U}_2 \setminus \mathcal{U}_3 \setminus \mathcal{C}} p_{u,v}
\]

Where \( \{w_u\}_{u \in \mathcal{U}_3 \setminus \mathcal{C}} \) are uniformly random, subject to \( \sum_{u \in \mathcal{U}_3 \setminus \mathcal{C}} w_u = \sum_{u \in \mathcal{U}_3 \setminus \mathcal{C}} x_u = z \). Invoking Lemma \(^{1}\) with \( n = |\mathcal{U}_3 \setminus \mathcal{C}| \), we have that this hybrid is identically distributed to the previous one. Moreover, note that to sample from the random variable described by this hybrid, knowledge of the individual \( x_u \) for \( u \in \mathcal{U}_3 \setminus \mathcal{C} \) is not needed, and their sum \( z \) is sufficient.

We can thus define a PPT simulator SIM that samples from the distribution described in the last hybrid. The argument above proves that the output of the simulator is computationally indistinguishable from the output of REAL, completing the proof.

B. Privacy against Active Adversaries

In this section, we discuss our argument showing privacy against active adversaries (detailed proofs are available in Appendix C).

By active, or malicious, adversaries, we mean parties (clients or the server) that deviate from the protocol, sending incorrect and/or arbitrarily chosen messages to honest users, aborting, omitting messages, and sharing their entire view of the protocol with each other, and also with the server (if the server is also malicious).

In Appendix C, we show that even when the server and a subset of users act maliciously, colluding and deviating arbitrarily from the protocol, that privacy for the remaining honest users is preserved. That is, no party learns anything more than the sum of the inputs of a single subset of honest users of large size.

We note that we only show input privacy for honest users: it is much harder to additionally guarantee correctness and availability for the protocol when some users are malicious. Malicious users can distort the output of the protocol by setting their input values \( x_u \) to be uniformly random, by sending inconsistent Shamir shares to other users in Round ShareKeys, or by reporting incorrect shares to the server in Round Unmasking. Making such deviations efficient to detect and possibly recover from is left to future work.

We note some key differences between the argument for honest-but-curious security, and the argument for privacy against active adversaries.

The first key difference is that, for the proof against malicious adversaries, we assume that there exists a public-key infrastructure (PKI), which guarantees to users that messages
they receive came from other users (and not the server). Without this assumption, the server can perform a Sybil attack on the users in Round ShareKeys, by simulating for a specific user \( u \) all other users \( v \) in the protocol and thus receiving all \( u \)’s key shares and recovering that users’ input. Alternatively, as mentioned in section \[ \Box \] we can require the server to act honestly in its first message (in Round ShareKeys). Specifically, the server must honestly forward the Diffie-Hellman public keys it receives to all other users, allowing them to set up pairwise private and authenticated channels amongst themselves.

However, if we assume a PKI, then we observe that the server’s power in the remainder of the protocol is reduced to lying to users about which other users have dropped out: since all user-to-user messages (sent in round ShareKeys) are authenticated through an authenticated encryption scheme, the server cannot add, modify or substitute messages, but rather, can only fail to deliver them. Note, importantly, that the server can try to give a different view to each user of which other users have dropped out of the protocol. In the worst case, this could allow the server to learn a different set of shares from each user in Round Unmasking, allowing it to potentially reconstruct more secrets than it should be allowed to. The ConsistencyCheck round is included in the protocol to deal with this issue. The inclusion of the ConsistencyCheck round is the second key difference with the honest-but-curious proof.

The final key difference is that we need the proof to be in the random oracle (RO) model. To see why, notice that honestly acting users essentially “committed” to their secrets in the random oracle to make the dummy values indistinguishable from honest users’ real inputs, and must use dummy information in the earlier rounds, thus “committing” itself to wrong values that are potentially easily detectable. The random oracle adds a trapdoor for the simulator to equivocate, so that even if it commits to dummy values in early rounds, it can reprogram the random oracle to make the dummy values indistinguishable from honest users’ values. More details can be seen in the proof of Theorem \[ \Box \] in Appendix \[ \Box \].

C. Interpretation of Results

We summarize our system for the different security models we consider in Figure \[ \Box \].

While evaluating the honest-but-curious version of the protocol, and ignore the cost of the PKI, all signatures, and Round ConsistencyCheck. We note that including their cost does not change any of the asymptotics, and only slightly increases the computation and communication costs.

A. Performance Analysis of Client

\textbf{Computation cost:} \( O(n^2 + mn) \). Each user’s computation cost can be broken up as (1) Performing the \( 2n \) key agreements, which take \( O(n) \) time, (2) Creating \( t \)-out-of-\( n \) Shamir secret shares of \( s_u^K \) and \( b_u \), which is \( O(n^2) \) and (3) Generating values \( p_u \) and \( p_{u,v} \) for every other user \( v \) for each entry in the input vector by stretching one PRG seed each, which takes \( O(mn) \) time in total. Overall, each user’s computation is \( O(n^2 + mn) \).

\textbf{Communication cost:} \( O(n + m) \). The communication costs of each user can be broken up into 4 parts: (1) Exchanging keys with each other user by sending 2 and receiving \( 2(n-1) \) public keys, (2) Sending \( 2(n-1) \) and receiving \( 2(n-1) \) encrypted secret shares, (3) Sending a perturbed data vector of size \( m\log_2 R \) to the server, and (4) Sending the server \( n \) secret shares, for an overall communication cost of \( 2na_K + (5n-4)n + m\log_2 R \), where \( a_K \) and \( a_S \) are the number of bits in a key exchange public key and the number of bits in a secret share, respectively. Overall, the user’s communication complexity is \( O(n + m) \). Assuming inputs for each user are on the same range \([0, R_U - 1] \), we require \( R = n(R_U - 1) + 1 \) to avoid overflow. A user could transmit its raw data using

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Threat model & Minimum threshold & Minimum inputs in sum \\
\hline
Client-only adversary & \( \left\lceil \frac{n}{2} \right\rceil + 1 \) & \( t \) \\
Server-only adversary & \( \left\lceil \frac{2n}{3} \right\rceil + 1 \) & \( t - n_C \) \\
Clients-Server collusion & & \\
\hline
\end{tabular}
\caption{Parameterization for different threat models. “Minimum threshold” denotes the minimum value of \( t \) required for security in the given threat model. “Minimum inputs in the sum” denotes a lower bound on the number of users’ values that are included in the sum learned by the server.}
\end{table}
(a) Wall-clock running time per client, as the number of clients increases. The data vector size is fixed to 100K entries.

(b) Wall-clock running time per client, as the size of the data vector increases. The number of clients is fixed to 500.

(c) Total data transfer per client, as the number of clients increases. Different lines show different data vector sizes. Assumes no dropouts.

(d) Total data expansion factor per client, as compared to sending the raw data vector to the server. Different lines represent different values of $n$. Assumes no dropouts.

Fig. 6. Client Running Time and Data Transfer Costs. All wall-clock running times are for a single-threaded client implemented in Java, and ignore communication latency. Plotted points represent averages over 10 end-to-end iterations, and error bars represent 95% confidence intervals. (Error bars are omitted where measured standard deviation was less than 1%).

$m[^{\log_2} R_U]$ bits. Taking $a_K = a_S = 256$ bits implies a communication expansion factor of $\frac{256(7n-4)+m[^{\log_2} R]}{m[^{\log_2} R_U]}$. For $R_U = 2^{16}$ (i.e. 16-bit input values), $m = 2^{20}$ elements, and $n = 2^{10}$ users, the expansion factor is $1.73 \times$; for $n = 2^{14}$ users, it is $3.62 \times$. For $m = 2^{24}$ elements and $n = 2^{14}$ users, the expansion factor is $1.98 \times$.

Storage cost: $O(n + m)$. The user must store the keys and secret-shares sent by each other user, which are $O(n)$ in total, and the data vector (which it can perturb in-place), which has size $O(m)$.

B. Performance Analysis of Server

Computation cost: $O(mn^2)$. The server’s computation cost can be broken down as (1) Reconstructing $n$ t-out-of-$n$ Shamir secrets (one for each user), which takes total time $O(n^2)$, and (2) generating and removing the appropriate $p_{u,v}$ and $p_u$ values from the sum of the $y_u$ values received, which takes time $O(mn^2)$ in the worst case.

We note that reconstructing $n$ secrets in the Shamir scheme takes $O(n^3)$ time in the general case: each secret reconstruction $SS.\text{reconstruct}(\{(u, s_u)\}_{u \in U\setminus\{t\}}, t) \rightarrow s$ amounts to interpolating a polynomial $L$ over the points encoded by the shares and then evaluating at 0, which can be accomplished via Lagrange polynomials:

$$s = L(0) = \sum_{u \in U\setminus\{t\}} s_u \prod_{v \in U\setminus\{u\}} \frac{v}{v - u} \pmod{p}$$

Each reconstruction requires $O(n^2)$ computation and we must perform $n$ reconstructions, implying $O(n^3)$ total time. However, in our setting, we can perform all of the reconstructions in $O(n^3)$ time by observing that all of our secrets will be reconstructed from identically-indexed sets of secret shares – that is, $U'$ is fixed across all secrets, because in round Unmasking, each user that is still alive sends a share of every secret that needs to be reconstructed. Therefore, we can precompute the Lagrange basis polynomials

$$\ell_u = \prod_{v \in U\setminus\{u\}} \frac{v}{v - u} \pmod{p}$$
in $O(n^2)$ time and $O(n)$ space, then reconstruct each of $n$ secrets in $O(n)$ time as $L(0) = \sum_{u \in U} s_u \ell_u \pmod{p}$ resulting in a total computational cost of $O(n^2)$ to reconstruct all the secrets.

We also note that the $O(mn^2)$ term can be broken into $O(m(n - d) + md(n - d))$, where $d$ is the number of users that dropped from the protocol. In practice, $d$ may be significantly smaller than $n$, which would also reduce the server’s computation cost.

**Communication cost:** $O(n^2 + mn)$. The server’s communication cost is dominated by its mediation of all pairwise communications between users, which is $O(n^2)$, and also for receiving perturbed data vectors from each user, which is $O(mn)$ in total.

**Storage cost:** $O(n^2 + m)$. The server must store $t$ shares for each user, which is $O(n^2)$ in total, along with an $m$-element buffer in which to maintain a running sum of $y_u$ as they arrive.

### C. Prototype Performance

In order to measure performance, we implemented a prototype in Java, with the following cryptographic primitives:

- For Key Agreement, we used Elliptic-Curve Diffie-Hellman over the NIST P-256 curve, composed with a SHA-256 hash.
- For Secret Sharing, we used standard $t$-out-of-$n$ Shamir Sharing.
- ForAuthenticated Encryption, we used AES-GCM with 128-bit keys.
- For the Pseudorandom Number Generator, we used AES in counter mode.

We assume an honest-but-curious setting, and thus omitted the portions of Figure 4 special to malicious clients from our simulations. We note that these omissions would not change the overall shape of our results in practice, since, as we discuss below, the bulk of the costs involve masking, storing and sending the large data vector.

Additionally, we assume that when clients drop out of the protocol, that they drop after sending their shares to all other clients, but before sending their masked input to the server. This is essentially the “worst case” dropout, since all other clients have already incorporated the dropped clients perturbations, and the server must perform an expensive recovery computation to remove them. We also assumed that client’s data vectors had entries of 2 bytes each, such that 3 bytes are required to store the sum of up to 500 clients’ values without overflow.

We ran single-threaded simulations on a Linux workstation with an Intel Xeon CPU E5-1650 v3 (3.50 GHz), with 32 GB of RAM. Wall-clock running times and communication costs for clients are plotted in Figure 6. Wall clock running times for the server are plotted in Figure 7 with different lines representing different percentages of clients dropping out. Figure 8 shows wall-clock times per round for both the client and the server. We omit data transfer plots for the server, as they are essentially identical to those for the client, except higher by a factor of $n$. This is because the incoming data of the server is exactly the total outgoing data of all clients, and vice versa. We also do not plot bandwidth numbers for different numbers of dropouts, as the number of dropouts does not have a significant impact on this metric.

In our simulations, for both the client and the server, almost all of the computation cost comes from expanding the various PRG seeds to mask the data vector. Compared to this, the computational costs of key agreement, secret sharing and reconstruction, and encrypting and decrypting messages between clients, are essentially negligible, especially for large choices of $n$ and data vector size. This suggests that using an optimized PRG implementation would yield a significant running-time improvement over our prototype.

As seen in Figures 6a and 6b, the running time of each client increases linearly with both the total number of clients and the number of data vector entries, but does not change significantly when more clients drop out. In Figure 6c, the
communication expansion factor for each client increases as the total number of clients increases, but this increase is relatively small compared to the impact of increasing the size of the data vector. This is also reflected in Figure 6d, where the communication expansion factor for each client increases as the total number of clients increases, but falls quickly as the size of the data vector increases. This shows that the cost of messages between clients amortizes well as the size of the data vector increases.

In the case of the server, Figures 7a and 7b show that the running time of the server increases significantly with the fraction of dropouts. This is because, for each dropped client \( u \), the server must remove that client’s pairwise perturbations \( \{ p_{u,v} \} \) from each other surviving client \( v \), which requires \((n - d)\) PRG expansions, where \( d \) is the number of dropped users. In contrast, each undropped user needs only a single PRG expansion, to remove its self-perturbation. The high cost of dealing with dropped users is also reflected in the server running times in Figure 8.

VIII. Discussion and Future Work

1) Identifying and Recovering from Abuse: The security proof in Theorem 4 guarantees that when users’ inputs are learned by the server, they are always in aggregate with the values of other users. However, we do not protect against malicious clients that try to prevent the server from learning any sum at all. For example, an attacker-controlled client could send malformed messages to other clients, causing enough of them to abort that the protocol fails before the server can compute its output. Ideally, we would like such abuse by malicious clients to be efficiently identifiable, and the protocol to gracefully recover from it. However, the problem of assigning blame for abuse is subtle, and often adds several rounds to protocols. We leave this problem to future work.

2) Enforcing Well-formed Inputs: Our protocol also does not verify that users’ inputs are well-formed or within any particular values of other users. However, we do not protect against malicious clients that try to prevent the server from learning any sum at all. For example, an attacker-controlled client could send malformed messages to other clients, causing enough of them to abort that the protocol fails before the server can compute its output. Ideally, we would like such abuse by malicious clients to be efficiently identifiable, and the protocol to gracefully recover from it. However, the problem of assigning blame for abuse is subtle, and often adds several rounds to protocols. We leave this problem to future work.

3) Reducing Communication Further: In the protocol we describe, all clients exchange pairwise perturbation with all other clients. However, it may be sufficient to have the clients exchange perturbations with only a subset of other clients, as long as these subsets of clients do not form disjoint clusters. In fact, previous works (notably [13]) use this approach already. However, in our setting, this requires extra care because the server facilitates the communication among clients, and can choose dropouts maliciously based on it’s knowledge of which pairs of clients exchanged masks with each other. We leave this improvement to future work.

IX. Conclusion

We have presented a practical protocol for securely aggregating data while ensuring that clients’ inputs are only learned by the server in aggregate. The overhead of our protocol is very low, and it can tolerate large numbers of failing devices, making it ideal for mobile applications. We require only one service provider, which simplifies deployment. Our protocol has immediate applications to real-world federated learning, and we expect to deploy a full application in the near future.
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APPENDIX A
CRYPTOGRAPHIC PRIMITIVES

In this section, we discuss the cryptographic primitives and assumptions needed for our construction.

A. Secret Sharing

We rely on Shamir’s t-out-of-n Secret Sharing \[^{[38]}\], which allows a user to split a secret \(s\) into \(n\) shares, such that any \(t\) shares can be used to reconstruct \(s\), but any set of at most \(t-1\) shares gives no information about \(s\).

The scheme is parameterized over a finite field \(\mathbb{F}\) of size at least \(l \geq 2^k\) (where \(k\) is the security parameter of the scheme), e.g. \(\mathbb{F} = \mathbb{Z}_p\) for some large public prime \(p\). We note that such a large field size is needed because our scheme requires clients to secret share their secret keys (whose length must be proportional to the security parameter for the security proof to go through). We also assume that integers \(1, \ldots, n\) (which will be used to denote users in the protocol) can be identified with distinct group elements in \(\mathbb{F}\). Given these parameters, the scheme consists of two algorithms. The sharing algorithm \(\text{SS.share}(s, t, U) \rightarrow \{(u, s_u)\}_{u \in U}\) takes as input a secret \(s\), a set \(U\) of \(n\) field elements representing user IDs, and a threshold \(t \leq |U|\); it produces a set of shares \(s_u\), each of which is associated with a different \(u \in U\). The reconstruction algorithm \(\text{SS.reconstruct}((\{(u, s_u)\}_{u \in V}), t) \rightarrow s\) takes as input the threshold \(t\) and the shares corresponding to a subset \(V \subseteq U\) such that \(|V| \geq t\), and outputs a field element \(s\). Security requires that \(\forall s, s' \in \mathbb{F}\) and any \(V \subseteq U\) such that \(|V| < t\):

\[
\{(u, s_u)\}_{u \in U} \leftarrow \text{SS.share}(s, t, U) ; \{(u, s_u)\}_{u \in V} = \text{SS.reconstruct}((\{(u, s_u)\}_{u \in V}), t) = s
\]

where \(\leftarrow\) denotes that the two distributions are identical.

B. Key Agreement

Key Agreement consists of a tuple of algorithms \((\text{KA.paramGen}, \text{KA.gen}, \text{KA.agree})\). \(\text{KA.paramGen}(k) \rightarrow pp\) produces some public parameters (over which our scheme will be parameterized); \(\text{KA.gen}(pp) \rightarrow (s_u^{SK}, s_u^{PK})\) allows any party \(u\) to generate a private-public key pair, \(\text{KA.agree}(s_u^{SK}, s_v^{PK}) \rightarrow s_{u,v}\) that allows any user \(u\) to combine their private key \(s_u^{SK}\) with the public key \(s_v^{PK}\) for any \(v\) (generated using the same \(pp\)), to obtain a private shared key \(s_{u,v}\) between \(u\) and \(v\).

The specific Key Agreement scheme we will use is Diffie-Hellman key agreement \[^{[39]}\], composed with a hash function. More specifically, \(\text{KA.paramGen}(k) \rightarrow (\mathcal{G}', g, q, H)\) samples group \(\mathcal{G}'\) of prime order \(q\), along with a generator \(g\), and a hash function \(H\); \(\text{KA.gen}(\mathcal{G}', g, q, H) \rightarrow (x, g^x)\) samples a random \(x \leftarrow \mathbb{Z}_q\) as the secret key \(s_u^{SK}\), and \(g^x\) as the public key \(s_u^{PK}\); and \(\text{KA.agree}(x_u, g^{x_v}) \rightarrow s_{u,v}\) outputs \(s_{u,v} = H((g^{x_v})^{x_u})\).

In practice, one can use SHA-256.

Correctness requires that, for any key pairs generated by users \(u\) and \(v\) (using \(\text{KA.gen}\) and the same parameters \(pp\)), \(\text{KA.agree}(s_u^{SK}, s_v^{PK}) = \text{KA.agree}(s_v^{SK}, s_u^{PK})\). For security, in the honest but curious model, we want that for any adversary who is given two honestly generated public keys \(s_u^{PK}\) and \(s_v^{PK}\) (but neither of the corresponding secret keys \(s_u^{SK}\) or \(s_v^{SK}\)), the shared secret \(s_{u,v}\) computed from those keys is indistinguishable from a uniformly random string. This exactly mirrors the Decisional Diffie-Hellman assumption, which we recall below:

**Definition 1** (Decisional Diffie-Hellman assumption (DDH)).

Let \(\mathcal{G}(k) \rightarrow (\mathcal{G}', g, q, H)\) be an efficient algorithm which samples a group \(\mathcal{G}'\) of order \(q\) with generator \(g\), as well as a function \(H : \{0, 1\}^* \rightarrow \{0, 1\}^k\). Consider the following probabilistic experiment, parameterized by a PPT adversary \(M\), a bit \(b\) and a security parameter \(k\):

\[
\text{DDH} - \text{Exp}^b_{\mathcal{G},M}(k) := |\Pr[\text{DDH} - \text{Exp}^b_{\mathcal{G},M}(k) = 1]| - |\Pr[\text{DDH} - \text{Exp}^b_{\mathcal{G},M}(k) = 1]|
\]

We say that the Decisional Diffie-Hellman assumption holds for \(\mathcal{G}\) if for all PPT adversaries \(M\), there exists a negligible function \(\epsilon\) such that \(\text{Adv}^k_{\mathcal{G},M}(k) \leq \epsilon(k)\).

Note that, traditionally, the Diffie-Hellman assumption does not directly involve a hash function \(H\) (i.e. line step 4 is substituted with “if \(b = 1\), \(s \leftarrow g^{ab}\)”, else \(s \leftarrow \mathcal{G}'\)) and, therefore to get from a random element of the group \(\mathcal{G}'\) to a uniformly random string (which is necessary to be used as the seed for a PRG, or to sample secret keys for other primitives), one has to compose \(g^{ab}\) with a secure randomness extractor (which composes well with this specific key agreement operation). For simplicity, we choose to incorporate such an extractor function \(H\) in the assumption.

In order to prove security against malicious adversaries (Theorem \[^{[4]}\]), we need a somewhat stronger security guarantee for Key Agreement, namely that an adversary who is given two honestly generated public keys \(s_u^{PK}\) and \(s_v^{PK}\), and also the ability to learn \(\text{KA.agree}(s_u^{SK}, s_v^{PK})\) and \(\text{KA.agree}(s_v^{SK}, s_u^{PK})\) for any \(s^{PK}\)s of its choice (but different from \(s_u^{PK}\) and \(s_v^{PK}\)), still cannot distinguish \(s_{u,v}\) from a random string. In order to get this stronger property, we need to rely on a slight variant of the Oracle Diffie-Hellman assumption (ODH) \[^{[40]}\], which we call Two Oracle Diffie-Hellman assumption (2ODH):

**Definition 2** (Two Oracle Diffie-Hellman assumption (2ODH)).

Let \(\mathcal{G}(k) \rightarrow (\mathcal{G}', g, q, H)\) be an efficient algorithm which samples a group \(\mathcal{G}'\) of order \(q\) with generator \(g\), as well

\[^{[4]}\] In practice, one can use SHA-256.
as a function $H : \{0, 1\}^* \rightarrow \{0, 1\}^k$. Consider the following probabilistic experiment, parameterized by a PPT adversary $M$, a bit $b$ and a security parameter $k$.

$2\text{ODH} - \text{Exp}^{2\text{ODH}}_{G,M}(k)$:

1. $(G', g, q, H) \leftarrow G(k)$
2. $a \leftarrow \mathbb{Z}_q$, $A \leftarrow g^a$
3. $b \leftarrow \mathbb{Z}_q$, $B \leftarrow g^b$
4. if $b = 1$, $s \leftarrow H(g^b)$, else $s \leftarrow \{0, 1\}^k$
5. $M^{\mathcal{O}_a(G) : \mathcal{O}_b(G)}(G', g, q, H, A, B, s) \rightarrow b'$
6. Output $1$ if $b = b'$, $0$ otherwise.

where $\mathcal{O}_a(X)$ returns $H(X^a)$ on any $X \neq B$ (and an error on input $B$) and similarly $\mathcal{O}_b(X)$ returns $H(X^b)$ on any $X \neq A$.

The advantage of the adversary is defined as

$$\text{Adv}^{2\text{ODH}}_{G,M}(k) := |\Pr[2\text{ODH} - \text{Exp}^{1}_{G,M}(k) = 1] - \Pr[2\text{ODH} - \text{Exp}^{0}_{G,M}(k) = 1]|$$

We say that the Two Oracle Diffie-Hellman assumption holds for $G$ if for all PPT adversaries $M$, there exists a negligible function $\epsilon$ such that $\text{Adv}^{2\text{ODH}}_{G,M}(k) \leq \epsilon(k)$.

This assumption can be directly used to prove the security property we need for Key Agreement: the two oracles $\mathcal{O}_a(\cdot), \mathcal{O}_b(\cdot)$ formalize the ability of the adversary $M$ to learn $\mathcal{KA}$.agree$(s^{\mathcal{SK}}_u, s^{\mathcal{PK}})$ and $\mathcal{KA}$.agree$(s^{\mathcal{SK}}_v, s^{\mathcal{PK}})$ for different $s^{\mathcal{PK}}$, and the negligible advantage of $M$ in the above game corresponds to an inability to distinguish between $s = s_{u,v} \leftarrow H(g^{ab})$, and $s \leftarrow \{0, 1\}^k$.

C. Authenticated Encryption

(Symmetric) Authenticated Encryption combines confidentiality and integrity guarantees for messages exchanged between two parties. It consists of a key generation algorithm which outputs a private key and an encryption algorithm that given a key and a message produces a ciphertext, and a decryption algorithm which given a ciphertext and a key returns either the original plaintext, or a special error symbol $\bot$. For correctness, we require that for all keys $c \in \{0, 1\}^k$ and all messages $x$, $\mathcal{AE}.\text{dec}(c, \mathcal{AE}.\text{enc}(c, x)) = x$. For security, we require indistinguishability under a chosen plaintext attack (IND-CPA) and ciphertext integrity (IND-CTXT) as defined in [4]. Informally, the guarantee is that for any adversary $M$ that is given encryptions of messages of its choice under a randomly sampled key $c$ (where $c$ is unknown to $M$), $M$ cannot distinguish between fresh encryptions under $c$ of two different messages, nor can $M$ create new valid ciphertexts (different from the ones it received) with respect to $c$ with better than negligible advantage.

D. Pseudorandom Generator

We require a secure Pseudorandom Generator [42]. PRG that takes in a secure random seed of some fixed length, and whose output space is $[0, R]^m$ (i.e. the input space for the protocol). Security for a Pseudorandom Generator guarantees that its output on a uniformly random seed is computationally indistinguishable from a uniformly sampled element of the output space, as long as the seed is hidden from the distinguisher.

E. Signature Scheme

The protocol relies on a standard UF-CMA secure signature scheme $(\mathcal{SIG}.\text{gen}, \mathcal{SIG}.\text{sign}, \mathcal{SIG}.\text{verify})$. The key generation algorithm $\mathcal{SIG}.\text{gen}(k) \rightarrow (d^{\mathcal{PK}}, s^{\mathcal{SK}})$ takes as input the security parameter and outputs a secret key $d^{\mathcal{SK}}$ and a public key $d^{\mathcal{PK}}$; the signing algorithm $\mathcal{SIG}.\text{sign}(d^{\mathcal{SK}}, m) \rightarrow \sigma$ takes as input the secret key and a message and outputs a signature $\sigma$; the verification algorithm $\mathcal{SIG}.\text{verify}(d^{\mathcal{PK}}, m, \sigma) \rightarrow \{0, 1\}$ takes as input a public key, a message and a signature, and returns a bit indicating whether the signature should be considered valid. For correctness, we require that $\forall m$, $\Pr[(d^{\mathcal{PK}}, d^{\mathcal{SK}}) \leftarrow \mathcal{SIG}.\text{gen}(k), \sigma \leftarrow \mathcal{SIG}.\text{sign}(d^{\mathcal{SK}}, m) : \mathcal{SIG}.\text{verify}(d^{\mathcal{PK}}, m, \sigma) = 1] = 1$.

Security demands that no PPT adversary, given a fresh honestly generated public key and access to an oracle producing signatures on arbitrary messages, should be able to produce a valid signature on a message on which the oracle was queried on with more than negligible probability.

F. Public Key Infrastructure

To prevent the server from simulating an arbitrary number of clients (in the malicious model), we require the support of a public key infrastructure that allows clients to register identities, and sign messages using their identity, such that other clients can verify this signature, but cannot forge them. We model such an infrastructure by assuming that a trusted party generates a public-private key-pair for a signature scheme for each client in the protocol (honest or malicious), and that, at the start of the protocol, this trusted party provides each client with its private signing key $d^{\mathcal{SK}}_v$, together with the public verification key $d^{\mathcal{PK}}_v$ for every other user $v$.

APPENDIX B

TECHNICAL LEMMA

In our security arguments, we will make use of the following technical lemma. It says that if users’ values have uniformly random pairwise masks added to them, then the resulting values look uniformly random, conditioned on their sum being equal to the sum of the users’ values. In other words, the pairwise masks hide all information about users’ individual inputs, except for their sum.
Lemma 1. Fix $n, m, R, U$ with $|U| = n$, and \( \{x_u\}_{u \in U} \) where 
\[
\forall u \in U, \ x_u \in \mathbb{Z}_R^n.
\]
Then,
\[
\{\{p_{u,v} \overset{\$}{\leftarrow} \mathbb{Z}_R\}_{u < v}, \quad p_{u,v} := -p_{v,u} \forall u > v
\}
: \{x_u + \sum_{v \in U \setminus \{u\}} p_{u,v} (\text{mod} \ R)\}_{u \in U}
\]
\[
\equiv
\{\{w_u \overset{\$}{\leftarrow} \mathbb{Z}_R^m\}_{u \in U} \text{ s.t.} \sum_{u \in U} w_u = \sum_{u \in U} x_u \ (\text{mod} \ R)
\}
: \{w_u\}_{u \in U}
\]
where “\( \equiv \)” denotes that the distributions are identical.

We omit the proof, noting that it can be proved easily by induction on \( n \).

APPENDIX C

PRIVACY AGAINST MALIGNANT ADVERSARIES

In this section, we give formal arguments showing that our protocol preserves privacy against active adversaries.

Before we state our theorems, we introduce some additional definitions and notation for the setting of malicious and colluding users and servers. As is standard, we consider only computationally-bounded malicious parties, namely those whose strategies can be described by some probabilistic polynomial-time algorithm \( M \). We note that our proofs will be performed in the so-called “Random Oracle” model \[44\].

A random oracle \( O \) can be thought of as a perfectly random function in the sky, which can be queried on any input \( x \) and bit length \( l \), and which returns \( O(x) \), a binary string of length \( l \), such that each \( O(x) \) is uniformly random and independent, and such that repeated queries on the same \( x \) and \( l \) give the same result. A random oracle can also be thought of as a “perfect PRG”: whereas \( \text{PRG}(x) \) outputs a pseudorandom string, \( O(x) \) outputs a \textit{true} random string. While a random oracle can never actually be instantiated due to its provably exponential size, it is often replaced with a cryptographic hash function with little practical loss in security \[45\]. In our proofs in this section, we will assume that a common random oracle \( O \) is available to all the parties, who can each make arbitrarily many oracle queries to \( O \) during the course of their execution. Also, all honest parties will substitute all \( \text{PRG} \) calls with calls to \( O \), on the same input as they used for the \( \text{PRG} \), and with the appropriate bit length \( l \).

We also allow the malicious parties to adaptively choose the set of honest parties that (truly) abort in that round, which gives them more power than having the aborts be independently chosen, or predetermined fixed in advance.

For fixed \( n, m, t \) and \( k \) and a set \( C \) of corrupt parties, we let \( M_C \) indicate the polynomial-time algorithm that denotes the “next-message” function of parties in \( C \). That is, given a party identifier \( c \in C \), a round index \( i \), a transcript \( T \) of all messages sent and received so far by all parties in \( C \), joint randomness \( r_C \) for the corrupt parties’ execution, and access to random oracle \( O \), \( M_C(c, i, T, r_C) \) outputs the message for party \( c \) in round \( i \) (possibly making several queries to \( O \) along the way). Additionally, given a round index \( i \), a transcript \( T \) of all messages sent and received so far by all parties in \( C \), and joint randomness \( r_C \) for the corrupt parties’ execution, \( M_C(i, T, r_C) \) outputs the set of parties \( U_i \) that abort due to failure in that round (again, possibly making several queries to \( O \) along the way). \[4\] We note that \( M_C \) is thus effectively choosing the inputs for all malicious users.

Let \( \text{REAL}_{C}^{U,t,k}(M_C, x_U) \) be a random variable representing the combined views of all parties in \( C \) in the above protocol execution, where all corrupt parties’ messages and the independent failures of the honest parties are chosen using \( M_C \), and all parties including \( M_C \) have access to \( O \). The random variable’s distribution is over the random choices of honest parties’ randomness and \( r_C \), over randomness of setup, and of the random oracle \( O \) which is provided to all parties.

As in the case of honest-but-curious users, we consider two separate cases: one where only a subset of users are malicious and colluding, and one where the server is additionally malicious and colluding with some subset of malicious users.

Theorem 3 (Privacy against actively-malicious users, with honest server). There exists a PPT simulator \( \text{SIM} \) such that for all PPT adversaries \( M_C \), all \( k, t, U, x_{U \setminus C}, C \subseteq U \), the output of \( \text{SIM} \) is perfectly indistinguishable from the output of \( \text{REAL}_{C}^{U,t,k}(M_C, x_U) \).

\[ \text{REAL}_{C}^{U,t,k}(M_C, x_{U \setminus C}) \equiv \text{SIM}_{C}^{U,t,k}(M_C) \]

Proof. The proof is identical to that for Theorem 1 even though the malicious users additionally get to send arbitrary messages and select the abort pattern of the honest users, the messages they receive from honest users never depend on the private input \( x_u \) of those users. Thus, the simulator can emulate the real view of the corrupted users \( C \) by using \( M_C \) for the malicious users, and running the honest users on dummy inputs.

Note: Though \( \text{SIM} \) does not get access to a random oracle \( O \), it can simulate \( O \) on the fly using standard techniques. Specifically, it first creates an internal table mapping \( x \) to \( O(x) \) that is initially empty. Now, whenever a party making an oracle request on input \( x \), \( \text{SIM} \) checks if \( x \) is in its table, and if so, returns the associated \( O(x) \), and otherwise, generates a fresh, uniformly random string for \( O(x) \), puts \( (x, O(x)) \) in its table, and sends \( O(x) \) as the response to the querying party. Since all parties run in polynomial time, the table can never grow to more than polynomial size, so \( \text{SIM} \) remains efficient, and additionally, all parties get exactly the same uniformly random distribution of responses to oracle queries as they would from a real \( O \).

We now proceed to the proof of security when the malicious parties also include the server. Before we do so, we recall that, in contrast with Theorem 2, \( M_C \) is now allowed to \textit{dynamically} choose which users abort in each round, rather than the aborts being statically fixed beforehand. Accordingly, the particular subset of honest users for which the server learns the sum is dynamically determined during the execution of the protocol.

\[\]
We will define a simulator $SIM$.

**Theorem 4** (Privacy against active adversaries, including the ones in a set $C$ of values for a single subset $L$ of honest parties, chosen dynamically by $SIM$ at run-time. More formally, we give $SIM$ access to an oracle $Ideal^\delta_{\{x_u\}_{u \in U \setminus C}}$ for appropriately chosen $\delta$, such that $Ideal^\delta_{\{x_u\}_{u \in U \setminus C}}$ can be queried only once, and, given a subset $L$, operates as follows:

$$Ideal^\delta_{\{x_u\}_{u \in U \setminus C}}(L) = \begin{cases} \sum_{u \in L} x_u & \text{if } L \subseteq (U \setminus C) \text{ and } |L| \geq \delta \\ \bot & \text{otherwise} \end{cases}$$

We also stress that the following theorem relies, in order to leverage the security of the key agreement in a context where some of the clients might be malicious, on a slight variant of the Oracle Diffie-Hellman assumption (ODH) [40], which we call Two Oracle Diffie-Hellman assumption (2ODH) and detail in the appendix.

The theorem shows that the joint view of colluding malicious parties in a real execution of a protocol can be simulated given only a single sum of a (dynamically-chosen) subset of at least $\delta$ honest users, meaning intuitively that the malicious parties learn “nothing more” than a single sum of a subset of the honest parties’ inputs.

**Theorem 4** (Privacy against active adversaries, including the server). There exists a PPT simulator $SIM$ such that for all $k, t, U, C \subseteq U \cup \{ S \}$ and $x_{U \setminus C}$, letting $n = |U|$ and $n_C = |C \cap U|$, if $2t > n + n_C$, then the output of $SIM$ is computationally indistinguishable from the output of $REAL_{C}^{U, t, k}$:

$$REAL_{C}^{U, t, k}(M_{C}, x_{U \setminus C}) \approx_{c} SIM_{C}^{U, t, k, Ideal^\delta_{\{x_u\}_{u \in U \setminus C}}(M_{C})}$$

where $\delta = t - n_C$.

**Proof.** We prove the theorem by a standard hybrid argument. We will define a simulator $SIM$ through a series of (polynomially many) subsequent modifications to the real execution $REAL$, so that the views of $M_{C}$ in any two subsequent executions are computationally indistinguishable. In each of the hybrids below, even though we do not explicitly mention it, $SIM$ will cause honest parties to abort as they would during the real the protocol (e.g., if they receive a malformed message), and also if they are in a set $U_t$ output by $M_{C}$.

**Hyb$_0$** This random variable is distributed exactly as the view of $M_{C}$ in $REAL$, the joint view of the parties $C$ in a real execution of the protocol.

**Hyb$_1$** In this hybrid, the real execution is emulated by a simulator that knows all the inputs $x_u$, of the honest parties, and runs a full execution of the protocol with $M_{C}$, which includes simulating the random oracle “on the fly” (using a dynamically generated table), the PKI and the rest of the setup phase.

The view of the adversary in this hybrid is the same as the previous one.

**Hyb$_2$** In this hybrid, the simulator additionally aborts if $M_{C}$ provides any of the honest parties $u$ (in round $AdvertiseKeys$) with a correct signature with respect to an honest $v$’s public key, on $(c^{PK}_u || s^{PK}_v)$ different from those sent by $v$. Since this amounts to breaking the security of the signature scheme, this hybrid is identical from the previous one.

**Hyb$_3$** This hybrid is identical to $Hyb_2$, except that, for any pair of honest users $u, v$, the messages among them are encrypted (in round $ShareKeys$, before being given to $M_{C}$) and decrypted (in round $Unmasking$, after $M_{C}$ has delivered them) using a uniformly random key (as opposed to the one obtained through the key agreement $KA.agree(\epsilon^{SK}_u, \epsilon^{PK}_v)$).

The 2ODH assumption guarantees that this hybrid is indistinguishable from the previous one. In particular, we can switch the encryption keys between one pair of honest users at a time (since $n$ is polynomial in $k$, there are only polynomially many pairs of honest users), and argue that an adversary noticing the difference when one key is switched will also be able to break the 2ODH.

**Hyb$_4$** This hybrid is identical to $Hyb_2$, except additionally, $SIM$ will abort if $M_{C}$ succeeds to deliver, in round $ShareKeys$, a message to an honest client $u$ on behalf of another honest client $v$, such that i) the message is different from the message $SIM$ had given $M_{C}$ in round $ShareKeys$, and ii) the message does not cause the decryption algorithm (using the proper key) to fail. Note that, as the encryption key that the two users were using in the previous hybrid was randomly selected, such a message would directly constitute a forgery against the INT-CTXT security of the encryption scheme.

**Hyb$_5$** In this hybrid, in addition, $SIM$ substitutes all the encrypted shares sent between pairs of honest users with encryptions of 0. (It still returns the “real” shares in Round $Unmasking$ as it did before).

Note that, since the corresponding encryption keys were chosen uniformly at random, IND-CPA security of the encryption scheme guarantees this hybrid is indistinguishable from the previous one.

**Hyb$_6$** In this hybrid, in addition, $SIM$ aborts if $M_{C}$ provides any of the honest parties (in round $ConsistencyCheck$) with a signature on a set which correctly verifies w.r.t. the public key of an honest party, but such that the honest client never produced a signature on that set.

Because of the security of the signature scheme, such forgeries can happen only with negligible probability, therefore this hybrid is indistinguishable from the previous one.

We are now able to define the set $Q$ to be the only set $Q \subseteq U$ such that there exists an honest user which received the set $Q$ in round $ConsistencyCheck$, and later received at least $t$ valid signatures on it in round $Unmasking$ (where valid means that the signatures verify with respect to a set of distinct public signature
keys among those received by the client from the trusted party at the start of the protocol.

In case no such set \( Q \) exists (e.g. no set had enough signatures, or not enough honest users survived), we define \( Q = \emptyset \).

Note that this set is well defined: since the server cannot forge signatures on behalf of the honest clients, and each honest client will sign at most one set \( Q \), if there were two such sets this would imply that at least \( t - n_c \) distinct honest parties signed each of them, i.e. that \( 2(t - n_c) \leq n - n_c \), which directly contradicts \( 2t > n + n_c \).

\textbf{Hyb}_7

In this hybrid, in addition, \( \text{SIM} \) aborts if \( M_C \) queries the random oracle/PRG on input \( b_u \) for some honest user \( u \) (i.e. the value sampled by \( \text{SIM} \) on behalf of \( u \) in round \text{ShareKeys}) either i) before the adversary received the responses from the honest players in round \text{Unmasking} or ii) after such responses have been received, but where \( u \notin Q \).

In both cases, because the value \( b_u \) is information theoretically hidden from \( M_C \), \( \text{SIM} \) will abort due to this new condition only if \( M_C \) is able to guess one of the \( b_u \), which can only happen with negligible probability (as they are chosen from the exponentially large domain \( \mathbb{F} \)). To see why the view of \( M_C \) does not depend on \( b_u \), let us analyze which of the view’s components depend on any \( b_u \). In case i), \( M_C \) only receives from \( \text{SIM} \) at most \( n_c \) shares of \( b \) (sent by \( u \) in round \text{ShareKeys}, one for each of the malicious clients). However, since \( n_c < t \), the distribution of any such shares is independent from \( b_u \) (because of the properties of secret sharing). Even in case ii), the view of \( M_C \) is still independent from \( b_u \): since \( u \notin Q \), no honest user would send to the server any share of \( b_u \), and therefore \( \text{SIM} \) does not have to send any to \( M_C \).

\textbf{Hyb}_8

In this hybrid, in addition, \( \text{SIM} \) aborts if \( M_C \) queries the random oracle/PRG on input \( s_{u,v} \) for some honest users \( u, v \) either i) before the adversary received the responses from the honest players in round \text{Unmasking} or ii) after such responses have been received, but where \( u, v \in Q \).

To argue that this hybrid is indistinguishable from the previous one (except with negligible probability), we will reduce to the security of the 2ODH assumption.

In particular, consider a distinguisher \( \text{SIM}' \) which receives a 2ODH challenge \((G', g, q, A, B, z)\) and guesses at random two honest users \( u, v \), hoping that the adversary’s query which will cause the simulator to abort will be exactly \( s_{u,v} \). \( \text{SIM}' \) acts exactly as \( \text{SIM} \) in the previous hybrid, except it sets up \( s^K_w = A \) and \( s^K_v = B \) as the public keys for those users and uses its two oracles to complete the simulation without having access to the corresponding secret keys. In particular, in round \text{AdvertiseKeys}, \( \text{SIM}' \) sends these modified public keys to \( M_C \) (as opposed to the fresh ones \( \text{SIM} \) would have sampled in the previous hybrid).

In round \text{ShareKeys}, rather than generating shares of the secret keys \( s^K_u \) and \( s^K_v \) (which it does not know), it generates and sends to the malicious parties shares of \( 0 \). In round \text{MaskedInputCollection}, when generating \( y \) values for all the honest users (to be sent to \( M_C \)), \( \text{SIM}' \) sets \( s_{u,v} = z \), and uses its two oracles \( O_a \) and \( O_b \) to compute all other required \( s \) values for \( u \) and \( v \) and other users. Then, if \( M_C \) makes a random oracle query for \( z \), \( \text{SIM}' \) will guess that \( z = H(g^{ob}) \) and abort the simulation; otherwise it will guess that \( z \) was chosen at random.

Let us now analyze the advantage of such \( \text{SIM}' \) in the 2ODH – Exp game. Notice that, conditioned on the choice of \( u, v \) being correct, and until the point where the adversary makes a random oracle query for \( z \), the view of the adversary in this simulated protocol execution is exactly the same as the one of \( \text{Hyb}_7 \). This is because, as in the previous argument, for both possible values of \( z \), the adversary will obtain less than \( t \) shares of both \( s^K_u \) and \( s^K_v \), which thus reveal “no information” about the actual values of \( s^K_u \) and \( s^K_v \). Moreover, because we are modeling the PRG as a random oracle, \( M_C \) cannot extract any information about \( s_{u,v} \) from \( y_u \) and \( y_v \) without querying the random oracle.

Therefore, if \( M_C \) can distinguish between \( \text{Hyb}_7 \) and \( \text{Hyb}_8 \) with more than negligible probability, then it must be triggering the abort condition with more than negligible probability and therefore (conditioned on the choice of \( u \) and \( v \) being correct) \( M_C \) must make to the random oracle/PRG a query of the form \( H(g^{ob}) \) with more than negligible probability. This implies that, when \( z = H(g^{ob}) \), \( \text{SIM}' \) will claim (correctly) that \( z = H(g^{ob}) \) with non negligible probability.

On the other hand, when \( z \) is chosen uniformly random, it is information theoretically hidden from \( M_C \)’s view, and therefore \( M_C \) can only make a query for it (which will cause \( \text{SIM}' \) to incorrectly claim that \( z = H(g^{ob}) \) with negligible probability. In other words, if \( M_C \) distinguishes between \( \text{Hyb}_7 \) and \( \text{Hyb}_8 \) with non-negligible probability \( p \), then the algorithm \( \text{SIM}' \) described above also breaks 2ODH assumption probability at least \( p/2n^2 \), which is non-negligible, concluding the argument.

\textbf{Hyb}_9

This hybrid is defined exactly as the previous one, except that the values of \( y_u \) computed by the simulator on behalf of the honest clients and sent to \( M_C \) in round \text{MaskedInputCollection} are substituted with uniformly sampled values, and the output of some random oracle queries for the PRG is modified to ensure consistency/correctness for the result. More in detail, after the server delivers to honest clients the messages for round \text{ConsistencyCheck}, but before \( \text{SIM} \) sends their responses, these messages sent by \( M_C \) to the honest clients define a set \( Q \) (as defined
in hybrid Hyb\textsubscript{9}). For all \( u \in Q \setminus C \), SIM programs the random oracle to set \( \text{PRG}(b_u) \) as follows:

\[
\text{PRG}(b_u) \leftarrow y_u - x_u - \sum_{v \in F_u} \text{PRG}(s_{u,v})
\]

where \( v \in F_u \) iff \( v \notin Q \setminus C \) and \( M_C \) delivered a ciphertext to \( u \) from \( v \) in round \text{ShareKeys} \( \) (which captures the fact that in a real execution \( u \) would have included the joint noise \( p_{u,v} \) for \( v \) in its masked input vector \( y_u \)). For all \( u \notin Q \setminus C \), SIM sets \( \text{PRG}(b_u) \) arbitrarily.

We will argue that the view of \( M_C \) in this hybrid is statistically indistinguishable from the previous one. First, note that for honest clients \( u \notin Q \), since \( M_C \) cannot query the \( \text{PRG} \) on input \( b_u \), in both hybrids the value \( y_u \) is distributed uniformly at random (and independent from the rest of the view).

Similarly, for honest clients \( u \in Q \), before Round \text{Unmasking}, \( M_C \) cannot query the \( \text{PRG} \) on input \( b_u \), so \( y_u \) looks uniformly random as expected. After Round \text{Unmasking}, when \( M_C \) learns \( b_u \), it has exactly the same distribution as in the previous hybrid, i.e. it satisfies

\[
y_u - \text{PRG}(b_u) - \sum_{v \in F_u} \text{PRG}(s_{u,v}) = x_u
\]

Thus, this hybrid is indistinguishable from the previous one.

Hyb\textsubscript{10} This hybrid is defined exactly as the previous one, except that for all \( u \in Q \setminus C \), instead of programming the random oracle to set \( \text{PRG}(b_u) \) to\textsuperscript{[7]}

\[
\text{PRG}(b_u) \leftarrow y_u - x_u - \sum_{v \in F_u} \text{PRG}(s_{u,v})
\]

\[
= y_u - x_u - \sum_{v \in Q} \text{PRG}(s_{u,v})
\]

\[
- \sum_{v \in F_u \setminus Q} \text{PRG}(s_{u,v})
\]

as in the previous hybrid, SIM instead sets

\[
\text{PRG}(b_u) \leftarrow y_u - w_u - \sum_{v \in F_u \setminus Q} \text{PRG}(s_{u,v})
\]

where \( \{w_u\}_{u \in Q \setminus C} \) are chosen uniformly at random, subject to \( \sum_{u \in Q \setminus C} w_u = \sum_{u \in Q \setminus C} x_u \). Since, as argued before, \( s_{u,v} \)'s for \( u, v \in Q \setminus C \) are never queried by \( M_C \), by Lemma \[1\] in the view of \( M_C \), the above values are identically distributed as the previous hybrid.

Hyb\textsubscript{11} This hybrid is defined as the previous one, with the only difference being that the simulator now does not receive the inputs of the honest parties, but instead, in round \text{Unmasking}, makes a query to the functionality \( \text{Ideal} \) for the set \( Q \setminus C \) and uses the value to sample the required \( w_u \) values. Note that since by construction \( |Q| \geq t, |Q \setminus C| \geq t - n_C = s \), and therefore the functionality \( \text{Ideal} \) will not return \( \perp \). It is easy to see that this change does not modify the view seen by the adversary, and therefore it is perfectly indistinguishable from the previous one. Moreover, this hybrid does not make use of the honest party’s inputs, and this concludes the proof.

\[\square\]

**APPENDIX D**

**DIFFERENTIAL PRIVACY AND SECURE AGGREGATION**

Suppose that each of \( U \) users has a vector \( x_i \) with an \( \ell^2 \)-norm bounded by \( \frac{\Delta}{2} \), such that the \( \ell^2 \)-sensitivity of \( \sum_i x_i \) is bounded by \( \Delta \). For \( \epsilon \in (0,1) \), we can achieve \( (\epsilon, \delta) \)-differential privacy for the sum via the Gaussian mechanism \[2] , by adding zero-mean multivariate Gaussian noise drawn from \( \mathcal{N}(0, \sigma^2 I) \), where \( \sigma = \frac{\Delta}{\sqrt{2\ln(\frac{1}{\delta})}} \).

In the local privacy setting, users distrust the aggregator, and so before any user submits her value to the aggregator, she adds noise \( z_i \sim \mathcal{N}(0, \sigma^2 I) \), achieving \( (\epsilon, \delta) \)-differential privacy for her own data in isolation. Summing contributions at the server yields \( \sum_{i=1}^U x_i + \sum_{i=1}^U z_i \). Observe that the mean of \( k \) normally distributed random variables \( r_i \sim \mathcal{N}(0, \sigma^2 I) \) is \( \bar{r} \sim \mathcal{N}(0, \frac{\sigma^2}{k} I) \); it follows that the server can form an unbiased estimator of \( \bar{x} \) from the user contributions as

\[
\hat{x}_{\text{LDP}} = \frac{1}{U} \left( \sum_{i=1}^U x_i + \sum_{i=1}^U z_i \right) \sim \mathcal{N}(\bar{x}, \frac{\sigma^2}{U} I).
\]

Now consider a setting wherein a trusted third party is available that can aggregate and privatize batches of \( n \) user inputs; for simplicity, assume that \( U \) is a multiple of \( n \). The users deliver raw inputs \( x_i \) to the third party, who produces \( \frac{U}{n} \) batch-sums, each with \( (\epsilon, \delta) \)-differential privacy for users in the batch, by adding \( z_j \sim \mathcal{N}(0, \sigma^2 I) \) noise to the batch-sum \( j \) before releasing it. Summing the released batch-sums at the server yields \( \sum_{i=1}^U x_i + \sum_{j=1}^{\frac{U}{n}} z_j \). The server can once again form an unbiased estimator of \( \bar{x} \) as

\[
\hat{x}_{\text{TTP}} = \frac{1}{U} \left( \sum_{i=1}^U x_i + \sum_{j=1}^{\frac{U}{n}} z_j \right) \sim \mathcal{N}(\bar{x}, \frac{\sigma^2}{nU} I).
\]

Observe that the standard deviation of \( \hat{x}_{\text{TTP}} \) is a factor of \( \frac{1}{\sqrt{n}} \) smaller than that of \( \hat{x}_{\text{LDP}} \).

\[\text{Note that } Q \text{ must be a subset of } F_u, \text{ or else } u \text{ aborts}\]