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Abstract

We design and implement TwinsCoin, the first cryptocurrency based on a provably secure and scalable public blockchain design using both proof-of-work and proof-of-stake mechanisms. Different from the proof-of-work based Bitcoin, our construction uses two types of resources, computing power and coins (i.e., stake). The blockchain in our system is more robust than that in a pure proof-of-work based system; even if the adversary controls the majority of mining power, we can still have the chance to secure the system by relying on honest stake. In contrast, Bitcoin blockchain will be insecure if the adversary controls more than 50% of mining power.

Our design follows a recent provably secure proof-of-work/proof-of-stake hybrid blockchain by Duong et al. (ePrint 2016). In order to make our construction practical, we enhance Duong et al.’s design. In particular, we introduce a new strategy for difficulty adjustment in the hybrid blockchain and provide an analysis of it. We also show how to construct a light client for proof-of-stake cryptocurrencies and evaluate the proposal practically.

We implement our new design. Our implementation uses a recent modular development framework for blockchains, called Scorex. It allows us to change only certain parts of an application leaving other codebase intact. In addition to the blockchain implementation, a testnet is deployed. Source code is publicly available.

1 Introduction

The emergence of decentralized cryptocurrencies like Bitcoin [40] has the potential to significantly reshape the future of financial transactions and distributed interactions in general, and eventually bring us a much more organized and documented digital world. In the Bitcoin system, a public distributed ledger, called blockchain, is maintained by a peer-to-peer network of nodes called Bitcoin miners via the proof-of-work (PoW) mechanism [2, 15]. Essentially, the proof-of-work mechanism enables an open blockchain, where miners are allowed to join and leave the system at any moment.

Garay et al. [18] and then Pass et al. [44] investigated the blockchain security in the cryptographic setting and have shown that, assuming the majority of mining power in the Bitcoin system is controlled by the honest miners, the blockchain indeed satisfies several important security properties (which are critical for blockchain-based applications). In contrast, if the assumption of “honest majority of computing power” does not hold, i.e., the adversary dominates the computing resources in the system, then Bitcoin blockchain will not be trustworthy any more.

In practice, it is not clear if assumption of “honest majority of computing power” always holds. Here are few examples. GHash.io, the largest mining pool at the moment, exceeded 50% of Bitcoin’s mining power in 2014 [20]. For now, several top mining pools (e.g., F2Pool, AntPool, BTCC, BW) collectively control about 60% mining power. It is unclear if they could be influenced by certain party or collude. Novel ideas were introduced [38] to discourage the formation of mining pools. Unfortunately, if the adversary controls the majority of mining power, they can still be able to dominate the system (which makes the system not trustworthy). We also re-
mark that blockchain protocols could be vulnerable during the process of splitting. As an example, in Summer 2016 Ethereum network had been split into two forks, Ethereum and Ethereum Classic. In the early days of Ethereum Classic one of the biggest Ethereum miners, Chandler Guo, threatened it with “51% attack” [22]. Similarly, in the face of a possible splitting in Bitcoin, a group of miners supporting Bitcoin Unlimited was threatening “CoreCoin” with the same adversarial majority mining power attack [12]. How can users protect their assets from a majority of mining power which is willing to destroy the system? This leads to our research goal:

Research Goal: Develop Bitcoin-like open blockchains so that they can be secure even when the adversary controls more than 50% computing power.

1.1 Our Approach

1.1.1 Singling out a suitable candidate blockchain

The research goal above seems to be impossible to reach without additional resources or assumptions. It is popular in the cryptocurrency community to suggest to use coins (i.e., stake) in order to protect the blockchain. Such method is called proof-of-stake (PoS). In a high level, proof-of-stake requires protocol players to prove ownership of a certain amount of stake in the system. Only those who can provide such a proof can participate in the process of maintaining the blockchain. Naturally, we could have two approaches to achieve the research goal: (i) blockchain via a pure PoS mechanism, and (ii) blockchain via a hybrid (PoW and PoS) mechanisms.

We are aware that it is difficult to give a complete security analysis for a complex, real-world protocol such as Bitcoin. However, the well-received provable security approach still deserves our attention. If a full-fledged security analysis of a blockchain protocol is not feasible at the moment, we could focus on a much simplified “core” of the targeted protocol. Provable security of the simplified core, once established, will help gain significant confidence on the security of the target blockchain. With this in mind, we next make effort to single out a candidate, i.e., a provably secure blockchain core, so that we may be able to “upgrade” the candidate core to the full-fledged blockchain, and eventually achieve our research goal.

Existing provably secure pure proof-of-stake schemes do not scale. Blockchain researchers have made attempts to construct provably secure, scalable blockchains via pure PoS mechanisms; see [6, 31, 36]1.

However, these existing solutions cannot scale to a large number of network nodes in an open setting where participants can freely join or leave the system at any time they want.

In particular, in these existing provably secure, pure PoS proposals, a majority voting (or the equivalent) is required to enable new participants to join the system. In contrast, without this mechanism, the adversary could corrupt elected leaders at a later point and produce an “alternative” blockchain which could be longer than the blockchain in the system (even if the adversary does not control the majority of stake). Unfortunately, this voting process requires most of existing players to participate in the protocol, which cannot scale to a large scale network. At the moment of writing, it remains unclear if we can construct a provably secure, scalable open blockchain via any pure PoS mechanism.

We here remark that these recent provably secure pure PoS-based protocols are useful for relatively small networks. But they not suitable for (potentially big) open networks because of performance issues.

2-hop blockchain is scalable but not practical yet. Duong et al. [14] design the first provably secure and scalable open blockchain, called “2-hop blockchain”, via combining proof-of-work and proof-of-stake. In their design, in addition to miners, a new type of players, stakeholders (stakeholders) are introduced. A winning miner cannot extend the blockchain immediately as in Bitcoin. Instead, the winning miner provides a base which enables a stakeholder to be “selected” to extend the blockchain. That is, a miner and then a stakeholder jointly extend the blockchain with a new block. Note that, in Bitcoin, winning miners directly extend the blockchain.

In the 2-hop blockchain protocol PoW-chains and PoS-chains are plaited together in every time step, and these PoW/PoS-chains are extended alternately. Intuitively, the 2-hop blockchain can be viewed as a proof-of-stake scheme which uses a proof-of-work chain as a biased random beacon. This critical idea enables the 2-hop scheme to achieve almost the same efficiency as the original Bitcoin scheme. Also, the 2-hop blockchain can scale to a large size of network.

Unfortunately, Duong et al.’s 2-hop blockchain, as it is, has a significant weakness: the resulting blockchain protocols are expected to be executed in the static protocol execution environments. That is, in each round, the invested/involved physical computing resources as well as virtual resources (i.e., stake/coins) in the system are always the same. This does not reflect the reality. Take Bitcoin as an example. In the past years, the amount of computing resources that invested for each unit of time

---

1These are concurrent efforts of our work.
period has increased dramatically. In Bitcoin, Nakamoto creatively introduced the **difficulty adjustment** mechanism to address this issue. By setting a target of extending the blockchain with a new block in each 10 minutes, and by measuring the total time for extending a fixed number (e.g., 2016) of blocks, each miner can be aware if more computing power has been invested. If so, then each miner will increase the difficulty, and vice versa. Unfortunately, adaptive difficulty adjustment mechanism is missing in the 2-hop blockchain. We remark that blockchains without adaptive difficulty adjustment mechanism can often be easily broken. Nevertheless, the provably secure, and scalable 2-hop blockchain can serve as a good starting point for us to achieve our research goal.

1.1.2 From 2-hop blockchain to TwinsCoin

**Adaptive difficulty adjustment.** In our TwinsCoin system design, we need to make our blockchain protocols to be adaptive to the protocol execution environments. Note that here we have to address two types of resources, computing power and stake. It seems that we need to measure the system through two different ways. However, in the original 2-hop design, the total number of proof-of-work blocks (PoW-blocks) is equal to the total number of proof-of-stake blocks (PoS-blocks). It is not clear how to use Nakamoto’s difficulty adjustment mechanism directly for our purpose.

In order to address this issue, we change the blockchain structure. Our new blockchain structure allows us to “measure” the system thru two different ways. Now we record more PoW-blocks, called **attempting proof-of-work blocks**; these blocks are generated due to a successful first hop, but a failure second hop. For the sake of presentation, we call PoW-blocks **successful** if they are generated due to a successful first hop along with a successful second hop. Once we have two types of PoW-blocks, we can measure the ratio between these two types of PoW-blocks. This idea eventually allows us to design a new difficulty adjustment mechanism.

**Moving the underlying blockchain to the non-flat setting.** In the original 2-hop blockchain design [14], the resulting blockchain protocols are expected to be executed in the idealized flat-model. Note that, in the flat model, each proof-of-work miner holds the same amount of computing power and each proof-of-stake holder has the same amount of stake (i.e., coins). Apparently, this flat model does not reflect the reality. Strictly sticking to the flat model will only allow us to design non-practical blockchains.

Blockchain is the core component of our TwinsCoin system. Note that, the designed and then implemented blockchain in this paper essentially consists of two parts, the PoW-chain, and the PoS-chain, and they always go along together, like twins, and we coin our system as **TwinsCoin**.

1.2 Our Contributions

In this paper we provide a clear roadmap for designing provably secure yet scalable blockchain protocols which can be secure even when the adversary controls more than 50% computing power in the system. We prove viability of our design in practice with the help of an actual implementation done. In details, our contributions are as follows:

- Garay et al. [19] extend their previous model [18] by addressing adaptive difficulty adjustment in the Bitcoin system. In our work, we further extend their model by allowing difficulty adjustment for both proof-of-work and proof-of-stake. To the best of our knowledge, there has not been yet a formal definition, design, and analysis for adaptive difficulty for proof-of-stake, or hybrid proof-of-work/proof-of-stake blockchains. Furthermore, before our work, there is no treatment in non-flat setting.

- We propose a way to make light clients possible in a proof-of-stake setting. As far as we know this is the first concrete proposal backed by a practical evaluation.

- We provide experimental results on different characteristics of certain parts of our proposal. In particular, we obtain concrete numbers for a race of adversarial and honest chains as initial estimations on security against adversarial majority of mining power. Some properties of proof-of-stake difficulty adjustment function are also obtained in a different experiment. The light client proposal has been examined in a set of experiments measuring verification time as well as an overhead needed for a simulated blockchain. We also provide a full-fledged implementation of our design in the form of TwinsCoin cryptocurrency. Source code of the implementation is available. More details on the implementation and the experiments can be found in Section 5.

**Organization.** In Section 2, we present our threat model and assumptions. In Section 3, we recall the most relevant work that TwinsCoin system builds on: Nakamoto’s blockchain and 2-hop blockchain. Next, in Section 4, we present the details of our TwinsCoin design, and then in Section 5, we provide the implementation and evaluation.
2 Threat Model and Assumptions

We consider a standard multi-player asynchronous communication setting (e.g., Canetti’s formulation of the “real world” execution [10]), with the relaxations that (i) the underlying communication graph is not fully connected, and (ii) the underlying communication channel is reliable but not authenticated. In this setting, an adversary is not allowed to stop the messages from being delivered, but he may “spoof” the source of a message and impersonate the (well-behaved) sender of the message, or to “delay” messages from any participants. Moreover, the adversary is “rushing” in the sense that, in any given round, he is allowed to see all honest (well-behaved) miners’ messages before deciding his strategy.

We consider a model which allows both proof-of-work miners and proof-of-stake holders, and the difficulty for proof-of-work and proof-of-stake can be adaptively adjusted. We remark that all previous models (which will be reviewed below) are idealized. In the reality, each different honest miner may have a different amount of computing power or stake. Our protocol is described in a non-flat model where each stakeholder is associated with a different amount of coins.

Previous models. Following the well-received provable security approach, Garay et al. [18] provide the first comprehensive security analysis framework for Bitcoin blockchain in the cryptographic setting. To simplify the analysis, Garay et al. consider an idealized “flat-model” where all miners have the same amount of computing power.

Pass et al. [44] recently extend Garay et al.’s model [18] by considering a more realistic communication network (i.e., partial synchronous network) in which messages from honest players can be delayed with an upper bound units of time. Duong et al. [14] propose a further extended model by considering two types of players, proof-of-work miners and proof-of-stake holders, in blockchain protocols. Very recently, Garay et al. [19], extend their previous model [18] by addressing adaptive difficulty for proof-of-work blockchains. To the best of our knowledge, there has not been yet a formal definition and analysis for adaptive difficulty of proof-of-stake blockchains.

Assumptions. As in [14], we assume that the majority of collective resources (including hashing power and stake) are controlled by well-behaved (honest) players. Furthermore, our system is assumed to be extended from an “already mature blockchain” such as Bitcoin blockchain.

3 Background

3.1 Nakamoto’s blockchain

We here briefly review Nakamoto’s Bitcoin blockchain [40]. Bitcoin blockchain is based on proof-of-work puzzles [2, 15], which can be abstractly described via the following hash inequality:

\[ H(h_w, w, X) < T \]

where \( h_w \in \{0, 1\}^\kappa \) is the hash of the previous proof-of-work block (\( \kappa \) is a security parameter), \( w \) is a suitable solution for this puzzle, \( X \) is the record component of the block, and \( T \) denotes the current proof-of-work target. See [18] for more details.

Extending the chain. At any point of the protocol execution, each miner attempts to extend the blockchain. More concretely, upon receiving some record \( X \), a miner chooses random \( w \in \{0, 1\}^\kappa \) and checks whether \( w \) is a valid solution to the above hash inequality with respect to \( h_w \), hash value of the last block in the blockchain; if so, the miner reveals the solution to the system. In Nakamoto’s design, multiple miners might find distinct solutions with the same preceding block, in which a blockchain fork will be introduced. To resolve this issue, all well-behaved (honest) miners are expected to follow the longest blockchain in the system.

Security. Garay et al. [18] and Pass et al. [44] have already rigorously analyzed the security of Nakamoto’s blockchain in the cryptographic setting. In a nutshell, the Nakamoto’s blockchain satisfies certain important security properties such as common prefix, chain quality and chain growth, under the assumption that the majority of computing power is controlled by honest players. Please refer to Appendix A for the definitions of security properties (common prefix, chain quality and chain growth).

3.2 Duong et al’s 2-hop blockchain

Nakamoto’s blockchain is powered by computing resources, and the blockchain is maintained by only miners. Duong et al. [14] propose 2-hop blockchain — a combination of proof-of-work (PoW) and proof-of-stake
(PoS). There, the blockchain is managed by two types of nodes, called miners and stakeholders (users). Correspondingly, there are two types of chains: proof-of-work chain (PoW-chain), denoted $C$, and proof-of-stake chain (PoS-chain), denoted $\tilde{C}$, in the system. These PoW/PoS chains are securely tied together, as a chain-pair. Stakeholders maintain the proof-of-stake chain. On the other hand, miners together manage the proof-of-work chain which is considered as a biased random beacon for choosing stakeholder (to extend the proof-of-stake chain).

**Extending the chain-pair.** In general, miners (or stakeholders) collect information from the network, perform some validation and generate proof-of-work blocks (PoW-blocks) or proof-of-stake blocks (PoS-blocks), and then share their states to the network.

- **Extending the PoW-chain:** To generate a new PoW-block, each miner first computes the hash $h_w \in \{0, 1\}^\kappa$ of the previous PoW-block (the head of the PoW-chain), the hash $h_s \in \{0, 1\}^\kappa$ of the head of the PoS-chain. Here, without connecting to the head of the current PoS-chain, the adversary can rewrite any information stored on the chain-pair. The miner then attempts to solve the following hash inequality

$$H(h_w, h_s, w) < T$$

by finding a suitable solution $w$ where $T$ denotes the current proof-of-work target. If he succeeds in finding the proper $w$, he then generates a new PoW-block which includes the hash values $h_w, h_s$ and the solution $w$, and shares this PoW-block to other players in the network.

- **Extending the PoS-chain:** In the 2-hop design, each PoW-block is used for selecting new stakeholders (to generate new PoS blocks). More concretely, if there is a new PoW block $B_i$ in the system, any stakeholder whose verification key $vk$ satisfies the following hash inequality

$$H(B_i, vk) < \tilde{T}$$

is allowed to generate a new PoS block. That is, the selected stakeholder can use the corresponding signing key $sk$ to sign the new PoS-block. Note that here, $\tilde{T}$ is the current proof-of-stake target.

Please see Figure 1 for an illustration of 2-hop blockchain.

**Resolving Fork.** If multiple players (miners or stakeholder) create blocks (PoW-blocks or PoS-blocks) with the same preceding block, the chain is forked into branches, forming a tree. Other players may subsequently add new valid blocks to any of these branches. To resolve forks, the protocol specifies which chain-pair is the best valid chain-pair. The criterion is that the winning chain is the longest valid one.

**Security.** Duong et al. [14] have already analyzed the security of their 2-hop blockchain in the cryptographic model. Under the assumption that the majority of collective resources (computing power and stake) are honest, then important security properties such as common prefix, chain quality and chain growth can be guaranteed. Similar to the analysis in [18, 44], their security analysis is in the flat model.

### 4 Main Design

Starting with a provably secure “core”, the 2-hop blockchain [14], we develop our TwinsCoin system by following the steps below.

- First, we redesign the structure of the 2-hop blockchain in [14] with the goal of enabling a new mechanism for adjusting difficulties. We call this a modified 2-hop blockchain. Please see Section 4.1.

- Second, based on the modified 2-hop blockchain, we introduce a new mechanism to adjust the difficulties for both PoW and PoS chains. Please see Section 4.2.

- In addition, from a different angle, we extend the 2-hop blockchain to the non-flat setting where stakeholders may have different amounts of stake. Please see Section 4.3 for details.

- By combining these above steps, we have the blockchain for our TwinsCoin. This new blockchain is in the non-flat model with adaptive difficulty adjustment.

- Finally, we enhance the TwinsCoin system with light clients. Please see Section 4.5.
4.1 A modified blockchain structure

Besides PoS-blocks and PoW-blocks, our modified blockchain specifies two types of PoW-blocks: attempting blocks and successful blocks with respect to the local view of each player in the system. If a node receives a new PoW-block without a corresponding PoS-block, the PoW-block becomes an attempting block with respect to the view of the player. In opposite, if a node receives a new PoW-block along with a corresponding PoS-block, the PoW-block is now considered as a successful block in the node’s local view.

We now present the blockchain structure in our modified 2-hop blockchain. Please also see Figure 2.

![Figure 2: A modified 2-hop blockchain structure](image)

Here, dot arrows (that link to the previous successful block and attempting blocks) denote the first hops, and solid arrows denote the second hops. Green blocks $B_i$’s denote the successful proof-of-work blocks, $B_i$’s denote the attempting proof-of-work blocks, and red blocks $\tilde{B}_i$’s denote the corresponding proof-of-stake blocks. Note that the blue blocks are from the “mature blockchain”.

**Proof-of-Work block structure.** Let $H(\cdot)$ be a cryptographic hash function with output in $\{0,1\}^\kappa$. Now we have two different types of PoW-blocks: attempting blocks and successful blocks. The structure of attempting and successful blocks are the same. However, they have different meaning: (1) no PoS-block refers to an attempting block, and (2) we only count the successful blocks when calculating the real length of a proof-of-work chain. A PoW-block $B$ is a tuple of the form $\langle h_w,h_s,h_a,w \rangle$, where $h_s \in \{0,1\}^\kappa$ denotes the digest of the latest seen attempting proof-of-work block, $w \in \{0,1\}^\kappa$ is a random nonce, and block $B$ satisfies

$$H(h_w,h_s,h_a,w) < T$$

where the parameter $T \in \mathbb{N}$ denotes the current proof-of-work target of the block.

A PoW-chain $C$ consists of a sequence of $\ell$ concatenated successful PoW-blocks. We denote head($C$) as to the topmost successful PoW-block $B_\ell$ in blockchain $C$. That is, we do not consider an attempting block as the head of the proof-of-work chain, and the head of a PoW-chain is not necessary the topmost PoW-block since the topmost PoW-block could be an attempting block. Moreover, we only link a new proof-of-work block to the head of the proof-of-work chain. This implies that there may multiple attempting blocks attaching to a successful block in our proof-of-work chain. If a proof-of-work blockchain $C$ is a prefix of another blockchain $C'$, we write $C \preceq C'$.

**Extending a proof-of-work blockchain.** Since the PoW structure is changed, mechanism to extend a PoW chain is slightly different from 2-hop design. Here, each miner will only mine from the latest successful proof-of-work block.

We illustrate the high level idea as in Figure 3. In this figure, we consider a miner attempting to mine from a valid block-pair consisting of a PoW-block $B$ and a PoS-block $\tilde{B}$. There, in the first attempt, a new PoW-block $B_2$ is linked to $B$ (by the hash $h_w$ of $B$) and to $\tilde{B}$ (by the hash $h_s$ of $\tilde{B}$); however, the corresponding PoS-block of $B_2$ is not seen by the miner. Therefore, we say $B_2$ is an attempting PoW-block. In the second attempt, a new PoW-block $B_2$ is produced without any corresponding PoS-block, this block also becomes an attempting block. The third attempt is a successful one, and a new successful PoW-block with the corresponding PoS-block is attached to the chain.

![Figure 3: Generating new PoW-blocks](image)

**Resolving fork.** In 2-hop blockchain design, fork is resolved by choosing the chain-pair with the longest PoW-chain. In our design, a PoW-block could be an attempting or successful block. Furthermore, successful blocks are much more important than attempting blocks. Therefore, the winning chain-pair is the one with the most number of successful blocks, that is, the one that required (in expectancy) the most successful mining power.

**Security.** We emphasize that, this section only focuses on the structure of the blockchain. We slightly modify
2-hop blockchain to construct a more practical cryptocurrency system. The security proof for this modified version is directly implied from 2-hop blockchain security. Please refer to Appendix B for more details on our modified 2-hop blockchain.

### 4.2 Blockchain with adjustable difficulty

#### 4.2.1 Nakamoto’s difficulty adjustment for PoW

In Bitcoin, in order to keep the block extension with a steady rate, the system adjusts the PoW hash target adaptively. The intuition is that the lower target means lower probability to get a valid PoW block by calling a hash function. This intuition provides a method to control the block generation rate by a difficulty target adjustment scheme. For some time interval, if the chain extension rate is higher than expected, the difficulty target need to be decreased to make the successful probability lower.

The difficulty target is adjusted every \( m \) blocks. In Bitcoin system, we have \( m = 2016 \). We define a time period of \( m \) blocks (precisely, difference between timestamps of the last and the first blocks in the sequence) as an *epoch*. Let \( t \) be the expected time of an epoch. For example, in Bitcoin a new valid block is to be generated every 10 minutes on average. Then we have \( t = m \times 10 \) minutes, which is approximately 14 days for an epoch. Let \( t_i \) be the the actual duration of the \( i \)-th epoch. Let \( T_i \) be the difficulty target in the \( i \)-th epoch. We have the difficulty target in the \((i + 1)\)-th epoch as follows:

\[
T_{i+1} = \frac{t_i}{t} T_i
\]

From the equation above we can observe that, if \( t_i > t \) then \( T_{i+1} > T_i \) and vice-versa. In the case that \( t_i > t \), the miners spend longer time to obtain \( m \) blocks in the \( i \)-th epoch. Therefore, the system difficulty target should be increased so that the miners can find new blocks faster in the next epoch. This *negative feedback* mechanism makes the system stable.

Next, in order to increase readability, we first discuss PoS difficulty target adjustment. Then, we will turn to the discussions about PoW difficulty target adjustment.

#### 4.2.2 Our difficulty adjustment for PoW/PoS

For the same consideration as in Bitcoin, we propose two adaptive difficulty target mechanisms for PoW and PoS chains in order to keep the chain-pair growth with a stable rate.

First, we use \( T \) to denote the PoW difficulty target in general. We also use \( T_i \) as the PoW difficulty target in the \( i \)-th epoch. PoW difficulty target is used to control the probability of finding a new valid PoW-block for each attempt. Secondly, we use \( \tilde{T} \) to denote the PoS difficulty target in general. We also use \( \tilde{T}_i \) as the PoS difficulty target in the \( i \)-th epoch. PoS difficulty target is used to control the probability that a PoW-block is *successfully* mapped to a valid stakeholder.

**PoS difficulty target adjustment.** To extend a PoS-chain, a stakeholder uses the inequality \( H(B, vk) \neq \tilde{T} \) to test if he is qualified to sign a PoS-block. Here, \( B \) is a new PoW-block and \( vk \) is the verification key of the stakeholder. We assume the expectation of the probability that a PoW-block is successfully mapped to a stakeholder is \( R < 1 \). Suppose there are \( m_i \) PoW-blocks that are generated in the \( i \)-th epoch. Let \( \tilde{T}_i \) be the PoS difficulty in the \( i \)-th epoch. The PoS difficulty in the \((i + 1)\)-th epoch is defined by the following equation:

\[
\tilde{T}_{i+1} = \frac{m_i R \tilde{T}_i}{m} \tag{1}
\]

We interpret the PoS difficulty adjustment by the following. If \( \frac{m_i \cdot R}{m} > 1 \), then the probability that the PoW-block is mapped to a stakeholder is lower than the expectation \( R \). The PoS target \( \tilde{T}_{i+1} \) will be increased. Similarly, if \( \frac{m_i \cdot R}{m} < 1 \), then the probability that the PoW-block is mapped to a stakeholder is higher than the expectation \( R \). The PoS target \( \tilde{T}_{i+1} \) will be decreased.

It is easy to see this is a negative feedback algorithm that can maintain the successful probability close to \( R \). As far as we know this is the first difficulty adjustment procedure for proof-of-stake.

**PoW difficulty target adjustment.** The difficulty adjustment strategy for PoW-chain in our system is similar to the original Bitcoin system except that we additionally consider the influence of PoS-chain generation to the PoW-chain.

As discussed in Section 4.1, in order to generate a valid block a miner need to try different \( w \) to satisfy a hash inequality, i.e., \( H(h_{i+1}, h_i, h_{i-1}, w) < T \). It is easy to see that if we increase \( T \), the probability to generate a valid PoW-block of one hash query will increase and vice versa. We assume the probability that a PoW-block is successfully mapped to a stakeholder is \( R < 1 \). The difficulty is adjusted every \( m \) PoW-blocks of the chain-pair. We can take the typical value \( m = 2016 \) as in Bitcoin system. We use \( m_i \) to denote the total number of attempting (and successful) PoW-blocks that are generated in the \( i \)-th epoch. If some PoW-blocks are not be successfully mapped to stakeholders, we would have \( m_i > m \). Similar to Bitcoin, we also use \( t \) to denote the expected time span for an epoch, and \( t_i \) do denote the actual time span for the \( i \)-th
epoch.

Let $T_i$ be the difficulty target in the $i$-th epoch. The difficulty target in the $(i+1)$-th epoch is defined by

$$T_{i+1} = \frac{m_{i+1}}{m_i} T_i$$

The difficulty adjustment for PoW is based on two “factors”, $t_i$ and $m_i$. The logic is as follows:

- If $t_i < t$, we know that the $i$-th epoch is shorter than expected. In this case, we need to increase $T_{i+1}$ to decrease the PoW difficulty in the $(i+1)$-th epoch. Similarly, if $t_i > t$, we need to reduce $T_{i+1}$ to increase the PoW difficulty.

- If $m_i > m/R$, we know that the probability that PoW-block can be mapped to a stakeholder is lower than the expectation $R$. In this case, the PoS difficulty (see PoS difficulty adjustment) would be decreased and we need to increase PoW difficulty (by reducing $T_{i+1}$) to keep the balance between PoS and PoW. Similarly, if $m_i < m/R$, the PoS difficulty would be increased, then we need to decrease PoW difficulty (by increasing $T_{i+1}$).

### 4.2.3 Security analysis

In this section we provide an informal security analysis to demonstrate that the malicious players are not able to attack the TwinsCoin system by taking advantage of the difficulty adjustment mechanism.

In [14], the authors give a formal security proof for 2-hop blockchain (without considering difficulty adjustment). There, they assume that the probability that a PoW block is generated in a round is very low. A potential attack is that the malicious players can increase the difficulty target to make it easier to generate a PoW block. In the remaining of this section, we will prove this attack does not work for our modified 2-hop blockchain, under certain assumption. We note that a formal security proof for our modified 2-hop blockchain with difficulty adjustment in the cryptographic setting is challenging and we leave it for further work.

The intuition is that in order to increase the difficulty target, the malicious players can stop to contribute new PoW-blocks and PoS-blocks from some moment. This will make the block extension rate lower. With our difficulty adjustment algorithm, the difficulty target will increase to speed up the block generation. At some later point, the malicious players will begin to work and sign under the current difficulty target. All the players can generate more blocks with the current difficulty target.

Before our analysis, we will define some notations. We assume all of the computing power can make $n$ hash queries to generate PoW-blocks in an epoch. The ratio of honest computing power is $\rho$ and the ratio of malicious computing power is $1 - \rho$. We also assume the total amount of coins is $\hat{n}$ and the honest ratio is $\hat{\rho}$ the malicious ratio is $1 - \hat{\rho}$. For simplicity we only discuss the average case.

**Lemma 4.1.** Suppose the malicious players stop to contribute the block generation to increase the difficulty target. In the $i$-th epoch, the system reaches stable target regime. Let $t_i$ be the actual time span of the $i$-th epoch. Suppose in the $(i+1)$-th epoch, the malicious players try to extend chains with all of resources. Let $t_{i+1}$ be the actual time span of the $(i+1)$-th epoch. We have $t_{i+1} = t_i \rho \hat{\rho}$.

**Proof.** For the $i$-th epoch is stable, we have $\hat{T}_i = t_i \rho \hat{\rho}$. The PoW-blocks generation ratio is $m_i/R$. The malicious players will try to extend chains with all of resources. Let $t_{i+1}$ be the actual time span of the $(i+1)$-th epoch. The PoW-blocks generation ratio will increase to $m_{i+1}/R$. For the malicious will begin to generate PoW in the $(i+1)$-th epoch, the PoW-blocks generation ratio will increase to $m_{i+1}/R$. From the Lemma 4.1, the ratio that the malicious players can increase is bounded by the factor $\frac{1}{\rho \hat{\rho}}$.

### 4.3 PoS blockchain in the non-flat model

#### 4.3.1 Moving PoS blockchain from the flat to the non-flat model

The (modified) 2-hop blockchain in section 4.1 is described in the flat model with a pre-fixed difficulty parameter. That is, a stakeholder is qualified to sign and generate a new PoS-block for a PoW block $B$ when his verification key $vk$ satisfies the inequality $H(B, vk) < \hat{T}$. Intuitively, if stakeholders have different amounts of stake (coins), they would have different probabilities to be elected. Thus we improve the construction to be suitable for non-flat model that means the stakeholder can keep different amount of stake in an account. Next, we prove that our construction is fair in the non-flat model so a stakeholder will not get any advantages if he splits his stake to multiple accounts.
We describe the non-flat model with hash inequality first. For a stakeholder, vk is his verification key (public key), and sk is the corresponding signing key. To extend PoS-chain, the stakeholder will choose the best-chain-pair with the most “successful” mining power. Let (C, C') be the best-chain-pair, and C is PoW-chain, C' is PoS-chain. If the last PoW-block B on chain C is a new block in which there is no corresponding PoS-block on PoS-chain, then the stakeholder will attempt to generate a new PoS-block as the following: Let \( \tilde{T} \) denote the current difficulty target for the PoS-block generation. We assume the total amount of stake in the whole system is \( \hat{n} \), we also assume the length of the output of hash function \( \tilde{H}(\cdot) \) is \( \kappa \). Let \( p = \frac{\tilde{T}}{\kappa} \), we assume \( \hat{n}p < 1 \). Let \( \nu \) be the number of coins in the account of a stakeholder with vk. If the inequality

\[
\tilde{H}(B, vk) < \nu \tilde{T}
\]

is satisfied, the stakeholder with the key-pair (sk, vk) wins a chance to sign the corresponding PoS-block for PoW-block B. As far as we know this is the first concrete non-flat treatment for PoS-chain.

### 4.3.2 Security analysis

We provide here a security analysis for the non-flat model. The players may take more than 1 coin in an account under non-flat model. We will argue that if a stakeholder puts more than 1 coin in his account, this will not change the probability for PoS-block mapping. Intuitively, from our non-flat construction, if a stakeholder puts more coins in an account, he has a higher probability to be selected; therefore, he does not need to split his coins into multiple accounts.

**Lemma 4.2.** Let \( p = \frac{\tilde{T}}{\kappa} \) and \( \kappa \) is the length of hash output. Let \( \hat{n} \) be the total number of coins. We assume \( \hat{n}p < 1 \). For any stakeholder with account (sk, vk), we assume there are \( \nu \) coins in this account, where \( \nu < \hat{n} \). We have \( \Pr[\tilde{H}(B, vk) < \nu \tilde{T}] = \nu p \).

**Proof.** From the definition we have \( \nu \tilde{T} = \nu p \cdot 2^\kappa \). For \( \hat{n}p < 1 \) and \( \nu < \hat{n} \), we have \( \nu \tilde{T} < 2^\kappa \). Since \( \tilde{H}(B, vk) \) produces the output uniformly in \((0, 2^\kappa)\), we have \( \Pr[\tilde{H}(B, vk) < \nu \tilde{T}] = \nu p \). \( \square \)

From the Lemma 4.2, we have the probability that a stakeholder is selected to generate a PoS-block is proportional to the amount of stake he controls.

- If the stakeholder puts his \( \nu \) coins in one account, for any PoW block B, the probability that he is selected to sign the corresponding PoS block is \( \nu p \).
- If the stakeholder puts his \( \nu \) coins in \( \nu \) accounts and every account has one coin, for any PoW-block B, the probability that an account is selected to sign the corresponding PoS-block is \( p \). The outputs of hash function \( \tilde{H}(B, vk) \) are independent for different vk. The total probability that the stakeholder is selected is also \( \nu p \).

That is, the probability a stakeholder is selected in the non-flat model is equal to the accumulated probability that he distributes the stake to different accounts in the flat-model. For a stakeholder, the probability that he is selected only depends on the total amount of stake (coins) he controls.

### 4.4 Blockchain design in TwinsCoin

In this subsection, we summarize our blockchain design in TwinsCoin. Starting with the 2-hop blockchain (Section 3.2), we first propose a slightly modified version (Section 4.1) by changing the structure of the proof-of-work chain as well as the format of proof-of-work blocks. Then we improve this modified 2-hop blockchain further, (i) by enabling difficulty adjustment for both PoW and PoS chains (see Section 4.2), and (ii) by introducing an alternative method to choose stakeholders to extend the PoS chain in the non-flat setting where players may have different amounts of coins. By combining these improvements, we complete the blockchain design in our TwinsCoin system. Please refer to Figure 4 for the roadmap of blockchain design. In next subsection, we will return to the client design in our TwinsCoin.

![Figure 4: Roadmap for blockchain design in TwinsCoin.](image)

### 4.5 Light client design in TwinsCoin

Checking the validity of a proof-of-work block requires a constant-time operation (i.e., two SHA256 invocations); thus for a blockchain with \( n \) blocks, the time to check the validity is linear \( (O(n)) \). In contrast, in all the proof-of-stake protocols checking a balance of a block generator
is needed in order to verify the validity of blockchain. Currently, holding the whole balance sheet is needed for the verification. However, this creates lots of difficulty for light clients. Verification time (if a balance sheet is indexed by a public key) for a block is about $O(\log S)$, where $S$ is a size of the balance sheet. Once balance sheet becomes too big to be stored in random-access memory, performance could be degraded significantly. In Bitcoin, once block size limit is reached, size of a balance sheet (more precisely, unspent outputs set) is growing roughly linearly with time (a corresponding graph could be found at [9]), thus verification time for $n$ PoS blocks is $O(n \cdot \log n)$. The concerns of heavy validation could be the solid arguments against switching from a Proof-of-Work chain to the hybrid one.

As a solution, we propose to authenticate the balance sheet as 2-party dynamic authenticated (public key → balance) dictionary. In the paper [45] an authenticated data structure of this kind is proposed to be used in order to avoid holding all the state for the full nodes. We are applying the principle further in order to make light clients feasible in a Proof-of-Stake environment.

A root value after processing the transactions in a block is to be included in a blockheader of a PoS-block. Also, a stakeholder generating a block is including an authenticating path for his output against a root of a previous PoS-block. However, verification time for a block remains the $O(\log S)$, with $O(n \cdot \log n)$ for a chain, but a constant factor would be much smaller. We back the claim with an experiment provided in Section 5.2.2. It is not needed to hold the whole state in order to check whether a PoS-block was generated in a valid way, as by using a 2-party authenticated dynamic dictionary it becomes possible to check proofs and get a new root value without holding the whole dataset. As a drawback, block size would be increased by $O(\log S)$ bytes, we provide concrete numbers in Section 5.2.2.

5 TwinsCoin System

We provide a full-fledged implementation of TwinsCoin. Details on the implementation are provided in Section 5.1. We run several experiments on particular aspects of our design in order to empirically evaluate the claims made throughout the paper and also study some aspects of proof-of-stake difficulty readjustment function in Section 5.2. We also run fully functional TwinsCoin nodes over a testing network which is described in Section 5.3.

5.1 Implementation

We implement TwinsCoin using the Scorex framework [25] in Scala language. Our implementation is full-fledged. Therefore, it is possible to run the testing network without any code modifications. Our implementation is opensourced [1] and published under public domain CC0 license.

There are a few open source modular blockchain development tools available, such as Scorex [25], Sawtooth Lake [26], Sawtooth Lake [26], Sawtooth and Fabric [24]. We choose to use Scorex 2.0 [25] because this is the only existing tool which supports two (or more) types of blocks.

The idea of a modular design for a cryptocurrency was first proposed by Goodman in Tezos whitepaper [21]. The whitepaper (Section 2 of it) proposes to break a cryptocurrency design into three protocols: network, transaction and consensus. In many cases, however, these layers are tightly coupled and it is hard to describe them separately. For example, in a proof-of-stake cryptocurrency a balance sheet structure, which is heavily influenced by a transaction structure, is used in a consensus protocol. To split the layers clearly, Scorex 2.0 has finer granularity. In particular, in order to support hybrid blockchains as well as more complicated structures than a chain (such as SPECTRE [48]), Scorex 2.0 does not even have a notion of the blockchain as a core abstraction. Instead, it provides an abstract interface to a history which contains persistent modifiers. The history is a part of a node view, which is a quadruple of $\langle$history, minimal state, vault, memory pool$\rangle$. The minimal state is a data structure and a corresponding interface providing an ability to check a validity of an arbitrary transaction for the current moment of time with the same result for all the nodes in the network having the same history. The minimal state is to be obtained deterministically from an initial pre-historical state and the history. The vault is the node-specific information, for example, a node user’s wallet. The memory pool holds unconfirmed transactions being propagated across the networks by nodes before got into blocks.

The whole node view quadruple is to be changed atomically by applying whether a persistent node view modifier or an unconfirmed transaction. Scorex provides guarantees of atomicity and consistency for the application while a coin developer needs to provide implementations for the abstract parts of the quadruple as well as a family of persistent modifiers. Our implementation is introducing two kinds of persistent modifiers, PoW-Blocks and PoS-Blocks.

Our implementation has simpler transactions than Bitcoin [55]: while a TwinsCoin transaction has multiple inputs and outputs, like in Bitcoin, an output contains
only a public key of a spender and a value (so no support for Bitcoin Script [53] or another authentication language is provided). To spend an output, one needs to sign its bytes in a referring input. In order to prevent re-play attacks, we also associate an output with an unique nonce value, which is a result of hash(all the transaction bytes without nonce || output index in the transaction). Like in Bitcoin reference implementation, the minimal state in the TwinsCoin is the current unspent outputs set (UTXO [7] set). In both the systems, with the UTXO set it is possible to decide whether an arbitrary transaction valid against or not. By processing a block, a node is removing outputs spent in the block from the set and put there newly created unspent outputs.

We also have implemented block generation function-ality directly inside the node software. Iteration over nonce space in Proof-of-Work mining component is arti-ficially limited in order to reduce the load of an evaluation environment and model non-flat mining networks easily. Thus, a number of hash function calls per second is to be set explicitly in code. As in Bitcoin, a proof-of-work function is about to find a hash value with a certain property of a block header with a nonce field included. We use Blake2b hash function with 256 bits output to have 128-bit security level. In our implementation miners start to work on a next attempting block right after previous one seen and before corresponding PoS-block arrives. Thus the mining component working all the time except PoS-block processing phases.

Rollbacks are possible in a blockchain system if a better fork found. We store all the blocks ever got from the network (Bitcoin does the same), so an implementation of the history interface is just switching a pointer to a new best chain in case of a fork. For the minimal state (the UTXO set) as well as for the wallet we need to restore an old version of possibly big dataset before applying blocks from a new best chain after a common one. To simplify previous database snapshot restoring, we are using a versioned key-value database engine IODB [33]. IODB has been built to be used in blockchain systems, so it provides batch updates only and a rollback to an arbitrary snapshot in the past within depth to be set during database creation.

We are reusing peer-to-peer network from the Scorex without any changes. Nodes in the network send an-nounces about their blocks and transactions with INV messages like in Bitcoin [8]. A new block is announced with the same mechanism; thus, propagation time for miners is worse than in Bitcoin network where miners have direct low-latency links to each other and push a header of a new block immediately.

Our implementation is compact, just about 2,300 lines of code, thanks to the frameworks used and concise Scala language.

5.2 Experiments
In this section, we investigate some aspects of the TwinsCoin proposal with the help of targeted experiments. First experiment is about a competition of two chains, an honest and an adversarial, similar to described in the original Nakamoto paper ([40], Section 11). The goal of a second experiment is to measure efficiency of the light client proposal from the Section 4.5. Third experiment examines proof-of-stake difficulty readjustment procedure in a simulated environment.

5.2.1 Chain race experiment
In the original Bitcoin paper [40], Nakamoto evaluated his proposal by considering competition of two chains, one of an adversary and another of an honest miner showing that the adversarial chain cannot overtake the honest one until it is backed by majority of mining power. As there are two resources providing a possibility to generate a block in our proposal, we simulate an adversary possessing different amounts of total hashing power and also total stake.

In our experiment, an adversarial and an honest parties work on separate TwinsCoin instances generating chain-pairs of length 10 (so 10 PoW-blocks and also 10 PoS-blocks). A party which generates its chain-pair first wins the race. The honest party owns 100 outputs locking the same amount of money while the adversary has only some fraction of that. Difficulties are static during the experiment, time to generate a PoW-block on average is overwhelmingly big in comparison with time needed to process a block, and proof-of-stake difficulty is set to have about 1 output chosen on average for the honest party. The code could be found in the file PrivateChain.scala.

The result is presented in Figure 5. We run every experiment 20 times and consider that the adversary succeeds if he wins at least once. Gray area in the figure shows adversarial success.

The results show that even with 70% of total mining power, the adversary also needs for about 20% of total stake to generate a better chain than the honest party’s. Given Bitcoin capitalization of $20 billion at the moment of writing, 20% of stake is about $4 billion. However, not all the stake is online so security projected into money would be about lower level. It is hard to define precisely how much stake is online in Bitcoin, and how much it would be in case of PoS rewards being granted for
that. Also, we have observed only the simplest kind of attack in this experiment. The adversary can do better, for example, by exploiting network-level protocol with Eclipse attacks [23]. Nevertheless, a malicious miner needs to spend a lot of money to overtake the honest parties.

5.2.2 Light validation experiment

We estimate practically how efficient is the light validation procedure proposed in the Section 4.5. For that, we compare two chain validators. A full validator is operating with full state residing in a persistent key-value database. A light validator is checking lookup proofs from blockheaders. Both validators are performing lookup operations only.

For the experiment, we use authenticated AVL+ trees from [45]. The full validator code is using disk-based database MvStore with 128 MB in-memory LRU cache. The experiment is started with a balance sheet of about 46 million (public key → balance) pairs (where a public key is about 32 bytes, a value is about 8 bytes). We then try bigger sheets, up to 92 million pairs in size. Thus the testing dataset starts from a size like Bitcoin UTXO set of today [9] and finishes with twice of that size. We use a machine with i7 processor, 16 GB RAM and HDD disk (5400 RPM) for the experiment.

Figure 6 shows running times for both the validators. The results show that our light validator is running in effective constant time negligible to the running time of the full validator (the running time of the light validator is about 20-25 microseconds per operation).

For the light validator, a proof of a block generator’s balance is to be included into a block. We obtain proof sizes for different sizes of balance sheet, they are provided in the Figure 7. The proof size for a Bitcoin-like balance sheet size (46M elements) is about 960 bytes and remains no more than kilobyte when balance sheet is about 92M elements.

5.2.3 Proof-of-stake difficulty experiments

In the Proof-of-Stake difficulty readjustment formula (see Formula 1) we use the R parameter to show the probability that a PoW-block is a successful block. In other words, R indicates the probability that a PoW-block is successfully mapped to a stakeholder. Also, 1 – R value shows how many attempting blocks an average successful proof-of-work block has included. However, in a distributed environment, real values could be different from the planned ones because of propagation effects. To know the difference we made an experiment where proof-of-stake block was sent to proof-of-work miner not immediately but with a random delay distributed uniformly from 0 to 5% of target generation time. We measure number of attempting blocks included into a
successful blocks. Results provided in the Figure 8 show that in this scenario experimental numbers are close to the planned ones.

![Figure 8: Percentage of Attempting Blocks](image)

We found that, given a constant stake, target value is changing with number of stakeholders growing. The dependency is presented in the Figure 9.

![Figure 9: $\tilde{T}$ Value](image)

5.3 Testnet

We launch TwinsCoin full-fledged implementation over a publicly accessible testing network (so-called “testnet” in cryptocurrency jargon). For that, we deploy TwinsCoin to tens of machines, including AWS (Amazon) instances in the US, Europe, Asia, as well as physical machines in Germany and Russia. Each node in the network is connected to 10 random neighbors. Every machine is participating in proof-of-work blocks mining, few machines have public keys with stake on-board so generating proof-of-stake blocks also. Target time between proof-of-work blocks is 10 minutes and $R = 0.8$.

User interface. Scorex generates a user interface (UI) automatically and few requests regarding common functionality are available with no any efforts needed. In order to add specific functionality, a coin developer needs to specify handlers for the additional requests. The interface is available in a web browser. With the help of the UI, a TwinsCoin user is able to see the hybrid blockchain contents, network peers and their statuses, wallet public keys and corresponding balances. It is also possible to create a transaction (to send tokens) via the user interface.

Monetary policy and incentives. The currency in the network has no emission, so all the coins are issued in the initial state. Proof-of-Stake block generators are getting transaction fees as rewards while Proof-of-Work miners are getting nothing (as finding a proper incentives structure is left for further research).

6 Future Work

There are still some issues to resolve before launching a production-ready system. We highlight the most important ones below.

Incentives. How to properly incentivize participants in a cryptocurrency is a non-trivial task. As an example, in April 2016, Lerner reported [35] about uncle mining issue regarding improper rewards for uncle blocks in the GHOST [49] component found in the Ethereum protocol. In TwinsCoin, rewards should be given to stakeholders generating PoS-blocks and also to generators of successful as attempting PoW-blocks. Finding a proper balance is left for further research.

Switching. Changing rules in a cryptocurrency is a hard topic. There are two ways, softfork and hardfork, to upgrade the design recognized in the community. A softfork [54] is such a protocol upgrade that only previously valid rules are made invalid. Nodes not being updated will recognize the new blocks as valid, thus a softfork is backward-compatible. To activate a softfork a majority of mining power is required. A hardfork [52] is such a protocol upgrade that makes previously invalid rules valid. A hardfork requires all the users to upgrade.

If swapping from a PoW-chain to the hybrid solution is not hard-coded since a launch of a coin, upgrade would be non-trivial and probably requires hardfork, but hardforks are better to be avoided in a mature system. We leave identifying suitable switching mechanisms for further research.
7 Related Work

Closely related work. Combining proof-of-work and proof-of-stake has been studied in [4, 5, 13, 32]. Unfortunately, no rigorous security analysis has ever been provided for these proposals. Duong et al [14] provide the first provably secure, proof-of-work and proof-of-stake hybrid blockchain protocol. In addition, Duong et al’s proposal is easy to implement and does not involve a trusted entity.

Independent work on secure pure proof-of-stake.
Several recent and concurrent efforts (e.g., [6,31,36]) have made to construct provably secure, scalable blockchains via pure PoS. Unfortunately, these solutions cannot scale to a large number of network nodes (e.g., billion nodes) in an open setting where participants can freely join or leave the system at any time they want.

Bitcoin and provable security. Anonymous digital currency was introduced by Chaum [11]. However, the first decentralized and practical currency system, Bitcoin [40], was developed many years later, using the so-called proofs-of-work puzzles [2,15]. Recently, the security of Bitcoin system has been analyzed in the rational setting, e.g., [16,17,28,41,46,47], and in cryptographic setting [14,18,19,29,30,44,49].

Cryptocurrencies via alternative physical resources. Alternative consensus techniques via different physical resources (e.g., space/memory) have been investigated to replace computing power. For instance, the physical storage resource is used in [37,43]. Interestingly, hybrid proof system utilizing both computational and space resources—proofs of space time—has been introduced in [39]. Intel proposes the use of trusted hardware for blockchain protocols in [27].

Additional cryptocurrencies via virtual resources. We review proof-of-stake (PoS) based blockchain. Since the idea in an online forum [50], several pure PoS schemes that have been proposed and/or implemented in real world including [3,34,42,51]. As mentioned above, in [4, 5, 13, 32], the proof of work and proof of stake can be combined together. However, no rigorous security analysis has ever been provided for these proposals. Fortunately, proof-of-stake related, provably secure blockchains have been developed very recently; please see [6,31,36] and [14].
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A Security properties for blockchains

To capture the security of blockchain protocols, several fundamental security properties for them, namely common prefix property [18, 44], chain quality property [18] and chain growth property [29], have been defined.

**Definition A.1** (Chain Growth Property). The chain growth property \( \mathcal{Q}_{\text{gp}} \) states that for any honest player \( P \) with the local chain \( C \) at round \( r \) and \( C' \) at round \( r' \) where \( s = r' - r > 0 \), in the execution of the blockchain protocol \( \Pi \). It holds that \( \text{len}(C') - \text{len}(C) \geq g \cdot s \) where \( g \) is the growth rate and \( \text{len}(C) \) denotes the number of blocks on the chain.

**Definition A.2** (Common Prefix Property for PoS-chain). The common prefix property \( \mathcal{Q}_{\text{cp}} \) with parameter \( \kappa \in \mathbb{N} \) states that for any two honest players \( P_1 \) at round \( r_1 \) and \( P_2 \) at round \( r_2 \), where \( r_1 \leq r_2 \), with the local chains \( C_1 \), \( C_2 \), respectively, in the execution of the blockchain protocol \( \Pi \), it holds that \( C_1[1, \ell_1] \preceq C_2 \) and \( \ell_1 = \text{len}(C_1) - \Theta(\kappa) \) where \( \text{len}(C) \) denotes the number of blocks on the chain.

**Definition A.3** (Chain Quality Property). The chain quality property \( \mathcal{Q}_{\text{cq}} \) with parameters \( \mu \in \mathbb{R} \) and \( \ell \in \mathbb{N} \) states that for any honest player \( P \) with chain \( C \) in the execution of the blockchain protocol \( \Pi \), it holds that for large enough \( \ell \) consecutive blocks of \( C \) the ratio of honest blocks is at least \( \mu \) for \( \mu \in (0, 1) \).

B Our modified 2-hop blockchain

In Section 4.1, we describe the modified version of 2-hop blockchain. Here, we provide more details.

As in the 2-hop blockchain design [14], we have two tightly coupled blockchains: proof-of-work blockchain (PoW-chain) and proof-of-stake blockchain (PoS-chain). A PoW-chain is defined as a sequence of temporally ordered PoW-blocks; however, our PoW-chain is different from one in the 2-hop design as there are two different types of PoW-blocks in our system: attempting PoW-blocks and successful PoW-blocks (see Section B.1 for more details). Proof-of-Stake blockchain consists of PoS-blocks and maintained by a set of stakeholders.

We summarize the frequently used notations in Table 1.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \kappa )</td>
<td>security parameter.</td>
</tr>
<tr>
<td>( \mathcal{C}_{\text{init}} )</td>
<td>an initial blockchain.</td>
</tr>
<tr>
<td>( B, C )</td>
<td>a PoW-block, a PoW-chain.</td>
</tr>
<tr>
<td>( \tilde{B}, \tilde{C} )</td>
<td>a PoS-block, a PoS-chain</td>
</tr>
<tr>
<td>( \mathcal{B} )</td>
<td>a set of proof-of-work blocks</td>
</tr>
<tr>
<td>( \langle C, C' \rangle )</td>
<td>a chain-pair consisting of PoW-chain ( C ) and PoS-chain ( \tilde{C} )</td>
</tr>
<tr>
<td>( \mathcal{C} )</td>
<td>a set of chain-pairs.</td>
</tr>
<tr>
<td>( X )</td>
<td>information stored in blockchain.</td>
</tr>
<tr>
<td>( \Sigma )</td>
<td>digital signature scheme ( \Sigma = (\text{Gen}, \text{Sign}, \text{Verify}) ).</td>
</tr>
<tr>
<td>( (sk, vk) )</td>
<td>a signing and verification key-pair where ( (sk, vk) \leftarrow \text{Gen}(1^\kappa) ).</td>
</tr>
<tr>
<td>( \text{BROADCAST}(\cdot) )</td>
<td>unauthenticated send-to-all functionality.</td>
</tr>
</tbody>
</table>

We suppose that there exists an initial blockchain \( C_{\text{init}} \) as the starting point, and \( C_{\text{init}} \) is known to all participants in the TwinsCoin system.

Now we present the behaviors of miners and stakeholders in our system. In general, miners and stakeholders collect blockchain information from the broadcast channel, perform some validation and generating blocks, and then share their states with the network.
through broadcast. We now explicitly describe the two procedures for miners and stakeholders as follows.

Miners. Initially, each miner sets the set of chain-pairs \( C \) to empty (i.e., \( \epsilon \)). A miner then continues execution as follows. First, the player copies all chain-pairs received from the network into his local state. The miner then selects the best chain-pair in his view by calling the BestValid algorithm (see Algorithm 6) over the set of chain-pairs. Upon deriving the best chain-pair \( \langle C, \overline{C} \rangle \) (based on length and validity), the miner calls PoW algorithm (see Algorithm 3) to make a bounded number of hash queries in an attempt to find a proof of work solution and extend the PoW-chain \( C \). If it is successful, then his local best chain-pair is updated by one block, the PoW-chain in the pair is updated, and then the best chain-pair is broadcast to the network. This procedure is formally presented by Algorithm 1.

\[
\begin{align*}
\text{Algorithm 1: Main Protocol: miner.} \\
1 & \text{C} \leftarrow \epsilon; \\
2 & \text{while True do} \\
3 & \quad \text{C} \leftarrow \text{all chain-pairs received from the network.} \\
4 & \quad \langle C, \overline{C} \rangle \leftarrow \text{BestValid}(C) \\
5 & \quad C_{\text{new}}, \text{PoW}(\langle C, \overline{C} \rangle) \\
6 & \quad \text{if } C \neq C_{\text{new}} \text{ then} \\
7 & \quad \text{C} \leftarrow C_{\text{new}} \\
8 & \quad \text{C} \leftarrow C \cup \langle C, \overline{C} \rangle \\
9 & \text{Broadcast}(\langle C, \overline{C} \rangle);
\end{align*}
\]

Stakeholders. The initialization of every stakeholder is the same as miners except that each valid stakeholder is parameterized by a unique pair of signing and verification keys \( \text{(sk, vk)} \) and amount of coins \( v_j \). (In this appendix, the blockchain protocol is described in the flat model, and we assume \( v_j = 1 \).)

Consider a stakeholder, in each time step, any chain-pairs and payload \( X \) from the network are copied into the stakeholder’s local state. The stakeholder then selects the best chain-pair on his view through the BestValid algorithm (see Algorithm 6) over a set of chain-pairs \( C \). Then, upon deriving the best chain-pair the stakeholder attempts to extend the PoS-chain of the best chain-pair through the PoS algorithm (see Algorithm 4). If this stakeholder is the lucky stakeholder, then he will produce and sign a new block and extend the PoS-chain, and finally broadcasting the newly extended chain-pair to the network.

\[
\begin{align*}
\text{Algorithm 2: Main Protocol: stakeholder.} \\
1 & \text{C} \leftarrow \epsilon; \\
2 & \text{while True do} \\
3 & \quad \text{C} \leftarrow \text{all chain-pairs received from the network.} \\
4 & \quad X \leftarrow \text{all payloads received from the network.} \\
5 & \quad \langle C, \overline{C} \rangle \leftarrow \text{BestValid}(C) \\
6 & \quad C_{\text{new}} \leftarrow \text{PoS}(\text{sk, vk}, X, \langle C, \overline{C} \rangle) \\
7 & \quad \text{if } C \neq C_{\text{new}} \text{ then} \\
8 & \quad \text{C} \leftarrow C_{\text{new}} \\
9 & \quad \text{C} \leftarrow C \cup \langle C, \overline{C} \rangle \\
10 & \text{Broadcast}(\langle C, \overline{C} \rangle);
\end{align*}
\]

B.1 Proof-of-Work Blockchain

B.1.1 Attempting and Successful Blocks

The players listen to and receive many chain-pairs (consisting of new PoW-blocks) from the network. For each player, if he receives a new PoW-block without its corresponding PoS-block, the new PoW-block becomes an attempting block with respect to the view of the player. On the other hand, if he receives a new PoW-block with the corresponding PoS-block, this PoW-block is now considered as a successful block in the player’s local view.

B.1.2 Proof-of-Work Block Structure

Let \( H(\cdot), G(\cdot) \) be cryptographic hash functions with output in \( \{0, 1\}^\kappa \) where \( \kappa \) is the security parameter. As introduced, we have two different types of PoW-blocks: attempting blocks and successful blocks. The structure of attempting and successful blocks are the same. However, they have different meaning as follows: (1) no PoS-block links to an attempting block, and (2) we only count the successful blocks when calculating the real length of a proof-of-work chain. A PoW-block \( B \) is a tuple of the form \((\text{ctr}, h_w, h_s, h_a, w)\), where

- Notation \( \text{ctr} \) denotes a positive integer, \( 1 \leq \text{ctr} \leq q \) and \( q \in \mathbb{N} \) is the maximum number of random oracle queries from each player per unit of time,
- Notation \( h_w \) denotes the digest of the previous proof-of-work block, where \( h_w \in \{0, 1\}^\kappa \),
- Notation \( h_s \) denotes the digest of the previous proof-of-stake block, where \( h_s \in \{0, 1\}^\kappa \),
- Notation \( h_a \) denotes the digest of the latest seen attempting proof-of-work block, where \( h_a \in \{0, 1\}^\kappa \),
- Notation \( w \) is a random nonce, where \( w \in \{0, 1\}^\kappa \),
and block \( B \) satisfies the inequality\(^2\)

\[
H(ctr, C(h_w, h_s, h_a, w)) < T
\]

where the parameters \( T \in \mathbb{N} \) denotes the current proof-of-work target of the block.

A PoW-chain \( C \) consists of a sequence of \( \ell \) concatenated successful PoW-blocks. We denote \( \text{head}(C) \) as to the topmost successful PoW-block \( B_\ell \) in blockchain \( C \). That is, we do not consider an attempting block as the head of the proof-of-work chain, and the head of a PoW-chain is not necessarily the topmost PoW-block since the topmost PoW-block could be an attempting block. Moreover, we only link a new proof-of-work block to the head of the proof-of-work chain. This implies that there may exist multiple attempting blocks attaching to a successful block in our proof-of-work chain. If a proof-of-work blockchain \( C \) is a prefix of another blockchain \( C' \), we write \( C \leq C' \).

### B.1.3 Extending a Proof-of-Work Blockchain

Miners maintain our system by extending the PoW-chain. Algorithm 3 formally describes how to extend a proof-of-work blockchain in our system. This algorithm is parameterized by hash functions \( H(\cdot), G(\cdot) \) as well as two positive integers \( q, T \) and hash functions \( H(\cdot), G(\cdot) \). The input is \( \langle (C, C') \rangle \).

#### Algorithm 3: The proof-of-work function, parameterized by positive integers \( q, T \) and hash functions \( H(\cdot), G(\cdot) \). The input is \( \langle (C, C') \rangle \).

1. function \( \text{PoW}(\langle C, C' \rangle) \)
2. Let \( B \) be a set of attempting blocks that attach to \( \text{head}(C) \).
3. Let \( l \) be the number of attempting blocks in \( B \).
4. Set \( h_a := \perp \) if \( B \) is empty.
5. \( h_w \leftarrow H(\text{head}(C)); h_s \leftarrow H(\text{head}(C')) \)
6. \( ctr \leftarrow 1; w \leftarrow \{0, 1\}^k \)
7. \( B \leftarrow \epsilon \)
8. if \( l \neq 0 \) then
9. Let \( B' \) be the latest PoW-block found \( B \) that attaches to \( \text{head}(C) \).
10. \( h_a \leftarrow H(B') \).
11. while \( ctr \leq q \) do
12. if \( (H(ctr, G(h_w, h_s, h_a, w)) < T) \land (ctr \leq q) \) then
13. \( B \leftarrow (ctr, h_w, h_s, h_a, w) \)
14. \( C \leftarrow CB \)
15. /* Extend proof-of-work chain */
16. \( ctr \leftarrow ctr + 1 \)
17. return \( C \); /* Return the updated chain */

In our system, a digital signature scheme is used by stakeholders to create new valid PoS-blocks. Let \( \Sigma = (\text{Gen}, \text{Sign}, \text{Verify}) \) be the digital signature scheme. Let \( \tilde{H}(\cdot) \) be a cryptographic hash function with output in \( \{0, 1\}^k \) where \( k \) is the security parameter. We now introduce the format of a PoS-block. In our system, each valid PoS-block is coupled with a valid PoW-block. Based on a given PoW-block \( B \), a valid stakeholder with the verification key \( vk \) such that

\[
\tilde{H}(B, vk) \neq T
\]

is allowed to generate the corresponding PoS-block \( \tilde{B} \). Here, \( T \) is the current proof-of-stake target.

The PoS-block \( \tilde{B} \) is defined as a tuple of the form \( \langle B, vk, X, \sigma \rangle \). Here, \( X \in \{0, 1\}^* \) is the payload of the proof-of-stake block \( \tilde{B} \) (also denoted as \( \text{payload}(\tilde{B}) \)); and \( \sigma \) is a signature for \( (B, X) \), i.e., \( \sigma = \text{Sign}_{sk}(B, X) \) (sk is the corresponding signing key of \( vk \)).

We define \( \text{head}(\tilde{C}) \) as the topmost PoS-block of the proof-of-stake chain \( \tilde{C} \). We note that, in PoS-chain, payload is stored, and we use \( \text{payload}(\tilde{C}) \) to denote the information we store in \( \tilde{C} \). If \( \ell \) is the total number of PoS-blocks in the PoS-chain \( \tilde{C} \), then we have \( \text{payload}(\tilde{C}) = \bigcup_{i=1}^{\ell} \text{payload}(\tilde{B}_i) \), where \( \bigcup \) is the concatenation notation.

---

\(^2\)A more comprehensive version of the inequality, i.e., \( (H(ctr, G(h_w, h_s, h_a, w)) < T) \land (ctr \leq q) \) can be found in [18].
B.2.1 Extending a Proof-of-Stake Blockchain

In Algorithm 4, we describe how the stakeholders extend PoS-chains. Intuitively, if the stakeholder with verification key vk is the elected one, he can to sign and generate a new PoS-block.

In more details, Algorithm 4 processes as follows. Upon receiving input (sk, vk, X, ⟨C, C⟩), the algorithm attempts to extend the specified PoS-chain C in the chain-pair ⟨C, C⟩; The algorithm then executes the following two main steps:

Step 1—Leader Election. The algorithm collects all attempting blocks that link to the head of C. We denote the set of these attempting blocks as B, and denote l as the number of blocks in B; here, l = 0 means this set is empty and there are no attempting blocks that follow head(C). Then, let B be the latest attempting block in B. If B is not empty meaning that there exits a block B, the algorithm checks if the verification key vk is a valid key (owns the stake) and the inequality H(B, vk) < T holds. If yes, the stakeholder with the key pair (sk, vk) is the winning stakeholder. That is, stakeholders are elected based on this inequality H(B, vk) < T. By this mechanism, the proof-of-work blockchain is treated as a biased random beacon for electing a stakeholder.

Step 2—Signature generation. After the first step, the stakeholder with signing and verification keys (sk, vk) is the winning stakeholder. The algorithm then generates a signature σ ← Signsk(B, X) and forms a new PoS-block B = ⟨B, vk, X, σ⟩. We then say the stakeholder with the key pair (sk, vk) extends the specified PoS-chain C with the new block B.

The Figure 10 illustrate the structure of a chain-pair after executing Algorithm 4. As shown in the figure, we have B the most recently produced PoW-block, and the new PoS-block B links to B by storing B in the block.

Algorithm 4: The proof-of-stake function, parameterized by a signature scheme Σ = (Gen, Sign, Verify), a parameter T, a hash function H(). The input is (sk, vk, X, ⟨C, C⟩).

```plaintext
function PoS(sk, vk, X, ⟨C, C⟩)
<table>
<thead>
<tr>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
</tbody>
</table>

E extends the specified PoS-chain C. We then say the stakeholder with the validity of a successful PoW-block is parameterized by two integers q, T, and two hash functions H(·), G(·). The goal of this predicate is to check the validity of a successful PoW-block B upon receiving inputs: the successful block B, another successful block B', a PoS-block B, two sets of attempting PoW-blocks C and B. Here, the block B consists of ⟨ctr, h_w, h_s, h_a, w⟩, block B' consists of ⟨ctr', h'_w, h'_s, h'_a, w'⟩, the set B consists of l attempting blocks {B'_1, ..., B'_l} where each block B'_i = ⟨ctr'_i, h'_w, h'_s, h'_a, w'_i⟩ for 1 ≤ i ≤ l, and the set B consists of l attempting blocks {B'_1, ..., B'_l} where each block B'_i = ⟨ctr'_i, h'_w, h'_s, h'_a, w'_j⟩ for 1 ≤ j ≤ l. Note that, PoW-blocks in B and B are in temporal-order. The predicate checks the following.

- B is properly solved if

  H(ctr, G(h_w, h_s, h_a, w)) < T

- B links to the previous PoW-block B' if h_w = H(B').

- B links to the previous PoS-block B if h_a = H(B).

- If l > 0, check whether B links to the latest attempting block in the second set B if h_a = H(B')
```

Figure 10: Generating new PoS-blocks

B.3 Validating a Chain-pair

Chain-Pair validation is the most important process in our design. Before going to explain our validation algorithm. We formally describe the following predicates used in the ValidateChainPair algorithm.

Predicate ValidPoW_{q,T}(B, B', B, B, B). This predicate is parameterized by two integers q, T, and two hash functions H(·), G(·). The goal of this predicate is to check the validity of a successful PoW-block B upon receiving inputs: the successful block B, another successful block B', a PoS-block B, two sets of attempting PoW-blocks B and B. Here, the block B consists of ⟨ctr, h_w, h_s, h_a, w⟩, block B' consists of ⟨ctr', h'_w, h'_s, h'_a, w'⟩, the set B consists of l attempting blocks {B'_1, ..., B'_l} where each block B'_i = ⟨ctr'_i, h'_w, h'_s, h'_a, w'_i⟩ for 1 ≤ i ≤ l, and the set B consists of l attempting blocks {B'_1, ..., B'_l} where each block B'_i = ⟨ctr'_i, h'_w, h'_s, h'_a, w'_j⟩ for 1 ≤ j ≤ l. Note that, PoW-blocks in B and B are in temporal-order. The predicate checks the following.

- B is properly solved if

  H(ctr, G(h_w, h_s, h_a, w)) < T

- B links to the previous PoW-block B' if h_w = H(B').

- B links to the previous PoS-block B if h_a = H(B).

- If l > 0, check whether B links to the latest attempting block in the second set B if h_a = H(B').
If \( l > 0 \), check whether all attempting blocks in \( \mathcal{B} \) are properly solved if for \( 1 \leq i \leq l \).

\[
H(ct_{r'}, G(h_{i_{\text{w}}, h_{i_{\text{q}}, w_i}}')) < T
\]

If \( l > 0 \), check whether all attempting blocks \( B' = \langle ct_{r'}, h_{i_{\text{w}}, h_{i_{\text{q}}, w_i}}' \rangle \) in \( \mathcal{B} \) are properly linked if

- \( B' \) links to the previous PoW-block \( B' \) if \( h_{i_{\text{w}}} = H(B') \).
- \( B' \) links to the previous PoS-block \( \tilde{B} \) if \( h_{i_{\text{q}}} = H(\tilde{B}) \).
- \( B' \) links to the previous attempting block in the set \( \mathcal{B} \) if \( h_{1_{\text{q}}} = H(B'^{-1}) \) (Note that, we consider \( B' = \tilde{B} \).

The predicate \( \text{ValidPoS}_{\Sigma}^{\Sigma, T}(\tilde{B}, B) \). This predicate is parameterized by a signature scheme \( \Sigma \), an integer \( T \), and a hash function \( H(\cdot) \). The goal of this predicate is to check the validity of a PoS-block \( B = \langle B', v_{\text{k}}, X, \sigma \rangle \) upon receiving inputs: a PoS-block \( \tilde{B} \), a PoW-block \( B \).

The predicate checks the following:

- \( \tilde{B} \) is generated by an elected stakeholder if \( H(B, v_{\text{k}}) < \tilde{T} \)
- \( \tilde{B} \) links to the corresponding PoW-block \( B \) if \( B = B' \)
- The signature \( \sigma \) of \( \tilde{B} \) is properly generated if \( \text{Verify}_{v_{\text{k}}}(B', X, \sigma) = 1 \)

The predicate \( \text{ValidPoW}_{\Sigma}^{\Sigma, T}(\tilde{B}, B) \) outputs 1 if and only if the examined PoS-block \( \tilde{B} \) passes all tests described above.

Our chain-pair validation algorithm, denoted \( \text{ValidateChainPair} \), is introduced to examine if a pair of chains (including a PoW-chain and a PoS-chain) is valid. Intuitively, a valid chain-pair means its members PoW-chain \( C \) and PoS-chain \( \tilde{C} \) are both valid, respectively. Furthermore, each block of the PoS-chain must contain the valid supporting signature for the corresponding block of the PoW-chain. The algorithm is parameterized by the signature scheme \( \Sigma \), parameters \( q, T, \tilde{T} \), the hash functions \( H(\cdot), \tilde{H}(\cdot), G(\cdot) \), and the content validation predicate \( V(\cdot) \). Note that, the predicate \( V(\cdot) \), introduced in [18], determines the proper structure of the information (i.e., payload) that is stored into the PoS-chains.

The \( \text{ValidateChainPair} \) algorithm takes as input a chain-pair \( (C, \tilde{C}) \). It first applies the validation predicate \( V(\cdot) \) to check the payload in the PoS-chain \( \tilde{C} \). If the payload is valid, then starting from the head of \( C \), for every successful PoW-block and its corresponding PoS-block in the PoW-chain \( C \), the algorithm applies the predicate \( \text{ValidPoW}_{\tilde{H}, G}^{\Sigma, T}(C, \tilde{C}) \) and \( \text{ValidPoS}_{\tilde{H}, G}^{\Sigma, T}(C, \tilde{C}) \), respectively, to validate the blocks. If both predicates output 1, the considered block-pair (including a PoW-block and its corresponding PoS-block) are valid. Then, the examining chain-pair is valid if all block-pairs are valid. Please refer to Algorithm 5 for more details.

---

**Algorithm 5**: The chain-pair validation algorithm, parameterized by a signature scheme \( \Sigma = \langle \text{Gen, Sign, Verify} \rangle \), the stake-identity set \( S \), parameters \( q, T, \tilde{T} \), an initial chain \( C_{\text{init}} \), the hash functions \( \tilde{H}(\cdot), H(\cdot), \tilde{G}(\cdot) \), and the content validation predicate \( V(\cdot) \). The input is \( (\langle C, \tilde{C} \rangle) \).

```plaintext
1 function ValidateChainPair((C, \tilde{C}))
2 \quad b \leftarrow V(\text{payload}(\tilde{C}))
3 if b = \text{True} then
4 \quad repeat
5 \quad \quad \quad B \leftarrow H(\text{head}(C))
6 \quad \quad \quad \tilde{B} \leftarrow \text{head}((\tilde{C}))
7 \quad \quad \quad \tilde{B} \leftarrow H(\text{head}(\tilde{C}))
8 \quad \quad \quad \text{Truncate all PoW-blocks from the head of } C \text{ (including the head), and truncate the head of } \tilde{C}.
9 \quad \quad \quad \text{/* obtain new heads */}
10 \quad \quad \quad \tilde{B} \leftarrow \text{set all attempting PoW-blocks attaching to the newhead}(C).
11 \quad b_1 \leftarrow \text{ValidPoW}_{\tilde{H}}^{\Sigma, T}(B, \text{head}(C), \text{head}(\tilde{C}), B, \tilde{B})
12 \quad b_2 \leftarrow \text{ValidPoS}_{\tilde{H}}^{\Sigma, T}(\tilde{B}, B)
13 \quad b = b_1 \land b_2
14 until (C = C_{\text{init}}) \lor (b = \text{False});
15 return b
```

---

**B.4 Best Chain-pair Strategy**

In this section, we describe the rules in which a single chain-pair is selected for consensus. We introduce an algorithm \( \text{BestValid} \) for selecting the best chain-pair on a set of chain-pair \( C \). Please refer to Algorithm 6 for more details.

**Algorithm 6**: The \( \text{BestValid} \), parameterized by the \( \text{Max}(\cdot, \cdot) \) function. The input is \( (C) \).

```plaintext
1 function BestValid(C)
2 temp \leftarrow e
3 foreach (C, \tilde{C}) \in C do
4 \quad if \text{ValidateChainPair}(C, \tilde{C}) then
5 \quad \quad temp \leftarrow \text{Max}(\langle C, \tilde{C} \rangle, temp)
6 return (temp)
```
The BestValid algorithm is executed by miners and stakeholders. It is by the function $\text{Max}(\cdot, \cdot)$ (see Algorithm 7) which outputs the chain-pair having the most number of successful PoW-blocks. That is, function $\text{Max}(\cdot, \cdot)$ only counts the successful PoW-blocks on the proof-of-work chain.

**Algorithm 7**: The Max function. The input is $(⟨C_1, \tilde{C}_1⟩, ⟨C_2, \tilde{C}_2⟩)$

1. function $\text{Max}(⟨C_1, \tilde{C}_1⟩, ⟨C_2, \tilde{C}_2⟩)$
2. Let $\ell_i$ denote the number of successful PoW-blocks in $C_i$, for $i \in \{1, 2\}$.
3. Let $B_i$ be the set of all attempting PoW-blocks attaching to $\text{head}(C_i)$, for $i \in \{1, 2\}$.
4. Let $l_i$ be the number of attempting blocks in $B_i$.
5. for $i \in \{1, 2\}$ do
6.   if $l_i \neq 0$ then
7.     $\ell_i \leftarrow \ell_i + 1$
8.   if $\ell_1 \geq \ell_2$ then
9.     return $⟨C_1, \tilde{C}_1⟩$
10. else
11.    return $⟨C_2, \tilde{C}_2⟩$

**Tie breaking.** In our system, we break the tie deterministically. In more detail, if the two chain-pairs have the same number of successful PoW-blocks, then the one having the most number of attempting blocks would win. If they even have the same number of attempting blocks, we would hash the head of the proof-of-work chain in each chain-pair, and choose the one with the smaller hash value.

To increase the readability, we demonstrate a toy example to illustrate our typical best chain-pair policy in Figure 11. In the figure, we have two chain-pairs. We present a successful PoW-block as a filled green box, an attempting PoW-block as an unfilled green box, and a PoS-block as a filled red box. There, the first chain-pair only has 4 successful blocks where the second chain-pair has 5 successful blocks. By Algorithm 6, the second chain-pair is the best one.

![Figure 11: A toy example for illustrating the best chain-pair policy.](image)