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Abstract. This paper studies the Keccak-based authenticated encryption (AE) scheme Ketje Sr against cube-like attacks. Ketje is one of the remaining 16 candidates of third round CAESAR competition, whose primary recommendation is Ketje Sr. Although the cube-like method has been successfully applied to Ketje’s sister ciphers, including Keccak-MAC and Keyak — another Keccak-based AE scheme, similar attacks are missing for Ketje. For Ketje Sr, the state (400-bit) is much smaller than Keccak-MAC and Keyak (1600-bit), thus the 128-bit key and cubes with the same dimension would occupy more lanes in Ketje Sr. Hence, the number of key bits independent of the cube sum is very small, which makes the divide-and-conquer method (it has been applied to 7-round attack on Keccak-MAC by Dinur et al.) can not be translated to Ketje Sr trivially. This property seems to be the barrier for the translation of the previous cube-like attacks to Ketje Sr. In this paper, we evaluate Ketje Sr against the divide-and-conquer method. Firstly, by applying the linear structure technique, we find some 32/64-dimension cubes of Ketje Sr that do not multiply with each other as well as some bits of the key in the first round. In addition, we introduce the new dynamic variable instead of the auxiliary variable (it was used in Dinur et al.'s divide-and-conquer attack to reduce the diffusion of the key) to reduce the diffusion of the key as well as the cube variables. Finally, we successfully launch a 6/7-round\textsuperscript{1} key recovery attack on Ketje Sr v1 and v2 (v2 is presented for the 3rd round CAESAR competition.). In 7-round attack, the complexity of online phase for Ketje Sr v1 is $2^{113}$, while for Ketje Sr v2, it is $2^{97}$ (the preprocessing complexity is the same). We claim 7-round reduced Ketje Sr v2 is weaker than v1 against our attacks. In addition, some results on other Ketje instances and Ketje Sr with smaller nonce are given. Those are the first results on Ketje and bridge the gaps of cryptanalysis between its sister ciphers — Keyak and the Keccak keyed modes.
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Introduction

Authenticated encryption (AE) algorithms provide message confidentiality and integrity protection with a single cryptographic primitive. The most widely used AE algorithm is

\textsuperscript{*}Corresponding author
\textsuperscript{1}The attacks cover 6/7 rounds, including $n_{\text{start}} = 5/6$ initialization rounds and $n_{\text{step}} = 1$ step round, which are specified in Subsection 1.4.
AES-GCM [NISb]. However, GCM is usually seen as a not robust enough standard [NISA] and therefore a new competition (CAESAR) for authenticated encryption with security, applicability and robustness was launched in 2014 [com14]. 57 algorithms were submitted as the first-round candidates. After 2 rounds assessment from world wide cryptographers and engineers, only 16 survivors left in the third-round of CAESAR.

Ketje [BDP+16b] is one of the 16 candidates, which is submitted by the Keccak team. It is based on the MonkeyDuplex construction and the inner function is Keccak-p permutations. In Ketje v1, Ketje Sr (400-bit state size) is the primary recommendation and Ketje Jr (200-bit state size) is the secondary recommendation. They are both lightweight and oriented towards the resource constrained environments. In Ketje v2, the authors add Ketje Minor (800-bit state size) and Ketje Major (1600-bit state size) into the family to meet the need of high-performance applications. So there are four instances in Ketje family and Ketje Sr is the primary one.

Cube attack [DS09] is a chosen IV key-recovery attack, which was introduced by Dinur and Shamir. Since then, cube attack was applied to many different cryptographic primitives [ADMS09, DS11, FV13]. At Eurocrypt 2015, Dinur et al. [DMP+15] used a cube-like attack to recover the key on round-reduced Keccak keyed modes (Keccak-MAC and Keyak). It is a divide-and-conquer method, where the ‘borderline’ cube variables and some auxiliary variables are carefully selected so that the cube sums depend only on a (relatively) small number of key bits. They finally achieved the first 7-round key recovery attack on Keccak-MAC. Later this method is applied to Ascon [DEMS15]. Huang et al. [HWX+] proposed a new conditional cube attack on the Keccak keyed modes. By restraining some bit conditions of the key, they obtain a new set of cube variables which not only do not multiply with each other in the first round, but also meet the condition that one cube variable dose not multiply with other cube variables in the second round, and then the output degree over the cube variables is reduced.

However, those attacks can not be trivially translated to Ketje Sr. As a matter of fact, there are no attacks on round-reduced Ketje Sr till now. For Ketje Sr, the state is only 400-bit, with 25 16-bit lanes. The 128-bit key occupies 9 lanes alone with some padding bits. For Huang et al.’s method, it is hard to find enough cube variables which have similar properties as Keccak-MAC2. When applying Dinur et al.’s method to Ketje Sr, we need more lanes to be cube variables to achieve the same round attack (6/7-round). This reduces the number of key bits, which are independent of the cube sum after 6/7-round, significantly. Hence, more new techniques are needed to translate Dinur et al.’s attacks on Keccak-MAC to Ketje Sr.

Our Contributions

In this paper, we comprehensively study the divide-and-conquer method introduced by Dinur et al. [DMP+15] as well as the features of Ketje Sr (the primary recommendation). First, by applying the linear structure technique [GLS16], we find some 32/64-dimension cubes of Ketje Sr that do not multiply with some bits of the key in the first round. Second, we introduce the new dynamic variable instead of the auxiliary variable (it was used in Dinur et al.’s divide-and-conquer attack to reduce the diffusion of the key) to reduce the diffusion of the key as well as the cube variables. Therefore, the number of key bits, which are independent of the cube sum after 6/7-round Ketje Sr, increases significantly and only a small fraction of the key bits will appear in the cube sum. Finally, we successfully apply the divide-and-conquer method to the 6/7-round key-recovery attacks on both Ketje Sr v1 and v2. These attacks are the first key-recovery attacks on round-reduced Ketje Sr.

In the 7-round attacks, the time complexity of online phase is $2^{113}$ for Ketje Sr v1, and $2^{97}$ for Ketje Sr v2, with the same preprocessing complexity. Hence, we could

2 More details about this attack are given in Subsection 2.3.
claim that the 7-round reduced Ketje Sr v2 is weaker than Ketje Sr v1 against our attack. In addition, we also give some results on other Ketje instances and round-reduced Ketje Sr with length-reduced nonce (128-bit). All the attacks do not threaten the full 13 rounds of Ketje. Table 1 compares our attacks with the previous attacks on Keyak and Keccak-MAC. Our contributions are summarised as three folds:

1. By using the linear structure technique [GLS16], we find many 1-round linear structures of Ketje Sr with 32/64 degrees of freedom. We use them as 32/64-dimension cubes. By carefully studying the features of Ketje Sr (properties of the permutation and padding rules), we select 32/64-dimension cubes, which do not multiply with as many key bits as possible after the first round. Hence, the cube sums after 6/7-round are independent from those key bits.

2. In Dinur et al.’s work, auxiliary variables are introduced to control the diffusion of some key bits. In our work, we introduce the dynamic variables, which are not only used to reduce the diffusion of the key, but also the cube variables. The advantage of the dynamic variables over auxiliary variables is that it makes the variables more sparse and at meanwhile maintains the the dimension of cube.

3. We launch the 6/7-round key recovery attacks on both versions of Ketje Sr, and some results on other Ketje instances and round-reduced Ketje Sr with length-reduced nonce (128-bit) are given in addition. They are the first results on Ketje and bridge the gaps of cryptanalysis between its sister ciphers – Keyak [BDP+16b] and the Keccak keyed modes.

Organization of the Paper

Section 1 gives some notations, the Keccak-p permutations and Ketje. In Section 2, some related works are discussed. The properties of Ketje Sr are presented in Section 3. In Section 4, we introduce the dynamic variables into divide-and-conquer attack. In Section 5, the attacks on 6/7-round reduced Ketje Sr v1 are presented. In Section 6, the attacks on 6/7-round reduced Ketje Sr v2 are presented. Section 7 gives some discussions on other Ketje instances and length-reduced nonce. In Section 8, the practical evaluation of our attack is presented. Section 9 concludes this paper.

### Table 1: Summary of Key-recovery Attacks on Ketje, Keyak and Keccak-MAC

<table>
<thead>
<tr>
<th>Mode</th>
<th>Attacked Rounds</th>
<th>Time</th>
<th>Time</th>
<th>Memory</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Online</td>
<td>offline</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Keccak-MAC</td>
<td>7/24</td>
<td>$2^{36}$</td>
<td>$2^{36}$</td>
<td>$2^{42}$</td>
<td>[DMP+15]</td>
</tr>
<tr>
<td></td>
<td>7/24</td>
<td>$2^{72}$</td>
<td>-</td>
<td>-</td>
<td>[HWX+]</td>
</tr>
<tr>
<td>Lake Keyak</td>
<td>7/12</td>
<td>$2^{75}$</td>
<td>$2^{76}$</td>
<td>$2^{43}$</td>
<td>[DMP+15]</td>
</tr>
<tr>
<td></td>
<td>8/12</td>
<td>$2^{74}$</td>
<td>-</td>
<td>-</td>
<td>[HWX+]</td>
</tr>
<tr>
<td>Ketje Sr v1</td>
<td>6/13</td>
<td>$2^{63.6}$</td>
<td>$2^{73}$</td>
<td>$2^{40}$</td>
<td>Section 5</td>
</tr>
<tr>
<td></td>
<td>7/13</td>
<td>$2^{113}$</td>
<td>$2^{115}$</td>
<td>$2^{50}$</td>
<td></td>
</tr>
<tr>
<td>Ketje Sr v2</td>
<td>6/13</td>
<td>$2^{63.6}$</td>
<td>$2^{65}$</td>
<td>$2^{42}$</td>
<td>Section 6</td>
</tr>
<tr>
<td></td>
<td>7/13</td>
<td>$2^{97}$</td>
<td>$2^{113}$</td>
<td>$2^{48}$</td>
<td></td>
</tr>
<tr>
<td>Ketje Jr v1</td>
<td>5/13</td>
<td>$2^{42}$</td>
<td>$2^{56}$</td>
<td>$2^{38}$</td>
<td>Section 7</td>
</tr>
<tr>
<td>Ketje Jr v2</td>
<td>5/13</td>
<td>$2^{48}$</td>
<td>$2^{50}$</td>
<td>$2^{42}$</td>
<td>Section 7</td>
</tr>
<tr>
<td>Ketje Minor/Major v1/2</td>
<td>6/13</td>
<td>$2^{64}$</td>
<td>$2^{64}$</td>
<td>$2^{42}$</td>
<td>Section 7</td>
</tr>
<tr>
<td></td>
<td>7/13</td>
<td>$2^{96}$</td>
<td>$2^{96}$</td>
<td>$2^{32}$</td>
<td></td>
</tr>
<tr>
<td>Ketje Sr v1 128-bit nonce</td>
<td>6/13</td>
<td>$2^{80}$</td>
<td>$2^{72}$</td>
<td>$2^{30}$</td>
<td>Section 7</td>
</tr>
<tr>
<td>Ketje Sr v2 128-bit nonce</td>
<td>6/13</td>
<td>$2^{94}$</td>
<td>$2^{96}$</td>
<td>$2^{34}$</td>
<td>Section 7</td>
</tr>
</tbody>
</table>
1 Preliminaries

1.1 Notations
\(\oplus, \neg \text{ and } \wedge\) bit-wise XOR, negation and logic AND
\(A[x,y]\) a lane in \(x\)-th column and \(y\)-th row of state \(A\)
\(A[x,y,z]\) \(z\)-th bit of \(A[x,y]\). \(A[x,y,\{z_i,z_j,\ldots\}]\) means \(z_i, z_j, \ldots\)-th bit of \(A[x,y]\)

1.2 The Keccak-\(p\) permutations

The Keccak-\(p\) permutations are derived from the Keccak-\(f\) permutations \([BDPA]\) and have a tunable number of rounds. The Keccak-\(p\) permutation is defined by its width \(b = 25 \times 2^l\), with \(b \in \{25, 50, 100, 200, 400, 800, 1600\}\), and its number of rounds \(n_r\), denoted as Keccak-\(p[b]\). The round function \(R\) consists of five operations:

\[
R = \iota \circ \chi \circ \pi \circ \rho \circ \theta
\]

Keccak-\(p[b]\) works on a state \(A\) of size \(b\), which can be represented as \(5 \times 5 \frac{b}{25}\) bit lanes, as depicted in Figure 1, \(A[x,y]\) with \(x\) for the index of column and \(y\) for the index of row. In what follows, indexes of \(x\) and \(y\) are in set \(\{0, 1, 2, 3, 4\}\) and they are working in modulo 5 without other specification.

\[
\begin{align*}
\theta & : A[x,y] = A[x,y] \oplus \sum_{j=0}^{4} (A[x-1,j] \oplus (A[x+1,j] \ll 1)). \\
\rho & : A[x,y] = A[x,y] \ll r[x,y]. \\
\pi & : A[y,2x+3y] = A[x,y]. \\
\chi & : A[x,y] = A[x,y] \oplus ((\neg A[x+1,y]) \wedge A[x+2,y]). \\
\iota & : A[0,0] = A[0,0] \oplus RC.
\end{align*}
\]

In Ketje v2, the twisted permutations, \(\text{Keccak-}p^*[b]=\pi \circ \text{Keccak-}p[b] \circ \pi^{-1}\), are introduced to effectively re-order the bits in the state. \(\pi^{-1}\) is the inverse of \(\pi\), shown in Figure 2.

\[
\pi^{-1} : A[x+3y,x] = A[x,y].
\]

1.3 Ketje

Ketje \([BDP+16a]\) is a submission by the Keccak team. It is a sponge-like construction. In Ketje v1, two instances are proposed, Ketje Sr and Jr with 400-bit and 200-bit state sizes, respectively. In the latest Ketje v2, another two instances Ketje Minor and Major are added to the family, with 800-bit and 1600-bit state sizes, respectively. Ketje
Sr is the primary recommendation. In the following, we give a brief overview about the Ketje v2. For a complete description, we refer to the design document [BDP+16a].

The structure of Ketje is an authenticated encryption mode MonkeyWrap, shown Figure 3, which is based on MonkeyDuplex [BDP11]. It consists of four parts: the initialization phase, processing associated data, processing the plaintext and finalization. The initialization takes the secret key $K$, the public nonce $N$ and some paddings as the initial state. Then $n_{\text{start}} = 12$ rounds Keccak-p$^*$ is applied. In the subsequent processing of the associated data, $\rho$-bit blocks are padded to $(\rho + 4)$-bit and absorbed by xorning them to the state, then $n_{\text{step}} = 1$ round Keccak-p$^*$ is applied. It should be noted that, if associated data is empty, this procedure is still needed to be applied which means an empty block is padded to $(\rho + 4)$-bit and then processed similarly. Plaintext is processed in $\rho$-bit blocks in a similar manner, with ciphertext blocks extracted from the state right after adding the plaintext. After all data is processed, the finalization with $n_{\text{stride}} = 6$ rounds Keccak-p$^*$ and a series of $n_{\text{step}} = 1$ round Keccak-p$^*$’s are performed to get the required length of tag $T$. In Ketje v1, Keccak-p is used instead of Keccak-p$^*$.

In Ketje v2, four instances are proposed, shown in Table 2. $n_{\text{start}} = 12$, $n_{\text{step}} = 1$ and $n_{\text{stride}} = 6$. Out of the four instances, Ketje Sr is the primary recommendation. The recommended key length is 128-bit and length of nonce is (400-128-18=254) bits.

<table>
<thead>
<tr>
<th>Name</th>
<th>$f$</th>
<th>$\rho$</th>
<th>Main use case</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ketje Jr</td>
<td>Keccak-p$^*$[200]</td>
<td>16</td>
<td>lightweight</td>
</tr>
<tr>
<td>Ketje Sr</td>
<td>Keccak-p$^*$[400]</td>
<td>32</td>
<td>lightweight</td>
</tr>
<tr>
<td>Ketje Minor</td>
<td>Keccak-p$^*$[800]</td>
<td>128</td>
<td>lightweight</td>
</tr>
<tr>
<td>Ketje Major</td>
<td>Keccak-p$^*$[1600]</td>
<td>256</td>
<td>high performance</td>
</tr>
</tbody>
</table>
1.4 Our Attack Assumptions

In our attacks, we assume the associated data is less than $p$-bit, so a 13-round Keccak-$p^*$ is applied to the initial state, before the ciphertext outputs. We reduce the full 13 rounds to 6 and 7 rounds to launch the attacks. Hence, the attacks cover 6/7 rounds, including $n_{start} = 5/6$ initialization rounds and $n_{step} = 1$ step round. This paper includes the attacks on round-reduced Ketje Sr v1 and v2. In v1, the Keccak-$p^*$ is replaced by Keccak-$p$. The attacks given in Section 5 and Section 6 are on the primary recommendation Ketje Sr with the recommended 128-bit key and 254-bit nonce.

2 Related Works

2.1 Cube Attack

The cube attack [DS09] assumes that the output bit of a cipher can be described as a master polynomial $p(k_1, ..., k_n, v_1, ..., v_m)$ over $\mathbb{F}_2$, which can be written as a sum of two polynomials:

$$p(k_1, ..., k_n, v_1, ..., v_m) = t_I \cdot p_S(I) + q(k_1, ..., k_n, v_1, ..., v_m),$$

where: $k_1, ..., k_n$ are secret variables (e.g. the key bits), $v_1, ..., v_m$ are public variables (e.g. the nonce or IV bits); $t_I$ is called maxterm and is a product of certain public variables; $p_S(I)$ is called superpoly; $q(k_1, ..., k_n, v_1, ..., v_m)$ is the remainder polynomial and none of the terms in it is divisible by $t_I$. The maxterm $t_I$ is defined through a subset of indices $I$, called a cube. In order to get the super polynomial $p_S(I)$, one assigns all possible values to the variables contained in $I$, evaluates the master polynomial and sums up the results.

2.2 Dinur et al.’s Divide-and-Conquer Method

At EUROCRYPT 2015, Dinur et al. launched a cube-attack-like cryptanalysis on Keccak keyed modes, including the MAC mode, AE scheme Keyak and the stream cipher mode. The best key recovery attack is based on a divide-and-conquer method. In the attack on 7-round reduced Keccak-MAC, the 128-bit key is placed in the lane $A[0,0]$ and $A[1,0]$. They find if the cube variables are in $A[2,2]$ and $A[2,3]$ which are equal in the same column, shown in Figure 4, after $\theta$, $\rho$ and $\pi$, the cube variables do not multiply with key in $A[1,0]$ after the first round. The cube sums after 7-round are independent of the key bits in $A[1,0]$.

In addition, Dinur et al. introduce 32 bits auxiliary variables which are assumed to be equal to key bits in $A[0,0]$ in the same column, shown in Figure 4. Hence, half of $A[0,0]$ (32-bit key) and auxiliary variables are diffused to $A[0,0]$ and $A[1,3]$ without affecting
many lanes, which makes that cube variables in $A[2,2]$ and $A[2,3]$ do not multiply with those key bits and auxiliary variables in the first round. So only 32 key bits will multiply with the cube variables after the first round, which means only 32 key bits will affect the cube sums of the output after 7-round.

The whole 7-round attack is as follows. In preprocessing phase, the attacker calculates the cube sums for each of 32-bit keys which multiply with cube variables and store them in a list $L$. In the online phase, for $2^{32}$ values of 32-bit auxiliary variables, calculate the cube sums for the output bits and search them in $L$, for each match in $L$ return the corresponding 32-bit key as a candidate. For more details, please refer to [DMP+15].

2.3 Conditional Cube Attack

Conditional cube attack [HWX+] was proposed by Huang et al. to attack Keccak keyed modes. Inspired by dynamic cube attack [DS09], which reduces the degree of the output polynomials over cube variables by adding some bit conditions on the initial value (IV), they reduce the degree by appending key bit conditions. It is similar to message modification technique [WY05, WYY05] and conditional differential cryptanalysis [KMN10], which used bit conditions to control differential propagation. In conditional cube attack, one firstly choose a so-called conditional cube variable, by adding some conditions on key bits and non-cube IV bits, the diffusion of conditional cube variable is much reduced. Then some so-called ordinary cube variables are chosen to meet that all cube variables do not multiply with each other in the first round and all ordinary cube variables do not multiply with the conditional cube variable in the second round. Hence, under bit conditions, the degree of the output polynomial is reduced by 1. Then one guesses the related key bits and let the bit conditions hold, launch the cube tester to determine if the guessed key bits are right. They gave 7-round cube testers for Keccak-MAC and Lake Keyak. Due to the large output state of Lake Keyak, they could decrypt by one $\chi$ to get some output bits of 7.5-round (the cube testers still hold here) and achieve an 8-round key-recovery attack on Lake Keyak. For more details, please refer to [HWX+].

In Ketje Sr, the internal state is much smaller (400-bit), in the second round, the conditional cube variables are much denser, although the bit conditions are added. So the chance that an ordinary cube variable does not multiply with the conditional cube variable in the second round is much smaller than that of the 1600-bit Lake Keyak. In fact, we test Huang et al.’s conditional cube attack on a much larger state 800-bit, only 25 such ordinary cube variables are found, which could only give 5-round key-recovery attacks. So we claim that in a much smaller state cipher i.e. 400-bit Ketje Sr, the conditional cube attack will not work when the attacked number of round is reduced to 6 or 7.

2.4 Dynamic Cube Attack

At FSE 2011, Dinur and Shamir [DS11] introduced a variant of cube attack called dynamic cube attack, whose core is to find dynamic variable, which depends on some of the cube public variables and some private variables (the key bits), to nullify the complex function. As an example given in [DS11], a polynomial $P$ is written as $P = P_1 \cdot P_2 + P_3$, $P_1 \cdot P_2$ is the complex function, however, $P_1$ is a relatively simple function about the cube public variables and some private variables. Choose a dynamic variable to make $P_1 = 0$ and nullify $P_1 \cdot P_2$, and at last $P$ is simplified.

2.5 Linear Structure

Inspired by Dinur et al.’s work, Guo, Liu and Song [GLS16] developed a new technique named linear structure, that allows linearization of the underlying permutation of Keccak for up to 3 rounds. Then a series of zero-sum distinguishers of Keccak permutations
were proposed. Moreover, some preimage attacks against Keccak were launched by this technique.

Let \( A[1,i], i = 0, 1, 2, 3 \), be variables and \( A[1,4] = \bigoplus_{i=0}^{3} A[1,i] \), so that variables in this column sum to zero. Figure 5 shows how the variables affect the internal state under the transformation of Keccak-f round function \( R = \iota \circ \pi \circ p \circ \theta \). All the bits of the lanes in yellow have algebraic degree 1, those in light grey have algebraic degree at most 1, other lanes are all constants. In fact, only the non-linear operation \( \chi \) can increase the algebraic degree through two neighbouring bits due to the term \((a_{i+1} \oplus 1) \cdot a_{i+2}\). Hence, the algebraic degree of the state bits remains at most 1 after one round function \( R \). We denote the linear structure as 1-round linear structure. The size of free variables can be at most 4 lanes. If we use the 1-round linear structure as a cube, the cube dimension is 4 lanes, and cube variables will not multiply with each other after 1-round.

3 \hspace{1em} \textbf{New Linear Structures of Ketje Sr}

As shown in Figure 4, Dinur \textit{et al}. find the 64 cube variables do not multiply with 64-bit key in \( A[1,0] \) in the first round. For Ketje Sr v1 and v2, the situations are different. In order to mount a 6 or 7-round attack, one must get enough cube variables (32 and 64 cube variables for 6/7-round attacks, respectively). However, the size of a lane is only 16 for Ketje Sr instead of 64 for Keccak-MAC. So more lanes are needed to be cube variables, which makes the number of key bits that do not multiply with cube variables decrease. Taking advantage of the linear structure technique, we get many 32/64-dimension cubes whose cube variables do not multiply with each other in the first round. Then, we select cubes that do not multiply with as many key bits as possible in the first round. At last, we choose 4 cubes presented in Property 1, 3, 2 and 4 in our attacks.

\textbf{Property 1.} In Ketje Sr v1, 32 cube variables do not multiply with 32-bit keys in \( A[1,0] \) and \( A[1,1] \) in the first round, shown in Figure 6, bits of \( c_i \) are the cube variables and \( c_1 \oplus c_2 = const_1, \ c_3 \oplus c_4 = const_2, \ const_1 \) and \( const_2 \) are constants.

\textbf{Property 2.} In Ketje Sr v1, without considering the last 2-bit padding in the nonce\(^3\), there are 64 cube variables that do not multiply with 16-bit keys in \( A[0,1] \) in the first round, shown in Figure 7, bits of \( c_i \) are the cube variables and \( c_1 \oplus c_2 = const_1, c_3 \oplus c_4 \oplus c_5 \oplus c_6 = const_2, const_1 \) and \( const_2 \) are constants.

\textbf{Property 3.} In Ketje Sr v2, 32 cube variables do not multiply with 56-bit keys in \( A[0,2], A[3,0], A[3,3] \) and half of \( A[0,0] \) in the first round, shown in Figure 8, bits of \( c_i \) are the cube variables and \( c_1 \oplus c_2 \oplus c_3 = const_1, const_1 \) is constant.

\textbf{Property 4.} In Ketje Sr v2, 64 cube variables do not multiply with 32-bit keys in \( A[3,0] \) and \( A[3,3] \) in the first round, shown in Figure 9, bits of \( c_i \) are the cube variables and \( c_1 \oplus c_2 \oplus c_3 = const_1 \) and \( c_4 \oplus c_5 \oplus c_6 = const_2, \ const_1 \) and \( const_2 \) are constants.

\(^3\)The padding will be considered later in Subsection 5.2.
Figure 6: Diffusion of the 32-bit Keys in $A[1, 0]$, $A[1, 1]$ and 32-dimension Cube

Figure 7: Diffusion of the 16-bit Keys in $A[0, 1]$ and 64-dimension Cube

Figure 8: Diffusion of the 56-bit Keys in $A[0, 2]$, $A[3, 0]$, $A[3, 3]$, Half of $A[0, 0]$ and 32-dimension Cube

Figure 9: Diffusion of the 32-bit Keys in $A[3, 0]$, $A[3, 3]$ and 64-dimension Cube
4 Dynamic Variables Used in Our Attacks

In Dinur et al’s work [DMP+15] on Keccak keyed modes, some auxiliary variables are introduced to reduce the diffusion of the key bits, shown in Subsection 2.2. In this paper, we firstly introduce the dynamic variables to replace auxiliary variables in the divide-and-conquer attack, which makes this attack possible to be applied to Ketje Sr.

A dynamic variable [DS11] depends on some of the cube variables as well as some private variables (the key bits). An example use of dynamic variable is introduced in Figure 10, which also gives a brief comparison on the effect of auxiliary variables and dynamic variables. The auxiliary variables a are equal to the key bits in \( A[0,0] \) within the same column; each of dynamic variables d in \( A[0,1] \) is the sum of a key bit in \( A[0,0] \) and a cube variable in c within the same column.

In the upper part of Figure 10, the cube variables in \( A[2,2] \) and \( A[2,3] \) are set to be equal to reduce the diffusion of cube variables. The auxiliary variables a reduce the diffusion of the key bits in \( A[0,0] \). At last, the cube variables do not multiply with each other in the first round. In addition, the cube variables do not multiply with auxiliary variables a and the key bits in \( A[0,0] \) in the first round. The dimension of the cube is 16 and 4 lanes of the state are variables.

In the lower part of Figure 10, a dynamic variable in \( A[0,1] \) is supposed to be equal to the sum of a key bit in \( A[0,0] \) and a cube variable in c within the same column. So one lane of dynamic variables can reduce the diffusion of the key bits in \( A[0,0] \) as well as cube variables in \( A[0,2] \). In the first round, the cube variables do not multiply with each other and additionally do not multiply with dynamic variables d and the key bits in \( A[0,0] \). The dimension of the cube is the same with upper part, but only 3 lanes of the state are variables. Obviously, the advantage of the dynamic variable over auxiliary variable is that it provides more sparse variables, meanwhile it maintains the size of cube and reduces the diffusion of the same number of key bits.

![Figure 10: Comparing Dynamic Variables with Auxiliary Variables](image)
We use the 32-dimension cube introduced in Property 1. As shown in Figure 12, the cube variables do not multiply with 32-bit keys in the first round, and then affect the cube sums after 6-round. The divide-and-conquer attack procedures are presented as follows.

Figure 11: Initialize the State with Key, Padding and Nonce of Ketje Sr v1

Figure 12: Attack on 6-round Ketje Sr v1

5 Attacks on Round-Reduced Ketje Sr v1

In this section, we will introduce the first 6/7-round key-recovery attacks on Ketje Sr v1. As shown in Figure 11, we suppose the key fills the pink lanes. Note that $A[0,0, \{0,1, \ldots, 7\}]$, $A[3,1, \{8,9, \ldots, 15\}]$ and $A[4,4, \{14,15\}]$ are padding bits highlighted in blue. Other bits are nonce. $\theta$, $\rho$, $\pi$ et al. will be applied to the state successively.

5.1 Attack on 6-round Ketje Sr v1

We use the 32-dimension cube introduced in Property 1. As shown in Figure 12, the cube variables are placed in $A[0,3]$ and $A[2,4]$, which are denoted as $\{v_0, v_1, \ldots, v_{15}\}$ and $\{v_{16}, v_{17}, \ldots, v_{31}\}$. We introduce the dynamic variables in $A[0,2]$ and $A[2,3]$ highlighted in green, denoted as $\{d_0, d_1, \ldots, d_{15}\}$ and $\{d_{16}, d_{17}, \ldots, d_{31}\}$ which act as a similar role as auxiliary variables used in Dinur et al.’s work [DMP15]. Note that half of $A[0,0]$ are padding bits (8-bit). We denote the key bits (secret variables) in pink lanes (half of $A[0,0]$, $A[0,1]$, $A[2,0]$ and $A[2,1]$), as $\{k_0, k_1, \ldots, k_7\}$, $\{k_8, k_9, \ldots, k_{23}\}$, $\{k_{24}, k_{25}, \ldots, k_{39}\}$, $\{k_{40}, k_{41}, \ldots, k_{55}\}$, respectively. Then the dynamic variables meet the following conditions:

$$
\begin{align*}
\theta & = v_i \oplus k_{i+8}, i = 0, \ldots, 7 \\
\rho & = v_i \oplus k_{i-8} \oplus k_{i+8}, i = 8, 9, \ldots, 15 \\
\pi & = v_i \oplus k_{i+8} \oplus k_{i+24}, i = 16, 17, \ldots, 31
\end{align*}
$$

(1)

According to Property 1, the cube variables do not multiply with 32-bit keys in $A[1,0]$ and $A[1,1]$ in the first round. If the conditions in Equation 1 hold, 56-bit keys $k_i$, $i = 0, 1, \ldots, 55$, will not multiply with the cube variables and dynamic variables either. In addition, the cube variables will not multiply with each other as well in the first round. Then only 40-bit keys placed in $A[3,0]$, $A[4,0]$ and half of $A[3,1]$ will multiply with cube variables in the first round, and then affect the cube sums after 6-round. The divide-and-conquer attack procedures are presented as follows.

4Their differences are presented in Section 4.
Preprocessing Phase:

1. Set the \( A[0,0, \{0,1,\ldots,7\}] = \{0,1,0,0,1,0,0,0\} \), \( A[3,1, \{8,9,\ldots,15\}] = \{1,0,0,0,0,0,0,0\} \) and \( A[4,4, \{14,15\}] = \{1,1\} \) to meet the padding rule. Set all other state bits to 0 (except \( A[3,0], A[4,0], A[3,1, \{0,1,\ldots,7\}], A[4,1,0] \), 32-bit cube variables and dynamic variables).

2. For the \( 2^{40} \) possible values of \( (A[3,0], A[4,0], A[3,1, \{0,1,\ldots,7\}] ) \):
   
   (a) \( A[4,1,0] = 0 \), calculate the cube sums after 6 rounds for all the 32 output bits,
   
   (b) \( A[4,1,0] = 1 \), calculate the cube sums after 6 rounds for all the 32 output bits,

(c) Store the two 32-bit cube sums in a sorted list \( L \), next to the value of the corresponding \( (A[3,0], A[4,0], A[3,1, \{0,1,\ldots,7\}] ) \).

Online Phase:

1. For each guess of \( 2^{32} \) values: \( k_{i+8} \) \( (i = 0,1,\ldots,7) \), \( k_{i-8} \oplus k_{i+8} \) \( (i = 8,9,\ldots,15) \) and \( k_{i+8} \oplus k_{i+24} \) \( (i = 16,17,\ldots,31) \), which are used to compute dynamic variables according to Equation 1:

   (a) \( A[4,1,0] = 0 \), request the outputs of the \( 2^{32} \) messages that make up the chosen cube (using the same constant as in the preprocessing phase). Note that according to Equation 1, dynamic variables are computed by the values of cube variables and the guessed keys. Calculate the 32-bit cube sums.

   (b) \( A[4,1,0] = 1 \), request the outputs of the \( 2^{32} \) messages that make up the chosen cube (using the same constant as in the preprocessing phase). Calculate the 32-bit cube sums.

   (c) Search cube sums in \( L \).

   (d) For each match in \( L \), retrieve \( (A[3,0], A[4,0], A[3,1, \{0,1,\ldots,7\}] ) \) and store all the candidates combining with 32-bit value of \( k_{i+8} \) \( (i = 0,1,\ldots,7) \), \( k_{i-8} \oplus k_{i+8} \) \( (i = 8,9,\ldots,15) \) and \( k_{i+8} \oplus k_{i+24} \) \( (i = 16,17,\ldots,31) \).

2. For each candidates, guess the remaining unknown \( 128 - 40 - 32 = 56 \) key bits, and use one \( (nonce, P, C, T) \) pair to check to get the full 128-bit key.

Complexity Analysis. In the online phase, we can get \( 2^{64} \times 2^{40} \times 2^{32} = 2^{68} \) candidates for \( 32 + 40 = 72 \) bits keys, which are \( k_{i+8} \) \( (i = 0,1,\ldots,7) \), \( k_{i-8} \oplus k_{i+8} \) \( (i = 8,9,\ldots,15) \), \( k_{i+8} \oplus k_{i+24} \) \( (i = 16,17,\ldots,31) \) and \( A[3,0], A[4,0], A[3,1, \{0,1,\ldots,7\}] \). In step 2, we need \( 2^{56+8} = 2^{64} \) encryptions to get the full key.

The time complexity of online phase is \( 2^{32} \times 2 \times 2^{32} + 2^{64} = 2^{65.6} \) encryptions. The time complexity of the preprocessing phase is \( 2^{40+1+32} = 2^{73} \) encryptions. The memory complexity is \( 2^{40} 64 \)-bit words.

5.2 Attack on 7-round Ketje Sr v1

We use the 64-dimension cube introduced in Property 2. However, when considering the padding rule (the last two bits of \( A[4,4] \) are padding bits), the cube size will be reduced to 62. So we will at first revise Property 2 a little. As shown in Figure 13, we add two bits as cube variables in \( A[1,2, \{14,15\}] \), and meet the condition: \( c_0 \oplus c_1 \oplus c_2 = cons \) in the same column. After \( \theta, \rho \) and \( \pi \), the two cube variables will be neighbor to two key bits in \( A[0,1] \). Hence, only 14 key bits in \( A[0,1] \) do not multiply with all the cube variables in the first round.

We use the revised property to attack 7-round Ketje Sr v1. As shown in Figure 14, the cube variables are placed in \( A[1,4], A[4,2], A[4,3], A[4,4, \{0,1,\ldots,13\}] \) and two
Preprocessing Phase:

1. Set the $A[0,0, \{0,1,\ldots,7\}] = \{0,1,0,0,1,0,0,0\}$, $A[3,1, \{8,9,\ldots,15\}] = \{1,0,0,0,0,0,0,0\}$ and $A[4,4, \{14,15\}] = \{1,1\}$ to meet the padding rule. Set all other state bits to 0 (except $A[0,0, \{8,9,\ldots,15\}]$, $A[2,0, \{3,0\}$, $A[3,1, \{0,1,\ldots,7\}]$, and 2-bit in $A[0,0]$, $A[3,2,0]$, 64-bit cube variables, 32-bit dynamic variables).

2. For the $2^{50}$ possible values of ($A[0,0, \{8,9,\ldots,15\}]$, $A[2,0, \{3,0\}$, $A[3,1, \{0,1,\ldots,7\}]$ and 2-bit in $A[0,1]$):

   (a) $A[3,2,0] = 0$, calculate the cube sums after 7 rounds for all the 32 output bits,
(b) $A[3, 2, 0] = 1$, calculate the cube sums after 7 rounds for all the 32 output bits,
(c) Store the two 32-bit cube sums in a sorted list $L$, next to the value of the corresponding ($A[0, 0, \{8, 9, ..., 15\}]$, $A[2, 0]$, $A[3, 0]$, $A[3, 1, \{0, 1, ..., 7\}]$ and 2-bit in $A[0, 1]$).

Online Phase:

1. For each of $2^{48}$ values: $k_i \oplus k_{i+16}$ ($i = 0, 1, ..., 14, 15$), $k_{i+32}$ ($i = 0, 1, ..., 30, 31$), which are used to compute dynamic variables and auxiliary variables according to Equation 2:
   (a) $A[3, 2, 0] = 0$, request the outputs of the $2^{64}$ messages that make up the chosen cube (using the same constant as in the preprocessing phase). Note that according to Equation 2, dynamic variables are computed by the values of cube variables. Calculate the 32-bit cube sums.
   (b) $A[3, 2, 0] = 1$, request the outputs of the $2^{64}$ messages that make up the chosen cube (using the same constant as in the preprocessing phase). Calculate the 32-bit cube sums.
   (c) Search cube sums in $L$.

2. For each candidate, guess the remaining unknown $128 - 50 - 48 = 30$ key bits, and use one (nonce, $P, C, T$) pair to check to get the full 128-bit key.

**Complexity Analysis.** In the online phase, we can get $2^{64} \times 2^{50} \times 2^{48} = 2^{34}$ candidates for $48 + 50 = 98$ bits keys, which are $A[0, 0, \{8, 9, ..., 15\}]$, $A[2, 0]$, $A[3, 0]$, $A[3, 1, \{0, 1, ..., 7\}]$ and 2-bit in $A[0, 1]$ and $k_i \oplus k_{i+16}$ ($i = 0, 1, ..., 14, 15$), $k_{i+32}$ ($i = 0, 1, ..., 30, 31$). The last step, we need $2^{34+30} = 2^{64}$ encryptions to get the full key.

The time complexity of online phase is $2^{48} \times 2 \times 2^{64} = 2^{113}$ encryptions. The time complexity of the preprocessing phase is $2^{50+1+64} = 2^{115}$ encryptions. The memory complexity is $2^{50} 64$-bit words.

6 **Attacks on Round-Reduced Ketje Sr v2**

In Ketje Sr v2, the state is updated by $\pi^{-1}$ at first, then $\theta, \rho, \pi \text{ et al.}$ are applied to the state successively. Equivalently, as shown in Figure 15, we suppose the key fills the pink lanes. Note that $A[0, 0, \{0, 1, ..., 7\}]$, $A[1, 3, \{8, 9, ..., 15\}]$ and $A[1, 4, \{14, 15\}]$ are padding bits highlighted in blue. Other bits are nonce. Then, $\theta, \rho, \pi \text{ et al.}$ will be applied to the state successively.
6.1 Attack on 6-round Ketje Sr v2

In this attack, we use the 32-dimension cube introduced in Property 3. In Figure 16, the cube variables are placed in \(A[4,2], A[4,3], \) which are denoted as \(\{v_0,v_1,\ldots,v_{15}\}, \{v_{16},v_{17},\ldots,v_{31}\}\). respectively. We introduce the dynamic variables in \(A[4,0]\) highlighted in green, denoted as \(\{d_0,d_1,\ldots,d_{15}\}\). The auxiliary variables in \(A[1,2]\) are denoted as \(\{a_0,a_1,\ldots,a_{15}\}\). We denote the key bits (secret variables) in \(A[1,1], A[1,3,\{0,1,\ldots,7\}], A[4,1]\) as \(\{k_0,k_1,\ldots,k_{15}\}\), \(\{k_{16},k_{17},\ldots,k_{23}\}\), \(\{k_{24},k_{25},\ldots,k_{39}\}\), respectively. Then the dynamic variables and auxiliary variables meet the following conditions:

\[
\begin{align*}
\begin{cases}
    a_i = k_i \oplus k_{i+16}, & i = 0, 1, \ldots, 7, \\
    a_i = k_i, & i = 8, 9, \ldots, 15, \\
    d_i = v_i \oplus v_{i+16} \oplus k_{i+24}, & i = 0, 1, \ldots, 15.
\end{cases}
\end{align*}
\]

(3)

If the conditions are met, the cube variables will do not multiply with 40 bits \(k_i, i = 0, 1, \ldots, 39\) and 56-bit keys in \(A[0,2], A[3,0], A[3,3]\) and half of \(A[0,0]\) in the first round. In addition, the cube variables will do not multiply with each other in the first round. And the cube size is 32. We use this cube to attack 6-round Ketje Sr v2. Only 32 key bits in \(A[2,2]\) and \(A[4,4]\) will multiply with cube variables in the first round, and then affect the cube sums after 6-round. The attack procedures are as follows.

Preprocessing Phase:

1. Set the \(A[0,0,\{0,1,\ldots,7\}] = \{0, 1, 0, 0, 1, 0, 0, 0\}, A[1,3,\{8,9,\ldots,15\}] = \{1, 0, 0, 0, 0, 0, 0, 0\}\) and \(A[1,4,\{14,15\}] = \{1, 1\}\) to meet the padding rule. Set all other state bits to 0 (except \(A[2,2], A[4,4]\), \(A[2,4,0]\), 32-bit cube variables, 16-bit dynamic variables).

2. For the \(2^{32}\) possible values of \(A[2,2]\) and \(A[4,4]\):
   (a) \(A[2,4,0] = 0\), calculate the cube sums after 6 rounds for all the 32 output bits,
   (b) \(A[2,4,0] = 1\), calculate the cube sums after 6 rounds for all the 32 output bits,
   (c) Store the two 32-bit cube sums in a sorted list \(L\), next to the value of the corresponding \(A[2,2]\) and \(A[4,4]\).

Online Phase:

1. For each guess of \(2^{32}\) values: \(k_i \oplus k_{i+16} (i = 0, 1, \ldots, 7), k_i (i = 8, 9, \ldots, 15), k_{i+24} (i = 0, 1, \ldots, 15)\), which are used to compute dynamic variables and auxiliary variables according to Equation 3:
   (a) \(A[2,4,0] = 0\), request the outputs of the \(2^{32}\) nonces that make up the chosen cube (using the same constant as in the preprocessing phase). Note that according to Equation 3, dynamic variables are computed by the values of cube variables. Calculate the 32-bit cube sums.
(b) $A[2,4,0] = 1$, request the outputs of the $2^{32}$ nonces that make up the chosen cube (using the same constant as in the preprocessing phase). Calculate the 32-bit cube sums.

(c) Search cube sums in $L$.

(d) For each match in $L$, retrieve $A[2,2], A[4,4]$ and store all the candidates combining with 32-bit value $k_i \oplus k_{i+16}$ ($i = 0, 1, ..., 7$), $k_i$ ($i = 8, 9, ..., 15$), $k_{i+24}$ ($i = 0, 1, ..., 15$).

2. For each candidate, guess the remaining unknown $128 - 32 - 32 = 64$ bits key, and use one $(nonce, P, C, T)$ pair to check to get the full 128-bit key.

**Complexity Analysis.** In online phase, we can get $2^{-64} \times 2^{32} \times 2^{32} = 1$ candidate for $32 + 32 = 64$ key bits, which are $A[2,2], A[4,4]$ and $k_i \oplus k_{i+16}$ ($i = 0, 1, ..., 7$), $k_i$ ($i = 8, 9, ..., 15$), $k_{i+24}$ ($i = 0, 1, ..., 15$). In the last step, we need $2^{64}$ encryptions to get the full key.

The time complexity of online phase is $2^{32} \times 2 \times 2^{32} + 2^{64} = 2^{65.6}$ encryptions. The time complexity of the preprocessing phase is $2^{32+1+32} = 2^{65}$ encryptions. The memory complexity is $2^{32}$ 64-bit words.

### 6.2 Attack on 7-round Ketje Sr v2

In this attack, we use the 64-dimension cube introduced in Property 4. The cube variables are placed in $A[2, 1], A[2, 3], A[4, 2], A[4, 3]$, which are denoted as $\{v_0, v_1, ..., v_{15}\}$, $\{v_{16}, v_{17}, ..., v_{31}\}$, $\{v_{32}, v_{33}, ..., v_{47}\}$, $\{v_{48}, v_{49}, ..., v_{63}\}$, respectively.

In Figure 17, we introduce the dynamic variables in $A[2, 0]$ and $A[4, 0]$ highlighted in green, denoted as $\{d_0, d_1, ..., d_{15}\}$ and $\{d_{16}, d_{17}, ..., d_{31}\}$. We denote the key bits (secret variables) in $A[2, 2], A[4, 1], A[4, 4]$, as $\{k_0, k_1, ..., k_{15}\}$, $\{k_{16}, k_{17}, ..., k_{31}\}$, $\{k_{32}, k_{33}, ..., k_{47}\}$, respectively. Then the dynamic variables meet the following conditions:

$$
\begin{align*}
\begin{cases}
    d_i = v_i \oplus v_{i+16} \oplus k_i, i = 0, 1, ..., 14, 15, \\
    d_i = v_{i+16} \oplus v_{i+32} \oplus k_i \oplus k_{i+16}, i = 16, 17, ..., 31.
\end{cases}
\end{align*}
$$

If the conditions are met, the cube variables will do not multiply with 48 bits $k_i, i = 0, 1, ..., 47$ and 32-bit key in $A[3, 0]$ and $A[3, 3]$ in the first round. In addition, the cube variables will do not multiply with each other in the first round. And the cube size is 64. We use this cube to attack 7-round Ketje Sr v2. Only 48 key bits ($A[0, 0, \{8, 9, ..., 15\}], A[0, 2], A[1, 1], A[1, 3, \{0, 1, ..., 7\}]$) will multiply with cube variables in the first round, and then affect the cube sums after 7-round. The attack procedures are as follows.
Preprocessing Phase:

1. Set the $A[0,0,\{0,1,\ldots,7\}] = \{0,1,0,0,1,0,0,0\}$, $A[1,3,\{8,9,\ldots,15\}] = \{1,0,0,0,0,0,0,0\}$ and $A[1,4,\{14,15\}] = \{1,1\}$ to meet the padding rule. Set all other state bits to 0 (except $A[0,0,\{8,9,\ldots,15\}], A[0,2], A[1,1], A[1,3,\{0,1,\ldots,7\}], A[2,4,0], 64$-bit cube variables, 32-bit dynamic variables).

2. For the $2^{48}$ values of $A[0,0,\{8,9,\ldots,15\}], A[0,2], A[1,1], A[1,3,\{0,1,\ldots,7\}]$: 
   (a) $A[2,4,0] = 0$, calculate the cube sums after 7 rounds for all the 32 output bits,
   (b) $A[2,4,0] = 1$, calculate the cube sums after 7 rounds for all the 32 output bits,
   (c) Store the two 32-bit cube sums in a sorted list $L$, next to the value of the corresponding $A[0,0,\{8,9,\ldots,15\}], A[0,2], A[1,1], A[1,3,\{0,1,\ldots,7\}]$.

Online Phase:

1. For each of $2^{32}$ values: $k_i (i = 0, 1, \ldots, 14, 15)$, $k_i \oplus k_{i+16} (i = 16, 17, \ldots, 31)$, which are used to compute dynamic variables according to Equation 4:
   (a) $A[2,4,0] = 0$, request the outputs of the $2^{32}$ messages that make up the chosen cube (using the same constant as in the preprocessing phase). Note that according to Equation 4, dynamic variables are computed by the values of cube variables. Calculate the 32-bit cube sums.
   (b) $A[2,4,0] = 1$, request the outputs of the $2^{32}$ messages that make up the chosen cube (using the same constant as in the preprocessing phase). Calculate the 32-bit cube sums.
   (c) Search cube sums in $L$.
   (d) For each match in $L$, retrieve $A[0,0,\{8,9,\ldots,15\}], A[0,2], A[1,1], A[1,3,\{0,1,\ldots,7\}]$ and store all the candidates combining with 32-bit value of $k_i (i = 0, 1, \ldots, 14, 15)$, $k_i \oplus k_{i+16} (i = 16, 17, \ldots, 31)$.

2. For each candidate, guess the remaining unknown $128 - 48 - 32 = 48$ key bits, and use one ($nonce, P, C, T$) pair to check to get the full 128-bit key.

Complexity Analysis. In the online phase, we can get $2^{64} \times 2^{48} \times 2^{32} = 2^{16}$ candidates for $48 + 32 = 80$ key bits, which are $A[0,0,\{8,9,\ldots,15\}], A[0,2], A[1,1], A[1,3,\{0,1,\ldots,7\}]$ and $k_i (i = 0, 1, \ldots, 14, 15)$, $k_i \oplus k_{i+16} (i = 16, 17, \ldots, 31)$. In the last step, we need $2^{16}+48 = 2^{64}$ encryptions to get the full key.

The time complexity of online phase is $2^{32} \times 2 \times 2^{64} = 2^{64}$ time complexity of the preprocessing phase is $2^{48}+1+64 = 2^{113}$ encryptions. The memory complexity is $2^{18}$ 64-bit words.

7 Other Ketje Instances and Nonce Lengths

7.1 Attacks on Other Ketje Instances

For Ketje Jr v1 and v2, as shown in Figure 18, the 96-bit key fills the pink lanes and padding bits are highlighted in blue. Other bits are nonce. $\theta, \rho, \pi$ et al. will be applied to the state successively. The length of a lane is 8.

As shown in Figure 19, for Ketje Jr v1 with 96-bit key and 86-bit nonce, 5-round key-recovery attack is achieved. The 16-dimension cube is placed in $A[4,2]$, $A[4,3]$ and $A[4,4]$, in which $A[4,2]$ is the sum of $A[4,3]$ and $A[4,4]$ within the same column. Since two bits of $A[4,4]$ are padding, 2 cube variables are set in $A[1,4,\{6,7\}]$, and 2 dynamic
variables are set in $A[1, 3, \{6,7\}]$. The (24-6=18)-bit\(^5\) key in $A[0,1]$, $A[0,2]$, $A[3,0]$ and will not multiply with the cube variables without any condition in the first round. By adding auxiliary variables in $A[1, 3]$ and $A[2, 3]$, which are supposed to be equal to the sum of key bits in the pink lanes of the same column. Hence, the 40-bit key in $A[1,0]$, $A[1,1]$, $A[1,2]$ and $A[2,1]$, $A[2, 2]$ will not multiply with the cube variables in the first round. Only 38-bit key ($A[3,1]$, $A[4,0]$, $A[4, 1]$, $A[2, 0]$, and 2-bit of $A[0,2]$, 4-bit of $A[3,0]$) will multiply with cube variables in the first round, and then affect the cube sums after 5-round. In the preprocessing phase, the time complexity is about $2^{34}$ encryptions and the memory cost is $2^{48}$ 64-bit words. In the online phase, $2^{34}$ encryptions are needed to recover (16+38=54) key bits and the remaining 42-bit key is recovered by exhaustive search. Hence the time complexity of online phase is $2^{34} + 2^{48} \approx 2^{52}$ encryptions.

As shown in Figure 20, for Ketje Jr v2 with 96-bit key and 86-bit nonce, 5-round key-recovery attack is achieved. The 16-dimension cube is placed in $A[0, 1]$, $A[0,3]$ and $A[0, 4]$, in which $A[0, 1]$ is the sum of $A[0, 3]$, $A[0, 4]$ within the same column. The 32-bit key in $A[1, 1]$, $A[1, 3]$, $A[4, 1]$ and $A[4, 4]$ will not multiply with the cube variables without any condition in the first round. By adding auxiliary variables in $A[2, 3]$ and $A[3, 1]$, which are supposed to be equal to the sum of key bits in $A[2, 1]$, $A[2, 2]$ and $A[3, 0]$, $A[3, 2]$, respectively of the same column. Hence, the 32-bit key in $A[2, 1]$, $A[2, 2]$, $A[3, 0]$ and $A[3, 2]$ will not multiply with the cube variables in the first round. Only 32-bit key in $A[0, 2]$, $A[1, 0]$, $A[2, 4]$ and $A[3, 3]$ will multiply with cube variables in the first round, and then affect the cube sums after 5-round. In the preprocessing phase, the time complexity is about $2^{50}$ encryptions and the memory cost is $2^{32}$ 64-bit words. In the online phase, $2^{34}$ encryptions are needed to recover 48-bit key and the remaining 48-bit key are recovered by exhaustive search. Hence the time complexity of online phase is $2^{34} + 2^{48} \approx 2^{52}$ encryptions.

For Ketje Minor and Major v1/2, we can achieve 6-round key-recovery attacks with $2^{64}$ preprocessing phase time complexity, $2^{64}$ online phase time complexity, and the memory cost is $2^{32}$. The 7-round key-recovery attacks cost $2^{96}$ offline phase time complexity, $2^{96}$ online phase time complexity and $2^{32}$ memory.

---

\(^5\)Note that 2-bit of $A[0,2]$ and 4-bit $A[3,0]$ will multiply with cube variables in $A[1, 4, \{6,7\}]$ and $A[1, 3, \{6,7\}]$.  

---

(a) Initialize State with Key, Padded and Nonce in Ketje Jr v1 (a) and v2 (b)
When the length of nonce is 128-bit, only 6-round key-recovery attacks on \textsc{Ketje Sr} v1 and v2 could be achieved. As shown in Figure 21, the blue lanes are the 128-bit padding of the nonce. For the attack on 6-round \textsc{Ketje Sr} v1, the cube variables are placed in $A[1,3], A[4,2]$. The dynamic variables are placed in $A[1,2], A[4,1]$. The auxiliary variables are placed in $A[2,2]$. Note that the key in $A[0,0]$ does not multiply with cube variables without any condition. The attack costs $2^{80}$ time complexity in online phase and $2^{72}$ time in the preprocessing phase, and $2^{40}$ memory complexity.

As shown in Figure 22, the blue lanes are the 128-bit padding of the nonce. For the attack on 6-round \textsc{Ketje Sr} v2, the cube variables are placed in $A[2,4], A[4,3]$. The dynamic variables are placed in $A[2,1], A[4,0]$. Note that 16 key bits in $A[3,3]$ do not multiply with cube variables without any condition. The attack costs $2^{64}$ time complexity in online phase and $2^{96}$ time in the preprocessing phase, and $2^{64}$ memory complexity.

### 8 Practical Evaluation

As the complexities of given attacks are infeasible, we reduce the 400-bit state \textsc{Ketje Sr} v1 to a 200-bit state, and give a 5-round experiment using 16-dimension cube to check a limited number of keys. The experiment follows the attack on 6-round \textsc{Ketje Sr} v1, using the same linear structure and dynamic cubes shown in Figure 12 of the
paper. As the state size is reduced to 200-bit, the full key size is reduced to 64-bit key. To accelerate the test, we set the key in \(A[3,0]\) and half of \(A[3,1]\) to be zero. So totally (64-8-4=52) key bits are secret. Note that half of \(A[0,0]\) and half of \(A[3,1]\) are padding bits. Without affecting the test, we simply set all padding bits to be zero. The source code is listed in https://github.com/dongxiaoyang/Ketje_test. In a PC using a single core (Intel(R)Core(TM)i7-4790 CPU@3.60GHz 3.60GHz) with Visual studio 2010 Release x64 platform, it cost about 2 hours to recover a 24-bit equivalent key. This experiment confirms the correctness of our attacks.

One experiment result (the key is randomly generated.):

- **24-bit Equivalent Right Key** \((\text{Key}[0]^\text{Key}[5], \text{Key}[2]^\text{Key}[7], \text{Key}[4]): 6\)
  - 0x21, 0xd9, 0x73

- **24-bit Equivalent Candidate Key** \((\text{Key}[0]^\text{Key}[5], \text{Key}[2]^\text{Key}[7], \text{Key}[4]): 6\)
  - 0x21, 0xd9, 0x73

9 Conclusion

In this paper, we propose the first attacks on 6/7-round reduced **Ketje Sr**—the primary recommendation of **Ketje** family. First, by applying the linear structure technique, we find some 32/64-dimension cubes of **Ketje Sr** that do not multiply with some bits of the key in the first round. Second, we introduce the new dynamic variable instead of the auxiliary variable to reduce the diffusion of the key as well as the cube variables. Therefore, the number of key bits, which are independent of the cube sum after 6/7-round **Ketje Sr**, increases significantly and only a small fraction of the key bits will appear in the cube sum, which makes the divide-and-conquer attacks successfully translated to the 6/7-round key-recovery attacks on both **Ketje Sr** v1 and v2. In addition, some results on other **Ketje** instances and **Ketje Sr** with smaller nonce are given. They are the first results on **Ketje** and bridge the gaps of cryptanalysis between its sister cipher **Keyak** \([BDP+16]\) and the **Keccak** keyed modes. For **Ketje Sr** v1, the time complexity of 6/7-round attack is \(2^{65.6}\) and \(2^{113}\), respectively. For **Ketje Sr** v2, the 7-round attack is \(2^{97}\). According to our attacks, we could claim that 7-round reduced **Ketje Sr** v2 is weaker than that of **Ketje Sr** v1 against cube-like attack. None of our attacks threaten the full 13-round version of **Ketje**.
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