How Far Can We Reach? Breaking Masked AES Smartcard Implementation Using One Trace
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Abstract. Rotating Sbox Masking (RSM) scheme is a highly efficient masking scheme proposed to protect cryptographic implementations from side channel attacks. It is a Low Entropy Masking Scheme and has attracted special attention for its low overhead but high performance. The two public targets of international academic competition DPA Contest v4 are both RSM-masked AES implementations, specifically, RSM-AES-256 for v4.1 and RSM-AES-128 for v4.2 respectively. The side channel security of RSM-AES-256 was intensively studied by researchers worldwide under the framework of DPA Contest and several flaws were identified, while the security of RSM-AES-128 is still not thoroughly studied. In this paper, we focus on analyzing the practical security of RSM-AES-128 from a profiling attack point of view. Specifically, we firstly present a Multivariate Template Attack (MTA) to maximize the success rates of key recovery attack. Next, we propose a new Depth-First Key Enumeration Algorithm (DFKEA) that could be applied to find the correct key efficiently after a side channel attack. By integrating the DFKEA to our MTA, we propose a novel multivariate profiling attack which could recover the whole secret key of RSM-AES-128 with over 95% possibility only using one electromagnetic trace. It is the best attack among all attacks submitted to DPA Contest Official up to now. Finally, we present one proposal to further improve the practical security of RSM-AES-128 at an acceptable overhead.
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1 Introduction

Side Channel Attacks (SCA) have been proven to be a serious threat on practical security of cryptographic implementations, in which an adversary always extracts the sensitive information like secret key by statistic analysis on “physical observable” leakages [30,31,33,35]. These threats tend to get much worse with
the advent of the Internet of Things (IoTs), since on one hand the IoT devices are typically too constrained with resources to deploy complex countermeasures for achieving a high security level. On the other hand, the adversary always has full control on these devices to carry out certain very intensive analysis and powerful attacks, especially including some profiling attacks. Particularly, recent attacks Spectre [6] and Meltdown [5] are essentially two Cache-based SCA exploiting architectural vulnerabilities in CPU-level, which severely affect almost all modern CPUs. Although huge differences exist between IoT devices and CPU-based devices (like PC and cloud server) from architectures to low-level implementations, they all perform physically observable computations [12] and share the great threat induced by SCA. Therefore, countermeasures are the integrant parts of the security-critical systems.

In order to protect cryptographic implementations (devices) against SCA, many countermeasures have been proposed including masking, shuffling and hiding. Specifically, masking schemes [13,24,34,27] randomize the dependency between sensitive data and leakages by dividing each sensitive variable into several random shares to thwart SCA, while Shuffling schemes [25,26] randomize the order of operations during the executions. Quite differently, by circuit-level alteration, hiding-based countermeasures [32,34,14] make the leakages uniformly independent to the data processed. Among them, masking schemes are a class of the most attractive and frequently used techniques against SCA, since they provide formally provable security and could be implemented on algorithmic-level with no hardware alteration. Despite the improvements with respect to SCA security, almost all countermeasures always cause a significant overhead and performance loss on cryptographic implementation compared to an unprotected one. As a consequence, lightweight and efficient solutions for SCA countermeasures are very attractive for researchers and designers.

Rotating Sbox Masking (RSM) [7,11] scheme emerges as a very efficient countermeasure to provide 1st-order SCA security (actually immune to 1st- and 2nd-order zero-offset CPA [3]), which is a typical implementation of Low Entropy Masking Scheme (LEMS) [20,10,2]. It is the core protection scheme used in the latest edition of DPA Contest, namely DPA Contest v4 [16]. DPA Contest is an international open framework held for worldwide participants and researchers to evaluate and compare their attacks under a common setting [1]. Particularly, the forth edition of DPA Contest (both v4.1 and v4.2) are launched to evaluate the practical security of protected AES implementations running on an Atmel ATMegA-163 smart-card. Specifically, the DPA Contest v4.1 (DPACv41)[15] has closed, while the DPA Contest v4.2 (DPACv42) is the latest version and still open. The target of DPACv41 is a RSM-masked AES-256 implementation, namely RSM-AES-256. During the DPACv41, the practical security of RSM-AES-256 was thoroughly studied from both non-profiling attacks and profiling attacks points of view, and several flaws were identified, especially the pitfalls in the RSM scheme [1,18,19] like constant difference in the RSM mask set, which could be exploited to break RSM scheme and then recover the secret key only using 14 traces. The RSM-AES-128 is the improved one of RSM-AES-256,
in which several pitfalls were fixed [1] and it is the open target of DPACv42. The improved RSM scheme in RSM-AES-128 is also called RSM scheme, since we only focus on the improved one, there is no ambiguity in denotation.

Intuitively, the combination of different countermeasures could improve the practical security of the cryptographic implementations only if they are carefully implemented. This strategy was adopted in DPA Contest v4.2, in which both masking and shuffling are applied to upgrade the original RSM in terms of SCA security. Since several implementation flaws have been fixed (mainly by reprogramming in assembly code, precharging and the improved RSM scheme) and a new shuffling scheme is adopted [1], RSM-AES-128 is expected to achieve a high SCA security level. However, its practical security is still not intensively studied, especially from a viewpoint of profiling setting. In this paper we focus on security analysis of RSM-AES-128 using profiling attacks [23]. More concretely, although in presence of these security-oriented improvements in RSM-AES-128, our final question is that, can we recover the secret key of RSM-AES-128 only using one trace? If possible, what’s the most efficient way to find the secret key?

To answer these two questions, two techniques are utilized in this paper to carry out our attack against RSM-AES-128. One is Template Attack, which is the strongest form of SCA from a perspective of information theory [28]. It’s a natural better choice compared to other profiling attacks like Linear-Regression based attacks [4,9]. Furthermore, the multivariate attack which exploits leakages of consecutive intermediates [36] (similar to Multi-target DPA [29]) is more powerful compared to univariate counterpart. The other one is Key Enumeration Algorithm (KEA). KEA is a post-processing technique to find the correct key effectively after an attack. Recently, several KEA [37,39,38] have been proposed to optimize the effectiveness, efficiency and memory overhead. Particularly, the optimal KEA [37] provides an optimal order to enumerate the results after an attack but with large memory overhead in terms of “key trails”, while the Histograms-based KEA [38] leads to straightforward parallelization with simple bounds of rounding errors. These KEA methods generally assume that different subkey candidates are similarly distributed, therefore they can be viewed as breadth-first methods and adopt a combine-then-verify route. However, if the distributions of different chunks of key candidates vary from each other, existing KEA method would be less efficient since extra computational costs are induced and more key verifications are inevitable for finding the secret key.

**Our Contributions.** Since the goal is to carry out attacks against RSM-AES-128 with only one trace, our contributions are threefold as follows.

**Multivariate Template Attack (MTA).** The strong capacity on key recovering of TA comes from the accurate characterization of the data-dependent leakages, which is also called templates. In this paper, we propose a high-dimensional Multivariate Template Attack (MTA). Particularly, multivariate means our attacks targeted on multiple sensitive variables. We also use Principle Component Analysis (PCA) [40,41] as a leakage-feature extraction tool to reduce the dimensionality of our MTA, thus to dramatically decrease the data complexity of templates. By applying several optimization, our MTA can break
the RSM scheme and shuffling scheme with 100% probability using one trace, meanwhile the partial success rates (PSR [8], corresponding to recovery of each subkey) of attack varies in a range from 93% to 98%, and the global success rate (GSR [8], corresponding to the recovery of entire secret key) is increased from 55% to 83% which increased 50.91% (also using one trace).

**Depth-First Key Enumeration Algorithm (DFKEA).** We propose a new key enumeration algorithm DFKEA featured with the high efficiency in finding the secret key after SCA. Compared to the state of the art KEA method, on one hand, DFKEA doesn’t need to combine the possibilities of subkey candidates in different chunks, by which reduces the extra computations to speed up the key-finding process. On the other hand, the ranks of correct subkey hypothesis after side channel attacks could be very various in different chunks after a practical attack. Actually, our DFKEA adopts a (bounded) depth-first approach to efficiently traverse the most possible subkey hypothesis. By integrating DFKEA into our MTA scheme, its GSR is significantly increased from 83% to 95% (increased 14.46%, evaluation from DPA Contest Official) with an acceptable computation overhead. These results distinctly indicated that RSM-AES-128 is vulnerable to profiling attacks, especially for our MTA.

**Shuffled Offset.** Countermeasures are requisite for leakage-preventing to thwart SCA. Since the shuffling scheme and RSM scheme are independently applied in RSM-AES-128 [1], they can be compromised separately. To address this problem, by encoding the nonce used in shuffling scheme into offset, we propose a method to improve the security of RSM scheme by eliminating the mask-dependent leakage existing in full rounds of encryption process.

The rest of the paper is organized as follows: Section 2 introduces the details of RSM-AES-128 and template attacks. Section 3 explains the rationale of our MTA and its application to break the RSM scheme and shuffling scheme, and then to conduct the key-recovery attack. In section 4, the new key enumeration algorithm DFKEA is proposed with necessary validation experiments, and one proposal to further improve the practical security of RSM-AES-128 is described in section 5. Finally, conclusions are drawn in section 6 and some evaluation results of our attack from DPA Contest Official are in Appendix.

## 2 Preliminary and Notations

### 2.1 RSM-AES-128 Implementation

RSM-AES-128 [1] is a software implementation of AES-128 algorithm protected by both RSM scheme and shuffling scheme. Specifically, RSM scheme is applied to full rounds of encryption to protect all intermediate variables, while shuffling is only adopted in the first and last rounds of transformation to protect the commonly “vulnerable” part of implementation [42].

**RSM Scheme.** The well-designed masking and unmasking methods make RSM very efficient. Essentially, RSM scheme is a low entropy boolean masking scheme,
the mask set only contains 16 fixed mask values as follows.

\[ M = \{ 0x03, 0x0c, 0x35, 0x3a, 0x50, 0x5f, 0x66, 0x69, 0x96, 0x99, 0xa0, 0xa f, 0xc5, 0xca, 0xf3, 0xfc \} \]  

(1)

where \( m_i \) and \( M_i \) both denotes the \( i \)-th mask value \( (i = 0, 1, \ldots, 15) \).

In a masked cryptographic implementation, all sensitive variables are required to be masked, and the nonlinear layer of the cipher is the most critical part for designers [22]. In AES, its round function consists of four subfunctions, namely KeyAdd (AK), SubBytes (SB), ShiftRows (SR) and MixColumns (MC). The SubBytes is the only nonlinear part in AES, while the other three are linear transformations, in which the RSM could be applied straightforwardly.

Let \( SB, MSB \) denote the original and masked SubBytes respectively, \( x \in \mathbb{F}_{2^n} \) \((n = 8 \text{ in AES})\) is an intermediate variable. Then the RSM-masked Sbox is

\[ MSB_i(x) = SB(x \oplus m_i) \oplus m_{i+1}, \quad i = 0, \ldots, 15 \]  

(2)

where the \( m_i, m_{i+1} \) denotes the input and output mask of Sbox respectively, which are consecutive in mask set \( M \). The index \( i \) varies for all sixteen Sboxes, which determined by an offset vector with 16 elements, namely \( offset \), to guarantee that all Sboxes are masked independently. Finally, the mask compensations \( MaskComp \) are applied at the end of each round to ensure correctness.

\[ MaskComp_{i,r} = \begin{cases} M_{offset+i} \oplus MC(SR(M_{offset+i})), \text{ for } r = 1, \ldots, 9 \\ SR(M_{offset+i}), \text{ for } r = 10 \end{cases} \]  

(3)

where \( r \) is the round index of AES and all indexes are increasing with \( mod(16) \).

**Shuffling Scheme.** In RSM-AES-128, the shuffling scheme only adopted to protect the Sbox layer (SubBytes) in the first and last round by using \( Shuffle0 \) and \( Shuffle10 \) respectively. It is a 4-bit based permutation applied to change the order of sixteen Sboxes.

\[ Shuffle0, Shuffle10 : \{0, 1, \ldots, 15\} \longrightarrow \{0, 1, \ldots, 15\} \]  

(4)

### 2.2 Template Attacks

TA is the strongest form of SCA in an information theoretic sense, which assume that an adversary can fully characterize the leakage features of target device [28,23]. It’s a two-phase attack consisting of profiling phase and attacking phase.

Let \( k^*, k \) denote the secret key and any possible key hypotheses respectively, and \( T \) is the public parameters like plaintext or ciphertext. We suppose that all intermediates \( x \) are elements of \( \mathbb{F}_{2^n} \). Let \( f(\cdot) \) be a mapping from \( T \) to a sensitive variable \( X \), the measured leakages \( L \) can then be written as

\[ L = \mathcal{L}(X) + Noise = \mathcal{L}(f(k^*, T)) + Noise \]  

(5)

where \( \mathcal{L}(\cdot) \) denotes the data-dependent leakage function and \( Noise \) is the independent noise (as commonly assumed [28]). Particularly, \( L = [L_1, L_2, \ldots, L_D] \)
denotes $D$ PoIs (points-of-interest) in a leakage trace, and a set of $N$ measured traces are $L = \{L^1, L^2, \ldots, L^N\}$.

**Profiling Phase.** In this phase, templates are built for each value of targeted intermediate $v \in V$ in a cryptographic implementation. A template is parameterized by the mean vector and covariance matrix of the leakages corresponding to $v$, namely $(\mu_v, \Sigma_v)$. In practice, the tuple $(\mu_v, \Sigma_v)$ are estimated by empirical mean and covariance matrix $(\hat{\mu}_v, \hat{\Sigma}_v)$ as follows.

$$
\hat{\mu}_v = \frac{1}{N_v} \sum_{i=1}^{N_v} L^{v,i}_v
$$

$$
\hat{\Sigma}_v = \frac{1}{N_v - 1} \sum_{i=1}^{N_v} (L^{v,i}_v - \hat{\mu}_v)(L^{v,i}_v - \hat{\mu}_v)^T
$$

where $L^{v,i}_v$ denotes the $i$-th trace in divided groups associated to intermediate variable $v$, while $N_v$ is the number of $v$-th group of traces.

**Attacking Phase.** Assume that all $|V|$ templates have constructed for each value of $v \in V$. Let the $L' = \{L^1, L^2, \ldots, L^Q\}$ denotes the $Q$ attacking traces. In order to determine which value of $v$ was used in $L_i$, the matching probabilities are computed for each template $(\mu_v, \Sigma_v)$ as follows.

$$
p_{i,v}(L^i; (\mu_v, \Sigma_v)) = \frac{\exp\left(-\frac{1}{2}(L^i - \mu_v)^T\Sigma_v^{-1}(L^i - \mu_v)\right)}{\sqrt{(2\pi)^D \cdot \det(\Sigma_v)}}
$$

where again $D$ is the dimensionality of $L^i$. Finally, with Maximum Likelihood (ML) principle the value of sensitive intermediate $v$ is indicated by maximal $p_{i,v}$.

$$
v^* = \arg \max_{v \in \mathbb{F}_2^n} p_{i,v}(L^i; (\mu_v, \Sigma_v))
$$

Note that $v$ is key-dependent intermediate, resulting that the secret key could be inferred after all chunks of $v$ are recovered. Under the independence assumption among different traces, attacking results of $Q$ traces are usually integrated for high confidence of correct key hypothesis.

In practice, SCA are more likely to focus on single sensitive intermediate, especially true when against protected implementations. However, under the context of profiling attacks like TAs, an attacker always has capacity to carry out attacks against several directly associated intermediates in sequence.

### 3 Multivariate Template Attack against RSM-AES-128

Under the open framework of DPA Contest v4.2, attackers are allowed to access all information and leakage datasets including cryptographic parameters and measured electromagnetic traces. In this section we propose a Multivariate Template Attack (MTA), in which high-dimensional leakages are exploited simultaneously. More importantly, our attack provide a new practical perspective of
TA integrated with PCA against protected cryptographic implementation with minimal number of traces, while the latter is mainly adopted for leakage-features extraction on physical leakages rather than data-dimension reduction.

The Onion-peeling strategy is the core to our attack against RSM-AES-128. Firstly, TAs are applied against masking scheme and shuffling scheme by recovering $\overrightarrow{offset}$ and $\text{Shuffle}0$, respectively. Once the combined countermeasure is compromised, a MTA is applied to recover the secret key with as high success rates as possible. Finally, post-processing methods like our DFKEA in Sec.4 are employed to dramatically improve the success rates at a practical tractable cost.

Let $V_i, i \in \{1, 2, 3, 4, 5\}$ denote the sensitive intermediates related to masks, shuffles, inputs of Sbox (Sboxin), Outputs of Sbox (Sboxout) and inputs to the MixColumns (MCin) respectively, thus $V_{i,j}, j \in \{0, 1, \ldots, 15\}$ is $j$-th byte, and $v_{i,j}$ is the instance of $V_{i,j}$. 

$$L_i = \mathcal{L}(V_i) + \text{Noise} = \text{HW}(V_i) + \text{Noise}, \text{ for } i = 1, \ldots, 5$$

$$V_i = \begin{cases} 
\overrightarrow{offset}, & i = 1 \\
\text{Shuffle}0, & i = 2 \\
\overrightarrow{offset} \oplus K \oplus T, & i = 3 \\
\text{MSB}(\overrightarrow{offset}) \oplus K \oplus T), & i = 4 \\
\text{SR}(\text{MSB}(\overrightarrow{offset}) \oplus K \oplus T), & i = 5 
\end{cases} \quad (9)$$

where $SR(\cdot)$ is $\text{ShiftRows}$ in AES, and the same as usual, Hamming Weight (HW) model are used for leakage detection and PoI selection.

### 3.1 Breaking the Combined Countermeasure

**Attacking RSM scheme.** All masks in RSM scheme are determined by $\overrightarrow{offset} = \{s_0, s_1, \ldots, s_{15}\}$. In the first round of encryption, all masks are involved into the encryption process. As a consequence, our TA targets all $M_{s_i}$ in the first round for simplicity (similar to carry out TA targeting at last round operations). The leakage features of the first two masks of RSM-AES-128 are depicted as Fig.1(b).

![Visualization of one trace, and (b) leakage of masks in the first two bytes of RSM-AES-128 (HW, Correlation).](image)

Our proposed TA follows a typical two-step roadmap as follows. In profiling phase we build templates for all possible values of $V_{1,j}, j \in \{0, 1, \ldots, 15\}$. Apparently, recovering masks is equivalent to recover the $\overrightarrow{offset}$. Since PCA is utilized...
to extract device-specific leakage features, for each $V_{1,j}$, leakages selected from about 1200 PoIs are integrated, then only top 10 components corresponding to first 10 eigenvalue (data-dimensions are reduced from $D = 1200$ to $D = 10$) are chosen to build templates $(\mu_{V_{1,j}}, \Sigma_{V_{1,j}})$ as Equ.6. In attacking phase, Equ.7 and Equ.8 are applied to determine the most possible mask (or equivalently $s_j, j \in [0, 1, \ldots, 15]$) hypothesis after PCA.

Our experimental results validated the effectiveness of our PCA-based TA against RSM scheme. The success rates for recovering all masks are 100%. One main reason is that all masks involved almost all cryptographic operations throughout entire execution of RSM-AES-128, thus from an attacker’s point of view, these operations leak sufficient information to recover all masks.

**Attacking Shuffling scheme.** The attack of shuffling scheme is very similar to compromise RSM scheme. The major difference and main difficulty is the very limited exploitable leakages only leaking from Sbox-shuffling in the first round of RSM-AES-128. As a consequence, in order to recover the $Shuffle0$ by one trace, different number of PoIs are used for each element of $Shuffle0$ (as Tab.1).

**Table 1.** Number of PoIs for PCA and selected number of components after PCA

<table>
<thead>
<tr>
<th>Byte index</th>
<th>PoIs</th>
<th>Components</th>
<th>Byte index</th>
<th>PoIs</th>
<th>Components</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>571</td>
<td>85</td>
<td>8</td>
<td>419</td>
<td>85</td>
</tr>
<tr>
<td>1</td>
<td>436</td>
<td>85</td>
<td>9</td>
<td>507</td>
<td>85</td>
</tr>
<tr>
<td>2</td>
<td>493</td>
<td>85</td>
<td>10</td>
<td>421</td>
<td>85</td>
</tr>
<tr>
<td>3</td>
<td>427</td>
<td>85</td>
<td>11</td>
<td>506</td>
<td>85</td>
</tr>
<tr>
<td>4</td>
<td>458</td>
<td>85</td>
<td>12</td>
<td>425</td>
<td>85</td>
</tr>
<tr>
<td>5</td>
<td>453</td>
<td>85</td>
<td>13</td>
<td>523</td>
<td>85</td>
</tr>
<tr>
<td>6</td>
<td>477</td>
<td>85</td>
<td>14</td>
<td>424</td>
<td>85</td>
</tr>
<tr>
<td>7</td>
<td>492</td>
<td>85</td>
<td>15</td>
<td>406</td>
<td>85</td>
</tr>
</tbody>
</table>

Despite the variety existed in number of PoIs when attacking different elements of $Shuffle0$, the success rate of recovering $Shuffle0$ is 100%.

Once the combined countermeasure is compromised, RSM-AES-128 becomes an unprotected implementation, thus the key-recovery attack can be carried out to recover the secret key. Particularly, our experiments also validate the effectiveness of applying PCA and a profiling attack to break countermeasures in a very efficient way (especially from a engineering perspective).

### 3.2 Our Multivariate Template Attack

We propose a MTA to retrieve the secret key in an effective way. Here multivariate means that multiple key-dependent variables are targeted to obtain subkeys. Specifically, our MTA targets at three sensitive variables depending on the same subkey. These three variables are $V_{3,j} = M_{\text{offset}[j]} \oplus K_j \oplus T_j$, $V_{4,j} = \text{MSB}(M_{\text{offset}[j]} \oplus K_j \oplus T_j)$ and $V_{5,j} = \text{SR}(\text{MSB}(M_{\text{offset}[j]} \oplus K_j \oplus T_j))$.

Note that our MTA combines the results of three univariate TAs, rather than combining leakages in measured traces before the attack to keep low computational overheads (similar idea applied in [29] but with a non-profiling setting).
Similarly, in profiling phase, all templates are built for each possible value of $V_{3,j}, V_{4,j}$ and $V_{5,j}, j \in [0, 1, \ldots, 15]$ using Equ.6. The PCA is also used to extract features of data-dependent leakages and to reduce the data complexity. Concretely, leakages selected from 500 PoIs ($D = 500$) are fed into PCA and various number of components are chosen to build templates, which the latter differs from the component-choosing method in recovering $Shuffle0$. The number of selected components are listed in Tab.2.

Table 2. Number of chosen components after PCA for $V_{3,j}, V_{4,j}$ and $V_{5,j}$

<table>
<thead>
<tr>
<th>Byte index $j$</th>
<th>$|V_{3,j}|$</th>
<th>$|V_{4,j}|$</th>
<th>$|V_{5,j}|$</th>
<th>Byte index $j$</th>
<th>$|V_{3,j}|$</th>
<th>$|V_{4,j}|$</th>
<th>$|V_{5,j}|$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>70</td>
<td>50</td>
<td>55</td>
<td>8</td>
<td>60</td>
<td>50</td>
<td>55</td>
</tr>
<tr>
<td>1</td>
<td>75</td>
<td>50</td>
<td>60</td>
<td>9</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>2</td>
<td>60</td>
<td>50</td>
<td>55</td>
<td>10</td>
<td>60</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>3</td>
<td>75</td>
<td>50</td>
<td>50</td>
<td>11</td>
<td>70</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>4</td>
<td>60</td>
<td>50</td>
<td>65</td>
<td>12</td>
<td>60</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>5</td>
<td>60</td>
<td>50</td>
<td>50</td>
<td>13</td>
<td>70</td>
<td>50</td>
<td>60</td>
</tr>
<tr>
<td>6</td>
<td>65</td>
<td>50</td>
<td>50</td>
<td>14</td>
<td>60</td>
<td>50</td>
<td>55</td>
</tr>
<tr>
<td>7</td>
<td>55</td>
<td>50</td>
<td>50</td>
<td>15</td>
<td>55</td>
<td>50</td>
<td>55</td>
</tr>
</tbody>
</table>

Subsequently, in attacking phase, leakages from selected PoIs firstly feed into PCA and then Equ.7 is applied to obtain the ranked subkey candidates, which sorted by their possibilities. Since the combined protection scheme has been compromised, we focus on key-dependent variables by assuming that $\rightarrow offset$ and $Shuffle0$ are known for following analysis.

The $d$-th order partial and global success rates $V_{3,j}, V_{4,j}, V_{5,j}$ ($j \in [0, \ldots, 15]$) and our MTA are plotted in Fig.2. Particularly, for our MTA, Fig.2(d) shows that the first-order PSR of all subkey bytes are over 98%, except the fourteenth subkey byte for 93%. In addition, we can observe that:

1. PSR of all subkey candidates follow a extreme Pareto distribution, which means the roughly 10% of subkey candidates lead to almost 90% of PSR. The lower the rank (from 1 to 256 and the lowest one is 256-th) of subkey candidates, the lower possibility of it to be the correct subkey hypothesis.

2. More importantly, compared to univariate TA, MTA makes the correct subkey hypothesis approach to the highest ranks among all subkey candidates, even for the worst subkey. This approaching effect also validates the positive impact of our MTA on revealing the secret key. Consequently, the GSR of MTA is significantly higher than all three univariate TAs.

3. Different byte-positions (indexes) of subkeys have small effects on attacking results except the fourteenth subkey, which is the worst byte of all subkeys in all four cases. However, this “information” could be exploited to improve the success rates by post-processing techniques, especially to improve GSR. But in order to keep the generality of our attack, this “information” is not utilized in our MTA and following DFKEA.

In practice, it’s advantageous to make use of information about subkey rank distributions to maximize the GSR with constrained computational complexity.
In next section, we propose the Depth-First Key Enumeration Algorithm to dramatically improve the GSR of MTA based on observation 1 and 2.

4 Depth-First Key Enumeration Strategy

Our primary interest is to recover the secret key of RSM-AES-128 in a very efficient way, thus two main requirements for post-processing methods are the high efficiency of key-finding and the maximal success rates. The former requires the minimal number of key verifications and less extra computations which may be caused by combining all sixteen sorted subkey lists together to obtain global key sorting results [37,39,38]. While the latter requires a high coverage of the highly possible subkey candidates.

Keeping these requirements in mind, we firstly investigate the distribution of errored subkey candidates. Here “errored” subkey means its correct candidate is not ranked first among all possible candidates. The ranks of errored subkeys and cumulative errors of each subkey are depicted as Fig.3. Unsurprisingly, same as observed in Sec.3.2, the fourteenth subkey is the worst case among all subkeys from an attacking point of view.

In order to improve the coverage of the most possible subkey candidates, we also inspect the number of errored subkeys N_{err} per attack (or per trace) as showed in Fig.4. By using 25,000 to 40,000 traces, two main observations are:
4.1 Proposal of DFKEA

Main idea behind the DFKEA is to enumerate subkey candidates along with increase of $N_{err}$ in a depth-first way. Specifically, we firstly verify the subkey candidates with $N_{err} = 0$, which means to enumerate candidates with the highest rank. Next, subkey candidates with $N_{err} = 1$ are enumerated, that is to test all candidates in which only one subkey is not ranked first (while other fifteen correct candidates ranked first). Similarly, candidates with $N_{err}$ from 2 to 15 can be enumerated and then verified. Particularly, based on aforementioned observations, our key enumerations could be efficiently done by restricting $N_{err} \leq 4$.

Let $d_j$ denotes the enumeration depth of $j$-th subkey byte in our DFKEA for $j \in [0, \ldots, 15]$, and $d_j, n_{err}$ for $d_j$ with $N_{err} = n_{err}$. Note that we have different $d_j, n_{err}$ according to varied $N_{err}$. On the basis of observations from Fig. 4, the...
schematic of our DFKEA with $N_{err} = 1$ is depicted as Fig. 5(b). In fact, principles behind of the state-of-the-art KEA methods are the breadth-first strategy as illustrated in Fig. 5(a), in which all sixteen subkeys candidates are enumerated with an approximately equal depth. On the contrary, our DFKEA adopts a depth-first strategy, which treat each byte of subkey differently, resulting with different enumeration depth $d_j$ for each byte of subkey.

![Fig. 5. Main enumeration strategies of the breadth-first KEA vs our DFKEA.](image)

Our algorithm of DFKEA is described as Alg. 1. Note that convertKey($c_i$) in line 10 converts each combination $c_i$ to the errored subkey indexes by which these errored subkeys will be enumerated later.

**Algorithm 1 Our Depth-First Key Enumeration Algorithm (DFKEA)**

**Input**: Sixteen lists of possible subkey candidates, $skCandi[256][16]$, $N_{err}$, $d_{j,n_{err}}[\cdot]$, plaintexts $P[16]$ and ciphertexts $C[16]$.

**Output**: Secret key or the most possible subkey candidates $sk[16]$.

1: $Flag = false$
2: if $true == KeyVerification(P[], C[], skCandi[1][])$ then
3: $Flag = true$
4: return $sk[] = skCandi[1][]$
5: else
6: for $n_{err} \in [0, N_{err}]$ do
7: $\text{comb}[n_{err}] = \{C[n_{err}]^{16} \text{ elements}\} / * C_m^k \text{ is the combination formula } */$
8: for $c_i \in \text{comb}[n_{err}]$ do
9: /*convertKey($c_i$) converts $c_i$ to subkey indexes for enumeration */
10: $key\text{Ind} = \text{convertKey}(c_i)$
11: for $key \in sk\text{Candi}[d_{j,n_{err}}[]][key\text{Ind}]$ do
12: $Flag = KeyVerification(P[], C[], key)$
13: if $true == Flag$ then
14: return $sk[] = key$
15: end if
16: end for
17: end for
18: end if
19: if $false == Flag$ then
20: return $sk[16] = sk\text{Candi}[1][]$ /*Deal with failures on finding the correct key */
21: end if
In practice, the efficiency is straightforwardly determined by the number of key verifications. For our DFKEA, we assume that the enumeration depths \( d_{j,n_{err}} \) keep the same for each subkey, while change with different \( n_{err} \). Note that this setting is for the sake of simplicity but not necessary, since if an attacker knows that attacks on some subkeys are always worse than others, their enumeration depth \( d_{j,n_{err}} \) could be larger to improve the coverage of possible candidates. Let \( EC \) denotes the number of enumerations, \( EC_{n_{err}} \) denotes \( EC \) for \( N_{err} = n_{err} \), and the first-order success rate of each subkey is \( p \), thus we assume that \( n_{err} \) obeys the binomial distribution, \( n_{err} \sim B(16,p) \). The total number of enumerations \( EC_{total} \) can be computed as follows.

\[
EC_{n_{err}} \leq C_{16}^{n_{err}} \cdot (d_{j,n_{err}} - 1)^{n_{err}}
\]

\[
EC_{total} = \sum_{n_{err}=0}^{N_{err}} Pr(n_{err}) \cdot EC_{n_{err}}
\]

\[
\leq \sum_{n_{err}=0}^{N_{err}} C_{16}^{n_{err}} \cdot (1 - p)^{n_{err}} \cdot p^{16 - n_{err}} \cdot (d_{j,n_{err}} - 1)^{n_{err}}
\]

where \( \leq \) is used because our DFKEA will stop (Early Stopping) once the correct key is found, and \( d_{j,n_{err}} \) keep the same for \( j \in [0, \ldots, 15] \). Typically, let \( n_{err} = 1 \) and \( d_{j,n_{err}} = d_{j,1} = 256 \), thus the maximal number of enumerations is \( EC_{n_{err}} = EC_1 = C_{16}^{1} \cdot 255 \approx 2^{12} \). For increased \( n_{err} = 3 \), we set \( d_{j,n_{err}} = d_{j,3} = 10 \), thus \( EC_3 = C_{16}^{3} \cdot (10 - 1)^3 \approx 2^{18.64} \). Apparently, \( n_{err} \) (or more precisely, \( N_{err} \)) and \( d_{j,n_{err}} \) directly affect the number of enumerations for our DFKEA and the coverage of possible subkey candidates.

### 4.2 Analysis and Experimental Results

The efficiency of an algorithm is critical in practice. Here, we primarily take the number of enumerations \( EC \) into account, which is also the number of key-verification. The computational complexity comparison of our DFKEA with the simple KEA is tabulated as Tab.3. Importantly note that the state-of-the-art KEA adopts the same breadth-first strategy with this simple KEA.

**Table 3.** Comparison of our DFKEA and a simple KEA with \( EC \) as evaluation criteria, \( total \) is \( \max(EC_{total}) \) computed with \( N_{err} = 3 \)

<table>
<thead>
<tr>
<th>Depth ( d_{j,n_{err}} )</th>
<th>( n_{err} = 1 )</th>
<th>( n_{err} = 2 )</th>
<th>( n_{err} = 3 )</th>
<th>( total \ (N_{err} = 3) )</th>
<th>Simple KEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>( 2^{1.00} )</td>
<td>( 2^{2.91} )</td>
<td>( 2^{6.14} )</td>
<td>( 2^{1.44} )</td>
<td>( 2^{16.00} )</td>
</tr>
<tr>
<td>3</td>
<td>( 2^{2.00} )</td>
<td>( 2^{9.91} )</td>
<td>( 2^{7.14} )</td>
<td>( 2^{13.29} )</td>
<td>( 3^{16.00} \approx 2^{22.40} )</td>
</tr>
<tr>
<td>4</td>
<td>( 2^{3.00} )</td>
<td>( 2^{11.91} )</td>
<td>( 2^{10.88} )</td>
<td>( 2^{11.39} )</td>
<td>( 4^{16.00} \approx 2^{23.00} )</td>
</tr>
<tr>
<td>5</td>
<td>( 2^{4.00} )</td>
<td>( 2^{14.91} )</td>
<td>( 2^{13.13} )</td>
<td>( 2^{15.24} )</td>
<td>( 5^{16.00} \approx 2^{24.15} )</td>
</tr>
<tr>
<td>10</td>
<td>( 2^{11.11} )</td>
<td>( 2^{17.64} )</td>
<td>( 2^{18.64} )</td>
<td>( 2^{18.64} )</td>
<td>( 10^{16.00} \approx 2^{33.15} )</td>
</tr>
<tr>
<td>20</td>
<td>( 2^{17.27} )</td>
<td>( 2^{21.91} )</td>
<td>( 2^{23.11} )</td>
<td>( 2^{28.39} )</td>
<td>( 20^{16.00} \approx 2^{37.15} )</td>
</tr>
<tr>
<td>256</td>
<td>( 2^{21.39} )</td>
<td>( 2^{22.90} )</td>
<td>( 2^{23.11} )</td>
<td>( 2^{28.39} )</td>
<td>( 256^{16.00} \approx 2^{38.09} )</td>
</tr>
</tbody>
</table>
In Tab.3, it is divided into two parts by the table-cells colored with green. The upper half part is featured with $EC \leq 2^{30}$, while the lower-right part is on the contrary. Obviously, compared to this breadth-first KEA, our DFKEA are much powerful on enumerating candidates with high enumeration depths. Although we always theoretically assume that attacks against different subkeys would obtain similar distribution for different candidates, practical results of different subkeys always varies from each other, especially when using electromagnetic traces. Hence, our DFKEA is very suitable for these attacking scenarios.

With the same 40,000 traces as in Fig.4, we practical evaluate the effectiveness of our DFKEA. Considering the high efficiency requirement, we restrict the enumeration depths with $EC \leq 2^{20}$, which means that roughly $d_{j,1} = 256$, $d_{j,2} = 20$, $d_{j,3} = 10$ and $d_{j,4} = 5$ for $n_{err} = 1, 2, 3, 4$, respectively. For purpose of comparison, the enumeration depth of simple KEA is set to $d_1 = 2$ and $d_2 = 5$ which means $EC_1 = 2^{16}$ and $EC_2 = 2^{37.15}$, respectively. The experimental results are depicted as Fig.6. Quite clearly, our DFKEA is significantly better than the simple KEA, and the success rates increase by 24.06% and 20.05% compared to the breadth-first KEA for $d_1 = 2$ and $d_2 = 5$, respectively. These results are also in very accordance with our observations from Fig.4 that the number of errored subkeys dropped off sharply with the increase of $n_{err}$, thus it’s very advantageous to adopt the depth-first strategy as in DFKEA. However, as a post-processing technique, DFKEA also improves the error-tolerant capability of side channel attacks, since not only the first-ranked subkey candidates, but also some of the most possible subkey candidates would be verified to obtain a high success rate.

![Comparison between our DFKEA and the breadth-first KEA with respect to different enumeration depth (with logarithmic X-axis).](image)

To summarize up, experimental results strongly validate the effectiveness of our DFKEA in terms of both key-recovery efficiency and attacking success rates (also equivalent to guessing entropy [8]). More importantly, compared to the simple KEA, our DFKEA doesn’t require to combine all sixteen lists of candidates to get a global key-ranking list [38], which in return reduces computational burden and makes our DFKEA much more efficient than the breadth-first KEAs. Furthermore, our DFKEA is also generally applicable to both profiling and non-profiling attacks in SCA. Assembling our MTA with DFKEA, our attacking
scheme can recover the entire secret key of RSM-AES-128 by using only one electromagnetic trace with a probability of more than 95% (more details refer to official evaluation report released by DPA Contest v4.2\cite{17}).

5 Proposal for Further Improving RSM-AES-128

RSM scheme is a first-order masking scheme which featured with high efficiency and low overhead, even integrated with shuffling scheme as in RSM-AES-128. Practically, it’s hard to retrieve masks (offsets) and shuffling vectors used in protected cryptographic implementations (e.g. RSM-AES-128) with non-profiling attacks, but these sensitive parameters aren’t immune to profiling attacks like TA and leakage “fingerprints” matching methods \cite{43}. This is also evidently validated by our attacks in Sec.3. In fact, our attack exploits the distinct leakage features to differentiate and recover the masks and shuffle vectors. Therefore, the core to improve the practical security of RSM-AES-128 (or other RSM-masked implementations) is to reduce or even eliminate these distinguishable leakage features. Based on our observations and results of MTA and DFKEA, we hereafter present one proposal to improve the practical security of RSM-AES-128.

Shuffled Offset Method. Considering the RSM scheme applied in RSM-AES-128, all $16 \times 11 = 176$ masks are determined by sixteen offsets denoted as $\overset{-\rightarrow}{\text{offset}}$. In fact, each element of $\overset{-\rightarrow}{\text{offset}}$ determines all eleven masks used in entire ten rounds. From attacking point of view, it’s a deterministic relation between each offset and corresponding eleven masks. As a result, the leakages of every eleven masks could be exploited to recover corresponding offset\cite{43}. For illustration, leakages of the first two and four bytes of masks are showed in Fig.7.

In Fig.7(a), it’s obvious that each of eleven masks corresponding to the first two bytes leaked the mask-dependent information during whole encryption process, which could be exploited to reveal the first two offsets. Similarly, all sixteen offsets could be revealed. By zoomed in view in Fig.7(b), it’s clear that leakages of masks in the first four bytes occur in a deterministic sequential order.

In order to randomize the leakages of offsets during whole encryption (de-
cryption) process, we propose a new masking and unmasking method for RSM
scheme. The rationale of new \textit{MaskComp}($\cdot$) is to update all offsets for every rounds of encryption. Specifically, we only change the offsets and mask compensation adopted in RSM scheme of RSM-AES-128. Namely, the new offset vector is determined by $\overrightarrow{offset}$ in round index $r$ as follows.

\begin{equation}
\text{MSB'}(X) = \text{SB}(X \oplus M_{\overrightarrow{offset} + (r-1)}) \oplus M_{\overrightarrow{offset} + r}
\end{equation}

where $\text{MSB'}(\cdot)$ is the new masked sboxes. In order to improve efficiency, we assign $\overrightarrow{offset} = \overrightarrow{offset} + sh[r-1]$, where $sh[r]$ is the $r$-th element of Shuffle0. Then the masking and compensation could be done easily as follows.

\begin{equation}
\text{MSB'}(X) = \text{SB}(X \oplus M_{\overrightarrow{offset} + sh[r-1] + (r-1)}) \oplus M_{\overrightarrow{offset} + sh[r-1] + r}
\end{equation}

\begin{equation}
\text{MaskComp}'_{i,r} = \begin{cases} 
M_{\overrightarrow{offset} + sh[r] + r} \oplus MC(SR(M_{\overrightarrow{offset} + sh[r-1] + r})), & \text{for } r = 1, \ldots, 9 \\
SR(M_{\overrightarrow{offset} + sh[r-1] + r}), & \text{for } r = 10 
\end{cases}
\end{equation}

More importantly, our new improved RSM scheme is more secure than RSM scheme used in RSM-AES-128, since it would be degraded to the original RSM scheme if the Shuffle0 is compromised or deactivated by adversaries (in the worst case). By using independent $\overrightarrow{offset}$ in adjacent rounds, attacks exploiting multi-round leakages\cite{43} against RSM scheme can be effectively hindered.

Apparently, our proposal is compatible with other proposals like new mask set\cite{21} to provide a high level of practical security for cryptographic devices. In addition, it could be implemented on the other platforms like FPGA integrated with typical hardware-oriented countermeasures (e.g. random delays\cite{34}).

\section{Conclusions and Perspectives}

As a highly efficient and lightweight masking scheme, RSM is proposed to protect cryptographic implementations like AES from side channel attacks. In this paper, by means of profiling attacks, we have thoroughly analyzed the practical security of public target of DPA Contest v4.2, namely RSM-AES-128 in an extreme condition (using only one trace). Specifically, under the framework of DPA Contest v4.2, we firstly propose a Multivariate Template Attack, which recovers the secret key of RSM-AES-128 with global success rate increased from 55\% to 83\% (significantly increased by 50.91\%). Secondly, based on several attack-oriented observations, we propose a new Depth-First Key Enumeration Algorithm (DFKEA) to further improve the global success rates of our attack. After integrated with DFKEA, the global success rate of our MTA soars to about 95\% (evaluated by DPA Contest Official), with an increase of 14.46\% compared to original MTA. Furthermore, theoretical analysis and experiments shows that our DFKEA is definitely more effective than the breadth-first KEA. Finally, we propose a \textit{shuffled offset} method to improve the practical security of RSM-AES-128, in which the leakages directly associated to consecutive offsets are eliminated.
However, although our DFKEA is very efficient than a simple breadth-first KEA, there are still some theoretical and practical issues need to be studied, like the quantitative relation between the global success rate and enumeration depths. From a more practical point of view, parallel computing is very suitable for key enumeration algorithm, especially using GPU platforms. Therefore, it’s worthwhile to transform our DFKEA to a paralleled fashion in future work.
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A.1 Evaluation Results of Our attack from DPA Contest v4.2 [17]

For our experimental results using all sixteen public datasets (80,000 traces in total), the success rate is 100%, while the success rate is about 95% which is evaluated by DPA Contest Official with their private datasets. Although the success rate decreased, the evaluation results still validated the effectiveness of our Multivariate Template Attack (MTA) and Depth-First Key Enumeration Algorithm (DFKEA).

The Global Success Rate (GSR) and the Partial Success Rates (PSR) [8] released by DPA Contest Official are depicted as Fig.8 and Fig.9. For the purpose of comparison, the evaluation results of Partial Guessing Entropy (PGE) are also showed as Fig.10.

![Graph](image.jpg)

Fig. 8. The Global Success Rate (GSR) of our attack released by DPA Contest Official.
Fig. 9. The Partial Success Rate (PSR) of our proposed attack released by DPA Contest Official, for all sixteen subkeys.

Fig. 10. The Partial Guessing Entropy (PGE) of our proposed attack released by DPA Contest Official, for all sixteen subkeys.