On the concrete hardness of Learning with Errors

Martin R. Albrecht, Rachel Player, and Sam Scott

Information Security Group, Royal Holloway, University of London

Abstract. The Learning with Errors (LWE) problem has become a central building block of modern cryptographic constructions. This work collects and presents hardness results for concrete instances of LWE. In particular, we discuss algorithms proposed in the literature and give the expected resources required to run them. We consider both generic instances of LWE as well as small secret variants. Since for several methods of solving LWE we require a lattice reduction step, we also review lattice reduction algorithms and use a refined model for estimating their running times. We also give concrete estimates for various families of LWE instances, provide a Sage module for computing these estimates and highlight gaps in the knowledge about algorithms for solving the Learning with Errors problem.

Warning (August 2019)

While the LWE Estimator, which accompanies this work, has been continuously updated since its publication, this work itself has not been. We therefore caution the reader against using this work as a reference for the state of the art in assessing the cost of solving LWE or making sense of the LWE estimator. For example, we note:

– The cost of lattice reduction is estimated differently in the LWE estimator than as described in Section 3. Since commit 9d37ca0, the cost of BKZ in dimension $n$ with block size $k$ is estimated as $t_{BKZ} = 8 \cdot n \cdot t_k$, where $t_k$ is the cost of calling an SVP oracle in dimension $k$. The cost estimates for sieving have been updated: the classical estimate follows [BDGL16] since commit 74e885f and a new quantum sieving estimate following [LMvdP15, Laa15] has been available since commit 509a759.

– This paper assumes that the number of LWE samples $m$ is unlimited, which may not represent the situation in practice. Bindel et al. [BBGS17] implemented an extension that enables users to specify a limit on $m$. This was incorporated into the LWE estimator at commit e045a74.

– Many new variants [GJS15, KF15, GJMS17, EHK+18] of the BKW algorithm (see Section 5.2) have appeared since the time of writing. The LWE estimator supports Coded-BKW [GJS15] since commit e66a69.

– Albrecht [Alb17] gave a new variant of the dual attack (see Section 5.3) for situations where the secret is small and/or sparse. Estimates of this attack were incorporated into the LWE estimator at commit 629a5a5.

– Cheon et al. showed [CHHS19] that the MITM algorithm given in Section 5.1 is wrong, which results in its success probability being negligibly small in practice. Cheon et al. [CHHS19] presented an alternative MITM algorithm, and show how to combine it with Albrecht’s [Alb17] dual attack to give a new hybrid dual attack. Neither the new MITM algorithm or the hybrid dual attack are incorporated in the LWE estimator as of commit 3019847.

– Section 5.5, on the primal uSVP attack, follows the analysis in [GN08, AFG14] for estimating the success of lattice reduction in solving uSVP. It has been shown [AGVW17] that a more recent estimate of Alkim et al. [ADPS16] better models the behaviour of lattice reduction in this case. This estimate has been used in the LWE estimator since commit 47c9c59.

https://bitbucket.org/malb/lwe-estimator/
Neither the LWE estimator nor this work take “dimensions for free” [Duc18,ADH+19] into account.

A more recent version of the material presented here is available in Player’s thesis [Pla18]. This was up-to-date as of November 2017, and fixes many typos that are still present in this paper.

## 1 Introduction

**Lattice-based cryptography.** Lattice-based cryptography has become popular in recent years for several reasons. One dates back to the work of Ajtai [Ajt96] who linked the average case complexity of lattice problems to the worst case, showing that a random instance of the shortest vector problem in a lattice is hard. A second reason is its potential application in a post-quantum world, since no efficient quantum algorithms are known for lattice problems. On the other hand, problems such as factoring and discrete logarithm would no longer be hard in the presence of a quantum computer [BBD09]. A third reason is the wealth of applications of lattice-based cryptography, perhaps the most notable of which is its role in the realisation of fully homomorphic encryption by Gentry [Gen09] and in follow up works (e.g. [vDGHV10,BGV12,GHS12a]). Lattice problems have also been the basis of Public Key Encryption [Reg05], including CCA secure schemes [Pei09]; Identity Based Encryption [GPV08] and the more general Hierarchical Identity Based Encryption [CHKP12]; oblivious transfer schemes [PVW08]; Circular-Secure Encryption [ACPS09]; and Leakage-Resilient Encryption [GKPV10]. Recently, candidate constructions for multi-linear maps based on presumed hard problems in lattices have been proposed [GGH13,GGH14].

**Learning with Errors.** One lattice problem on whose hardness several cryptographic constructions are based is the Learning with Errors (LWE) problem [Reg05,Pei09,PW11]. LWE was introduced by Regev in [Reg05] and is provably as hard as worst-case lattice problems [Reg05,BLP+13]. It is a generalisation of the Learning Parity with Noise (LPN) problem [KMR+94] into large moduli \( q \).

**Definition 1 (LWE [Reg09]).** Let \( n, q \) be positive integers, \( \chi \) be a probability distribution on \( \mathbb{Z} \) and \( s \) be a secret vector in \( \mathbb{Z}_q^n \). We denote by \( L_{s,\chi} \) the probability distribution on \( \mathbb{Z}_q^n \times \mathbb{Z}_q \) obtained by choosing \( a \in \mathbb{Z}_q^n \) uniformly at random, choosing \( e \in \mathbb{Z} \) according to \( \chi \) and considering it in \( \mathbb{Z}_q \), and returning \((a,c) = (a,\langle a, s \rangle + e) \in \mathbb{Z}_q^n \times \mathbb{Z}_q\). 

- **Decision-LWE** is the problem of deciding whether pairs \((a,c) \in \mathbb{Z}_q^n \times \mathbb{Z}_q\) are sampled according to \( L_{s,\chi} \) or the uniform distribution on \( \mathbb{Z}_q^n \times \mathbb{Z}_q \).
- **Search-LWE** is the problem of recovering \( s \) from \((a,c) = (a,\langle a, s \rangle + e) \in \mathbb{Z}_q^n \times \mathbb{Z}_q\) sampled according to \( L_{s,\chi} \).

**Contributions.** The first contribution of this survey is to gather and present algorithms available in the literature used for solving LWE. In particular, we identify three strategies for solving LWE and give the algorithms available in the literature for solving LWE via one of these strategies. While in recent years several such algorithms were proposed and analysed, most treatments of LWE do not consider these results when discussing its hardness. By providing an accessible survey on available techniques we hope to motivate research to push the state-of-the-art in this area forward.

We note that in most previous works the hardness of LWE is treated only asymptotically. Indeed, it is not uncommon to hide logarithmic and constant factors in the exponent of complexity expressions. For example, Arora and Ge [AG11] specify the complexity of their algorithm as \( 2^{O(n^\xi)} \), for some \( \xi \) such that \( nq = n^\xi \). While such statements – separating essential from inessential factors – allow us to understand the behaviour of various families of algorithms and of the problem in
general, they need to be refined in order to gain insights into the concrete hardness of LWE. The importance of this could be seen, for example, when it comes to designing actual systems based on LWE. Here we must select parameters to ensure that the problem instance generated is hard with respect to a particular security parameter $\lambda$ while still keeping parameters as small as possible for performance reasons. For this we must be able to identify the fastest known way of solving LWE with that choice of parameters and be assured that this attack takes $2^\lambda$ operations. The second contribution of this survey is hence that where possible we provide concrete estimates for how long it takes to solve LWE.

Since for most algorithms no tight closed formulae are known expressing their complexities, the third contribution of this survey is that we provide a module for the Sage mathematics software [S+14] which, given the parameters of an LWE instance, outputs estimates for the concrete running time of the algorithms discussed in this survey. We also apply this estimator to various families of LWE parameters from the literature and discuss areas where the collective knowledge is limited in order to motivate further research.

Instances. To this end we need to characterise LWE instances. In this survey we always let $\chi$ be a discrete Gaussian distribution on $\mathbb{Z}$ with centre zero and width parameter $\alpha q$, denoted by $D_{\mathbb{Z}, \alpha q}$. A discrete Gaussian distribution with centre $\mu$ and width parameter $\alpha q$ samples elements with a probability proportional to $\exp(-\pi (x-\mu)^2 / (\alpha q)^2)$. The standard deviation of a continuous Gaussian with width parameter $\alpha q$ is $\sigma = \alpha q \sqrt{2\pi}$ and we roughly have this relation when we discretise, as long as $\sigma$ is bigger than the smoothing parameter $\eta(Z)$ of $Z$ [DB13]. For ease of analysis, some works (e.g. [LP11]) treat the error terms as not too dissimilar from samples from a continuous Gaussian, and we join them in this approach whenever this occurs.

We then characterise LWE instances in the following way.

1. Typically, we have $q \approx n^c$ and $\alpha q = \sqrt{n}$, i.e. $\alpha \approx n^{1/2-c}$, for $c$ a small constant. Having $\alpha q > \sqrt{n}$ allows the reduction of GapSVP to LWE to go through [Reg09]. In particular, Regev uses $\alpha q = 2\sqrt{n}$. Intuitively this is because a step in the reduction loses a factor of $\sqrt{n}$. Furthermore, if $\alpha q < \sqrt{n}$ then Arora and Ge’s algorithm is subexponential [AG11]. In this survey, we simply pick $\alpha q = \sqrt{n}$, ignoring the constant $2$ as it does not affect our estimates much. In this case we may characterise the instance by $n$ (and $c$).
2. The most generic characterisation is by $n, \alpha, q$.
3. In some applications, the components of the secret $s$ are not chosen uniformly at random from $\mathbb{Z}_q$ but instead we have the guarantee that they are all “small”, e.g. $s(i) \in \{0, 1\}$. In this case we characterise the instance by $n, \alpha, q, \psi$ where $\psi$ is the distribution of the $s(i)$.

In many applications, we are only given access to $m = \tilde{O}(n)$ samples. In this case, we would characterise the instance by $m, n, \alpha, q$. However, in this work we will assume that we have access to as many samples $m$ as we require. This is a reasonable assumption because the hardness of the LWE problem itself is essentially independent of the number of samples [Reg10]. This could be explained by the result that given a fixed (polynomial) number of samples, one can generate arbitrarily many more (independent) samples, with only a slight worsening in the error [GPV08,ACPS09].

Structure. In Section 2 we give relevant tools which we will use later. In Section 3 we review lattice reduction algorithms as these will also be used later. In Section 4 we give the three main strategies for solving LWE. In Section 5 we describe the algorithms which can be used to solve LWE via a chosen strategy. In particular we consider instances of LWE characterised both by $n, \alpha, q$ and the special case $q = n^c$, $\alpha q = \sqrt{n}$. In Section 6 we concentrate on the third characterisation of LWE: those instances with a small secret. In Section 7 we apply our estimator to parameter choices from the literature. Finally, in Section 8 we make some concluding remarks.
2 Notation & Tools

Logarithms are base 2 if not stated otherwise. We write ln for the natural logarithm. We denote vectors in bold, e.g. \textbf{a}, and matrices in upper-case bold, e.g. \textbf{A}. By \textbf{a}_i, we denote the i-th component of \textbf{a}, i.e. a scalar. In contrast, \textbf{a}_i is the i-th element of a list of vectors. The concatenation of two vectors \textbf{a} and \textbf{b} is denoted (\textbf{a} | \textbf{b}). We denote by \langle \cdot, \cdot \rangle the usual dot product of two vectors and by \langle \cdot, \cdot \rangle_p this dot product modulo p. We write $2 \leq \omega < 3$ for any constant such that there is an algorithm which multiplies matrices in $\mathcal{O}(n^\omega)$ operations for sufficiently large $n$. Hence, our $\omega$ differs slightly from the definition in [BCS97] which hides logarithmic factors (cf. [Per14]). Unless stated otherwise, we use $\approx$ to denote something sufficiently close to equal that we treat it as equal for our estimates.

Since we will use lattice reduction later on, we need some basic definitions about lattices. A lattice $L$ in $\mathbb{R}^n$ is a discrete additive subgroup. In this survey we restrict our attention to viewing a lattice $L(B)$ as being generated by a (non-unique) basis $B = \{b_0, \ldots, b_{n-1}\} \subset \mathbb{Z}^n$ of linearly-independent integer vectors. The rank of the lattice $L$ is defined to be the rank of the basis matrix $B$ with rows consisting of the basis vectors. If the rank equals $n$ we say that $L$ is full-rank. We are only concerned with such lattices in this work and henceforth assume that the lattices we deal with are full-rank. In addition, we are only concerned with $q$-ary lattices which are those such that $q\mathbb{Z}^n \subseteq L \subseteq \mathbb{Z}^n$. Note that every $q$-ary lattice is full-rank. Throughout, we adopt the convention that a lattice is generated by integer combinations of row vectors, to match software conventions. The volume $\text{vol}(L)$ of a full-rank lattice $L$ is the absolute value of the determinant of any basis of the lattice. The $i$-th successive minimum of a lattice, $\lambda_i(L)$, is the radius of the smallest ball centred at the origin containing at least $i$ linearly independent lattice vectors. The Gaussian heuristic states that $\lambda_1(L) \approx \sqrt{\frac{2}{\pi q}} \text{vol}(L)^{1/n}$. We adopt the convention that the first non-zero vector, say $b_0$, in a reduced lattice basis is the shortest vector in the basis.

We now give four lemmas which will be useful later. The first shows that given samples from $L_{s,\chi}$ we can construct LWE instances where the secret vector follows the same distribution as the error.

**Lemma 1** ([ACPS09]). Let $\mathcal{D}_{\mathbb{Z},\alpha q}$ be an $n$-dimensional extension of $\mathcal{D}_{\mathbb{Z},\alpha q}$ to $\mathbb{Z}^n$ in the obvious way, i.e. each component is sampled according to $\mathcal{D}_{\mathbb{Z},\alpha q}$. Then, given access an oracle $L_{s,\chi}$ returning samples of the form $(a, c) = (a, (a, s) + e) \in \mathbb{Z}_q^n \times \mathbb{Z}_q$ with $a \leftarrow \mathcal{U}(\mathbb{Z}_q^n), c \leftarrow \mathcal{D}_{\mathbb{Z},\alpha q}$ and $s \in \mathbb{Z}_q^n$, we can construct samples of the form $(a, c) = (a, (a, e) + e) \in \mathbb{Z}_q^n \times \mathbb{Z}_q$ with $a \leftarrow \mathcal{U}(\mathbb{Z}_q^n), c \leftarrow \mathcal{D}_{\mathbb{Z},\alpha q}$ and $e \leftarrow \mathcal{D}_{\mathbb{Z},\alpha q}$ in $2n^2$ operations in $\mathbb{Z}_q$ per sample, at the loss of $n$ samples overall and with $\mathcal{O}(n^e)$ operations for precomputation.

**Proof.** Take $n$ samples from $L_{s,\chi}$ and write:

$$(A_0, c_0) = (A_0, A_0 \cdot s + e_0)$$

where $A_0 \in \mathbb{Z}_q^{n \times n}$. With probability $\prod_{i=1}^n (q^n - q^{i-1})/q^{n^2}$ this matrix is invertible. Precompute $A_0^{-1}$ and store it; this costs $\mathcal{O}(n^e)$ operations. Now, to produce $n$ samples of the form $(a, c) = (a, (a, e) + e) \in \mathbb{Z}_q^n \times \mathbb{Z}_q$ with $a \leftarrow \mathcal{U}(\mathbb{Z}_q^n), c \leftarrow \mathcal{D}_{\mathbb{Z},\alpha q}$ and $e \leftarrow \mathcal{D}_{\mathbb{Z},\alpha q}$ we sample:

$$(a_1, c_1) = (a_1, a_1 \cdot s + e_1)$$

from $L_{s,\chi}$ and compute:

$$a_1 \cdot A_0^{-1} \cdot c_0 - e_1 = a_1 \cdot A_0^{-1}(A_0 \cdot s + e_0) - a_1 \cdot s - e_1$$

$$= a_1 \cdot A_0^{-1} \cdot A_0 \cdot s + a_1 \cdot A_0^{-1}e_0 - a_1 \cdot s - e_1$$

$$= a_1 \cdot s + a_1 \cdot A_0^{-1}e_0 - a_1 \cdot s - e_1$$

$$= a_1 \cdot A_0^{-1}e_0 - e_1.$$
Now, since \( \mathcal{D}_{\mathbb{Z}, \alpha q} \) is symmetric and \( A_0^{-1} \) has full rank, we get that

\[
(a_1 \cdot A_0^{-1}, a_1 \cdot A_0^{-1} c_0 + c_1) = (a_1 \cdot A_0^{-1}, a_1 \cdot A_0^{-1} e_0 - e_1)
\]

are \( n \) valid samples of the form \( (a, c) = (a, (a, e) + e) \in \mathbb{Z}_q^n \times \mathbb{Z}_q \) with \( a \leftarrow \mathcal{U}(\mathbb{Z}_q^n) \), \( e \leftarrow \mathcal{D}_{\mathbb{Z}, \alpha q} \) and \( e \leftarrow \mathcal{D}_{\mathbb{Z}^n, \alpha q} \). Finally, computing \( a_1 \cdot A_0^{-1} \) takes \( 2 n^2 \) operations in \( \mathbb{Z}_q \).

Given samples from \( L_{s, \chi} \), we may be able to construct LWE instances where the modulus is now \( p \) for some particular \( p < q \) by \textit{modulus switching}. This technique was initially introduced to speed-up homomorphic encryption \([BV11]\) but can also be employed to reduce the cost of solving LWE in certain cases \([AFFP14]\). Modulus switching can be thought of as analogous to the difference between computing with single instead of double precision floating point numbers, where switching refers to opting to compute in the lower precision of a machine float. In the LWE context, for some \( p < q \), modulus switching is considering an instance of LWE (mod \( q \)) as a scaled instance of LWE (mod \( p \)). This incurs a noise increase which is only small if \( s \) is small, so the technique can only be used for small secrets. The requirements on \( p \) must be balanced. On the one hand, minimising \( p \) will minimise the running time of most algorithms (see Section 6). On the other hand, picking \( p \) too small increases the noise level, which in general leads to a higher complexity for solving LWE. Below, we choose \( p \) to ensure that \( \left\| \left( \frac{p}{q} \cdot a - \left[ \frac{p}{q} \cdot a \right], s \right) \right\| \approx \frac{p}{q} \| e \| \) if \( s \) is small enough. This means that the new error term after modulus switching is essentially the previous error scaled. In particular, the new distribution is LWE with errors having standard deviation \( \sqrt{2\alpha p}/\sqrt{2\pi} + O(1) \). Following \([BV11, BLP+13]\) we have the following lemma.

**Lemma 2.** Let \( (a, c) = (a, (a, s) + e) \in \mathbb{Z}_q^n \times \mathbb{Z}_q \) be sampled from \( L_{s, \chi} \). Let \( p \approx \sqrt{\frac{2\pi \beta \cdot \sigma_s}{\alpha \pi}} \), where \( \sigma_s \) is the standard deviation of elements in the secret \( s \). Assume that the distribution of the secret \( s \) is such that it has mean 0. If \( p < q \) then

\[
(\tilde{a}, \tilde{c}) = \left( \left[ \frac{p}{q} \cdot a \right], \left[ \frac{p}{q} \cdot c \right] \right) \in \mathbb{Z}_p^n \times \mathbb{Z}_p
\]

is sample from an LWE distribution with error of standard deviation \( \sqrt{2\alpha p}/\sqrt{2\pi} + O(1) \).

**Proof.** Consider

\[
\left[ \frac{p}{q} \cdot c \right] = \frac{p}{q} \left( \langle a, s \rangle + e \right)
\]

\[
= \frac{p}{q} \left( \frac{p}{q} \cdot a \cdot s \right) + p \cdot e,
\]

\[
= \left( \frac{p}{q} \cdot a \cdot s \right) + \frac{p}{q} \cdot a \cdot \left( \frac{p}{q} \cdot a \cdot s \right) + \frac{p}{q} \cdot e + e',
\]

\[
= \left( \frac{p}{q} \cdot a \cdot s \right) + \left( \frac{p}{q} \cdot a \right) + \frac{p}{q} \cdot e + e',
\]

where \( e' \) is distributed in \((-0.5, 0.5] \) and \( e'' \) is an inner product of small \( n \)-dimensional vectors and thus approaches a discrete Gaussian as \( n \) tends to infinity. Its standard deviation is \( \sqrt{n/12} \sigma_s \), since \( \frac{p}{q} \cdot a \) is a scaled discrete Gaussian of
standard deviation $\frac{\xi}{\sqrt{2\pi}} = \alpha \sqrt{\frac{n}{12}} \sigma_s$. Targeting $e'' \approx \frac{\xi}{q} \cdot e$, i.e. that the standard deviations of both distributions are the same, we get

$$
\alpha \sqrt{\frac{n}{12}} \sigma_s
$$

Since the standard deviations of $\frac{\xi}{q} \cdot e$ and $e''$ are the same for this $p$, the standard deviation of the new distribution is $\sqrt{2} \alpha \sqrt{\frac{n}{12}} \sigma_s + O(1)$ as claimed. □

Following the literature, we assume that the new distribution output by the process described in Lemma 2 is $L_{s, \chi_{q^2}^{\alpha+1}}$, i.e. that the error is discrete Gaussian, even for relatively small $n$.

The following lemma shows the equivalence of Decision-LWE and Search-LWE. Search to decision is trivial: if search is solved, $s$ is known, so $e = c - \langle a, s \rangle$ can be computed. The nontrivial direction is due to Regev [Reg09], which is reproduced with proof below. Having established equivalence, whenever a method can be shown to solve Search-LWE or Decision-LWE we can speak of it solving LWE.

**Lemma 3 (Lemma 4.2 in [Reg09]).** Let $n \geq 1$ be some integer, $2 \leq q \leq \text{poly}(n)$ be a prime, and $\chi$ be some distribution on $\mathbb{Z}_q$. Assume that we have access to a procedure $W$ that, for all $s$, accepts with probability exponentially close to 1 on inputs from $L_{s, \chi}$ and rejects with probability exponentially close to 1 on uniformly random inputs. Then, there exists an efficient algorithm $W'$ that, given samples from $L_{s, \chi}$ for some $s$, outputs $s$ with probability exponentially close to 1.

**Proof.** We show how $W'$ finds the first component $s_{(0)}$ of $s$; finding the other components is similar. For any $k \in \mathbb{Z}_q$ consider the following transformation. Given a pair $(a, c)$ as input to $W'$, let it output the pair $(a + (l, 0, \ldots, 0), c + lk)$ where $l \in \mathbb{Z}_q$ is chosen uniformly at random. It is easy to see that this transformation takes the uniform distribution to itself. On the other hand suppose the input pair $(a, c)$ is sampled from $L_{s, \chi}$. If $k = s_{(0)}$ then this transformation takes $L_{s, \chi}$ into itself. If $k \neq s_{(0)}$ then this transformation takes $L_{s, \chi}$ to the uniform distribution. There are only polynomially many (namely $q$) possibilities for $s_{(0)}$, so we can try all of them as possible $k$ values. For each $k$ value, let the output of $W'$ be the input to $W$. Then as $W$ can distinguish $L_{s, \chi}$ from uniform, it can tell whether $k = s_{(0)}$. □

In what follows we will also make use of the following standard fact about the Gaussian distribution.

**Lemma 4.** Let $\chi$ denote the Gaussian distribution with standard deviation $\sigma$ and mean zero. Then, for all $C > 0$, it holds that:

$$
\Pr[e \leftarrow \chi : |e| > C \cdot \sigma] \leq \frac{2}{C \sqrt{2\pi}} \exp \left(-\frac{C^2}{2}\right).
$$
Proof. For \( t > C \cdot \sigma \), we have \( t/(C \cdot \sigma) > 1 \). Hence, we have:

\[
\Pr[e \leftarrow_x \chi : |e| > C \cdot \sigma] = 2 \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi} \sigma} \exp \left(-\frac{t^2}{2\sigma^2}\right) dt
\]

\[
= \frac{2}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \frac{1}{\sigma} \exp \left(-\frac{t^2}{2\sigma^2}\right) dt
\]

\[
\leq \frac{2}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \frac{t}{C \cdot \sigma} \exp \left(-\frac{t^2}{2\sigma^2}\right) dt
\]

\[
= \frac{2}{C \sqrt{2\pi}} \exp \left(-C^2/2\right) dt.
\]

\[\square\]

3 Lattice Reduction Algorithms

Many algorithms for solving LWE rely on lattice reduction as the central step. Hence, in this section we briefly review lattice reduction algorithms and discuss the current state-of-affairs in terms of estimating their running time. Since this survey is concerned with discussing algorithms for solving LWE this section is kept rather brief and the interested reader is directed to [MR09, Ngu10, Ngu11, LP11, Che13] for further details on lattices.

Lattice reduction algorithms can be viewed as a hierarchy: cases of BKZ [SE94] based on the block size parameter \( k \). For \( k = 2 \) the algorithm runs in polynomial time but the reduced basis output will only be LLL-reduced, i.e. it will only contain a short vector to within exponential factors of a shortest vector. When \( k = n \), i.e the full size of the basis, then the output basis would be HKZ (Hermite-Korkine-Zolotarev) reduced. This is in some sense optimally reduced, but requires at least exponential runtime. Hence, when performing lattice reduction, one generally uses BKZ with some intermediary block size.

The quality of a basis output by a lattice reduction algorithm is characterised by the Hermite factor \( \delta_0 \), which is defined such that the shortest non-zero vector \( b_0 \) in the output basis has the following property:

\[\|b_0\| = \delta_0 \text{vol}(L)^{1/n}.\]

We may also refer to \( \delta_0 \) itself, and call it the root-Hermite factor. We call its logarithm to base 2 the log root-Hermite factor.

3.1 LLL

LLL can be considered as a generalisation of the two dimensional algorithm by Lagrange and sometimes attributed to Gauss (see for example [Jou09]). The output of the Lagrange / Gauss algorithm is a basis \( \{b_0, b_1\} \) such that \( \|b_0\| \leq \|b_1\| \) and the Gram-Schmidt coefficient \( \mu_{1,0} \leq \frac{1}{2} \).

In particular, \( \|b_0\| = \lambda_1 \) and \( \|b_1\| = \lambda_2 \). The algorithm works by taking in a pair of vectors \( \{b_0, b_1\} \) arranged such that \( \|b_0\| \leq \|b_1\| \) and then setting \( b_1 = b_1 + \lfloor \mu_{1,0} \rfloor b_0 \), then swapping the vectors and repeating until no more changes can be made. Thus, when this terminates, we must have \( \mu_{1,0} \leq \frac{1}{2} \).

To extend into higher dimensions one would like to do something similar but the optimal way to do this is not clear because of the additional choice of directions. Notice that the Gauss algorithm ensures that \( \frac{\|b_1\|}{\|b_0\|} \) is not too small, in particular, \( \frac{\|b_1\|}{\|b_0\|} \geq 1 - \mu_{1,0}^2 \geq \frac{3}{4} \) (see e.g. [NV10] for more details). An LLL reduced basis satisfies a relaxed general version of this: \( \frac{\|b_i\|}{\|b_{i-1}\|} \geq \delta - \mu_{i,i-1}^2 \) for some \( \delta \in \left(\frac{3}{4}, 1\right) \). This relaxation, known as the Lovász condition, is necessary for polynomial runtime. A typical choice is \( \delta = \frac{3}{4} \).
More formally, a basis \( \{b_0, b_1, \ldots, b_{n-1}\} \) is LLL-reduced if it satisfies the Lovász condition (for some \( \delta \)) and it is size reduced; that is, \( \mu_{i,j} \leq \frac{1}{4} \) for \( 0 \leq j < i \leq n - 1 \).

Essentially, LLL works by size reducing the basis vectors pairwise, and then checking if the Lovász condition still holds; if it does not, then it swaps the current vector with the previous vector. In more detail, let the input basis be \( \{b_0, \ldots, b_{n-1}\} \). Starting at \( i = 1 \) and incrementing upwards, consider \( b_i \) and size reduce with respect to \( b_j \) for \( j = i - 1 \) down to \( j = 0 \). Then check if \( b_i \) and \( b_{i-1} \) satisfy the Lovász condition. If they do, increment \( i \); if not, swap them and decrement \( i \) to ensure the swap has not affected the Lovász condition holding in the previous pair.

**Running Time.** It is well known the runtime of LLL is polynomial and indeed this was proved as it was introduced [LLL82]. In particular for an input basis where for all \( i \), \( \|b_i\| < B \), LLL outputs an LLL-reduced basis in time \( O(n^{3+\varepsilon} \log^{2+\varepsilon} B) \) (using fast integer multiplication). In more recent variants, improvements have been made. For example, one variant introduced by Nguyen and Stehlé called L2 [NS05] provably outputs an LLL-reduced basis in time \( O(n^{3+\varepsilon} \log B + n^{3+\varepsilon} \log^2 B) \) (using fast integer multiplication). That is, one that only grows quadratically in \( \log B \). Heuristically, variants of LLL achieve \( O(n^3 \log^2 B) \) [CN11].

**Quality of Output.** LLL theoretically achieves a Hermite factor of \( \left( \frac{1}{2} \right)^{n+1} \) [LLL82]. In practice, it behaves much better and a root-Hermite factor \( \delta_0 \) of 1.0219 is reported in [GN08].

**Implementations.** LLL and its variants are implemented in many software packages, notably in NTL [Sho], FLINT [HJP14] and fplll [CPS13]. The latter also implements L2.

### 3.2 BKZ

The BKZ algorithm [SE94] requires an algorithm solving exact SVP in possibly smaller dimensions as a subroutine. The typical methods of doing this are computing the Voronoi cell of the lattice, sieving or enumeration [HPS11b]. Below we refer to running any of these algorithms as calling an SVP oracle.

The BKZ algorithm runs as follows, where at every stage \( b_0, \ldots, b_{n-1} \) is the updated basis. The input basis is LLL reduced, and the first block is \( b_0, \ldots, b_{k-1} \). Call the SVP oracle to obtain a short vector, \( b'_0 \), in the space spanned by these vectors. We now have \( k + 1 \) vectors spanning a \( k \) dimensional space, so we call LLL to obtain a new set of \( k \) linearly independent vectors. The second block is made of vectors which are the projection of \( b_1, \ldots, b_k \) onto \( \langle b_0 \rangle \) (the space which is the span of the orthogonal complement of \( b_0 \)). Again we call the SVP oracle to obtain a short vector in this space, \( b'_1 \), which can be viewed as the projection of some \( b'_0 \) in the lattice. Now we call LLL on \( b_0, b_1, \ldots, b_k, b'_1 \) to update the list of basis vectors. The next block is made of vectors which are the projection of \( b_2, \ldots, b_{k+1} \) onto \( \langle b_0, b_1 \rangle \) (the space which is the span of the orthogonal complement of \( b_0 \) and \( b_1 \)), and again the SVP oracle is called to obtain a short vector in this space, which can be viewed as a projected \( b''_1 \); and this procedure carries on through the basis. The first \( n - k + 1 \) blocks are all of size \( k \), and then after this point each block is one vector shorter than the previous block. The output basis of this process is another LLL reduced basis, which can be treated as a new input, and the whole process continues again, until a basis passes through unchanged, at which point the algorithm terminates.

A HKZ reduced basis \( \{b_0, \ldots, b_{n-1}\} \) is a basis such that its Gram-Schmidt vectors \( b^*_i \) satisfy \( \|b^*_i\| = \lambda_i(\pi_i(L)) \) for \( 0 \leq i \leq n - 1 \) where \( \pi_i(L) = (b_0, \ldots, b_{i-2})^\perp \). We can see that BKZ
constructively achieves a basis with the following property: each block of size \( k \) (e.g. \( b_0, \ldots, b_{k-1} \)), that is all the first \( n - k + 1 \) blocks, is a HKZ reduced basis. Therefore, if \( k = n \) then the whole output basis is HKZ reduced.

**BKZ 2.0.** Several improvements of BKZ have been suggested and their combination is often referred to as BKZ 2.0 [CN11]. These improvements are extreme pruning [GNR10], early termination, limiting the enumeration radius to the Gaussian Heuristic and local block pre-processing. Extreme pruning takes place in the enumeration subroutine, and it works by exploring only certain branches in the search tree, with the hope that a short enough vector is still found, therefore decreasing the runtime. Early termination is based on the observation that the quality of the output basis increases more dramatically in the earlier rounds of BKZ. Therefore, continuing to reduce the lattice offers diminishing returns in the basis quality, and early termination decreases the runtime while still returning a basis close to the desired quality. Local block pre-processing takes the form of running BKZ-\( k' \) with early termination for some value \( k' \) so that the local basis is more than merely LLL reduced.

**Quality of Output.** Assuming that the Gaussian Heuristic (GH) and the Geometric Series Assumption (GSA) [Sch03] hold for a lattice, Chen [Che13] gives a limiting value of the root-Hermite factor \( \delta_0 \) achievable by BKZ as a function of the block size \( k \):

\[
\lim_{n \to \infty} \delta_0 = \left(\frac{v_k}{v_{k-1}}\right)^{\frac{1}{k-1}} \approx \left(\frac{k}{2\pi e} (\pi k)^{\frac{1}{2}}\right)^{\frac{1}{2(k-1)}} \tag{1}
\]

where \( v_k \) is the volume of the unit ball in dimension \( k \). Experimental evidence suggests that we may apply the right hand side of (1) as an estimate for \( \delta_0 \) also when \( n \) is finite.

The ‘lattice rule of thumb’ is often used to given an approximation for \( \delta_0 \) for a given \( k \) as \( \delta_0 = k^{\frac{k}{2}} \).

To ease analysis, this expression, in turn, is often approximated by \( \delta_0 = 2^{1/k} \) [Ste13].

We note that depending on which estimate is used vastly different relations between \( k \) and \( \delta_0 \) are assumed. To illustrate this we plot predictions for \( \delta_0 \) for block sizes \( 50 \leq k \leq 250 \) in Figure 1.

Assuming that (1) holds, we may conclude from Figure 1 that we do not need to consider the approximation \( k^{\frac{k}{2}} \) as it is always too pessimistic. The approximation \( 2^{\frac{1}{k}} \) is closer to the actually expected behaviour, but as we will show below it implies a simple sub-exponential algorithm for solving LWE via straightforward lattice reduction.

**Running Time.** The running time of BKZ is mainly determined by two factors: firstly, the time \( t_k \) it takes to find shortest or short enough vectors in lattices of dimension \( k \); and secondly, the number of BKZ rounds \( \rho \) needed. We assume CPU clock cycles as our basic unit to abstract from CPU clock speeds. If \( t_k \) is the number of clock cycles it takes to solve SVP in dimension \( k \) we expect BKZ to take \( \rho \cdot n \cdot t_k \) clock cycles.

**SVP Oracles.** As mentioned above, three main families of algorithms exist for finding shortest vectors [HPS11b]. Computing the Voronoi cell of the lattice takes about \( 2^{2k+o(k)} \) operations and \( 2^{k+o(k)} \) memory. Sieving takes about \( 2^{2k+o(k)} \) operations and \( 2^{k+o(k)} \) memory in its provable variant [ADRS14] and \( 2^{0.2972k+o(k)} \) operations and memory in its heuristic variant [LdW15]. Enumeration can be implemented in a fashion requiring \( 2^{O(k^2)} \) operations and poly\((k)\) memory by running enumeration on an LLL-reduced lattice (Fincke-Pohst), but can be also be done in \( k^{O(k)} \) operations.
and poly($k$) memory by performing heavier preprocessing on the input lattice (Kannan). Achieving $k^{O(k)}$ was considered prohibitively expensive in practice until recently, but [MW15] proposed a variant which achieves $k^{O(k)}$ with smaller overhead. Moreover, [Wal14] showed that preprocessing local blocks with BKZ-$O(k)$ before enumeration also reduces the complexity of BKZ-$k$ to $k^{O(k)}$.

Fig. 1. Estimates for $\delta_0$ for BKZ-$k$.

Estimating $\rho$. No closed formula for the expected number of BKZ rounds is known. The best upper bound is exponential, but after $\rho = \frac{n^2 k^2 \log n}{k}$ many rounds, the quality of the basis is already very close to the final output [HPS11a].

Asymptotic Behaviour. Before we discuss existing estimates in the literature for the running time of BKZ, we briefly discuss the expected asymptotic behaviour of the algorithm. The ‘lattice rule of thumb’ puts the relation between the block size $k$ and $\delta_0$ as $\delta_0 = k^{1/2k}$, which implies $k/\log(k) = 1/(2 \log \delta_0)$. To solve this for $k$ we need the following technical lemma:

**Lemma 5.** For $i \geq 1$, let $g_i(x) = x \log(g_{i-1}(x))$ with $g_0(x) = 2$. Define $g_\infty(x) = \lim_{n\to\infty} g_n(x)$. If $a/\log(a) = b$ and $\log(a) \geq 1$ then

$$a \geq g_n(b)$$

for any $n \geq 0$. In particular, for $\log(a) > 2$, $a = g_\infty(b)$.

**Proof.** For the first claim, notice that $a \geq g_0(b) = 2$ as $\log(a) \geq 1$. Furthermore, $a \geq g_1(b) = b$ as $a/\log(a) = b$ so $a \geq b$. We also have $a \geq g_2(b) = b \log(b)$:

$$a = b \log a \Rightarrow a \geq b \Rightarrow \log a \geq \log b \Rightarrow a \geq b \log b$$

10
By Lemma 5, we have $g$ injective here and we may conclude $x$ are precisely $g$. It remains to prove that $g$. So by induction, we have $a \geq g_i(b)$. For the second claim, when $\log(a) > 2$, $b = a/\log(a) > 2$. We now prove by induction that $g_n(b) \geq g_{n-1}(b)$ for all $n \geq 1$. For the base case, we have $g_1(b) = b > 2 = g_0(b)$. For the inductive step, suppose $a \geq g_i(b)$

\[ \Rightarrow \log a \geq \log(g_i(b)) \]

\[ a = b \log a \Rightarrow a \geq b \log(g_i(b)) = g_{i+1}(b). \]

So by induction, we have $a \geq g_n(b)$. For the second claim, when $\log(a) > 2$, $b = a/\log(a) > 2$. We now prove by induction that $g_n(b) \geq g_{n-1}(b)$ for all $n \geq 1$. For the base case, we have $g_1(b) = b > 2 = g_0(b)$. For the inductive step, suppose $g_i(b) \geq g_{i-1}(b)$

\[ \Rightarrow \frac{g_i(b)}{g_{i-1}(b)} \geq 1 \]

\[ \Rightarrow \log \left( \frac{g_i(b)}{g_{i-1}(b)} \right) \geq 0 \]

Now $g_i(b) - g_{i-1}(b) = b \log \left( \frac{g_i(b)}{g_{i-1}(b)} \right) \geq 0$

\[ \Rightarrow g_{i+1}(b) \geq g_i(b) \]

Thus we have that $g_n(b)$ is an increasing sequence, and by the first claim, it is bounded above by $a$. So it is convergent and we may denote its limit by $g_\infty(b)$. This satisfies $g_\infty(b) = b \log(g_\infty(b))$ and so $\frac{g_\infty(b)}{\log(g_\infty(b))} = \frac{a}{\log(a)}$. Now, for $x \geq 4$, the function $\frac{x}{\log(x)}$ is one-to-one. Note that we have $g_n(b) > 2$ for all $n$ so also $g_\infty(b) > 2$.

It remains to prove that $g_\infty(b) \geq 4$, which implies $g_\infty(b) = a$. To show this, we require some further properties of the function $\frac{x}{\log(x)}$. Consider the solutions of the equation $\frac{x}{\log(x)} = 2$. These are precisely $x = 2$ and $x = 4$. By differentiating $\frac{x}{\log(x)}$ and evaluating at these values, and with the observation that $\frac{x}{\log(x)}$ is continuous for $x > 1$, we can see that $\frac{x}{\log(x)}$ takes values below 2 precisely for $2 < x < 4$. But, $a/\log(a) > 2$. So we must be in the region $x \geq 4$. So, $\frac{x}{\log(x)}$ is injective here and we may conclude $g_\infty(b) = a$ as required. \(\square\)

By Lemma 5, we have $k \geq g_n \left( \frac{1}{2 \log \delta_0} \right)$. In particular, $k \geq g_2 \left( \frac{1}{2 \log \delta_0} \right) = \frac{-\log(2 \log \delta)}{2 \log \delta_0}$. Ignoring constants, this expression simplifies to $-\frac{\log(\log \delta_0)}{\log \delta_0}$. Since $g_n \left( \frac{1}{2 \log \delta_0} \right)$ is an increasing sequence, we can lower bound the log of the time complexity of the BKZ algorithm as follows.

**Corollary 1.** The log of the time complexity for running BKZ to achieve a root-Hermite factor $\delta_0$ is:

\[
\Omega \left( \frac{\log^2 \log \delta_0}{\log^2 \delta_0} \right) \text{ if calling the SVP oracle costs } 2^{O(k^2)},
\]

\[
\Omega \left( -\frac{\log \log \delta_0}{\log \delta_0} \right) \text{ if calling the SVP oracle costs } k^{O(k)},
\]

\[
\Omega \left( -\frac{\log \delta_0}{\log \delta_0} \right) \text{ if calling the SVP oracle costs } 2^{O(k)}.
\]

**Remark 1.** We typically have $\log(\delta_0) = O(\log(n)/n)$ and so since $k/\log(k) = 1/(2 \log \delta_0)$ we have that $k/\log(k) = O(n/\log(n))$. Since $x/\log x$ is injective for sufficiently large $x$ (e.g. $x > 3$) we can conclude $k = O(n)$ for sufficiently large $k$ and $n$. Therefore, in most cases considered in this work, the expressions in Corollary 1 could be given as $O(n^2)$, $O(n \log n)$ and $O(n)$ because we have large $n$. 11
Existing Estimates. The following estimates for the running time of BKZ exist in the literature.

- Lindner and Peikert [LP11] give an estimate for the runtime (in seconds) of BKZ as
  \[
  \log t_{BKZ}(\delta_0) = \frac{1.8}{\log \delta_0} - 110
  \]
based on experiments with the implementation of BKZ in the NTL library [Sho]. That is, improvements such as extreme pruning, early termination, and local block pre-processing were not used. To convert the estimate to a more general metric, we may notice that it was derived from experiments performed on a computer running at 2.3GHz. We can hence convert this to clock cycles, giving a runtime of \(2^{\frac{10}{\log \delta_0} - 110} \cdot \log (2.3 \cdot 10^3) \approx 2^{\frac{10}{\log \delta_0} - 78.9}\) clock cycles. It should be noted that this is a linear model, which does not fit the actual implementation on BKZ in the NTL library as this uses an enumeration subroutine requiring \(2^{O(k^2)}\) time. Moreover, as we will show below in Section 5.3, applying this model to predict the behaviour of BKZ leads to a subexponential algorithm for solving LWE.

- Albrecht et al. [ACF+15] use data points of Liu and Nguyen [LN13] to extrapolate a model similar to Lindner and Peikert’s [LP11] and conclude the running time of BKZ 2.0 (in seconds) to be
  \[
  \log t_{BKZ}(\delta_0) = \frac{0.009}{\log^2 \delta_0} - 27.
  \]
They argue that for current implementations and estimates based on them the runtime of BKZ being nonlinear in \(\log \delta_0\) is more fitting than a linear model such as that of Lindner and Peikert. The analysis also gives a runtime in seconds on a 2.3GHz computer, so we can convert this into clock cycles to give a runtime of \(2^{\frac{0.009}{\log^2 \delta_0} - 27} \cdot \log (2.3 \cdot 10^3) \approx 2^{\frac{0.009}{\log^2 \delta_0} + 4.1}\). We refer to this as the delta-squared model. It should be noted, though, that the running time on which this model is based were not independently verified which limits their utility. Note that this estimate drops the \(\log^2(\log \delta_0)\) factor compared Corollary 1 and assumes that enumeration in BKZ 2.0 has a complexity of \(2^{O(k^2)}\).

- Chen and Nguyen provide a simulation algorithm for BKZ 2.0 [CN11,Che13] for arbitrarily high block size, under the assumption that each block behaves as a random basis. The authors note that this assumption may not hold for block sizes \(k < 50\). The algorithm takes as input the logs of the norms of the Gram-Schmidt vectors belonging to the input matrix and a block size \(k\). It outputs the expected logs of the norms of the Gram-Schmidt vectors of the BKZ-\(k\) reduced basis as well as the number of BKZ rounds \(\rho\) needed. The simulation algorithm allows one to calculate what blocksize \(k\) will be required to obtain the approximate \(\delta_0\) given by BKZ 2.0 (c.f. [CN11, Table 2]). Chen and Nguyen assume the SVP is solved using a pruned enumeration and they estimate the upper bound of the cost of this, for various values of \(k\), in terms of number of nodes of the enumeration tree [CN11, Table 3]. The cost of BKZ is dominated by the cost of enumeration, and each round of BKZ costs “essentially \(m – 1\) enumeration calls” [CN11] (where \(m\) is the dimension of the lattice). So the total cost of BKZ is estimated to be the number of rounds multiplied by \(m – 1\) multiplied by the cost of an enumeration call.

- van de Pol and Smart [vdPS13] consider the problem from the perspective of using BKZ to solve an LWE instance or some other computational problem in lattices. They assume one has a desired level of security \(2^\lambda\) (a maximum number of operations an adversary can perform) and a given lattice dimension \(m\). These are used to find the lowest \(\delta_0\) which can be achieved in \(2^\lambda\) operations, minimising over possible choices of the block size \(k\) and the number of rounds \(\rho = \rho(k, m, \lambda)\). This is in contrast to an approach where the parameters of the system correspond to a \(\delta_0\) which then implies a certain security level. They use a table of Chen and Nguyen [CN11, Table 3] to estimate the cost of one enumeration for a given \(k\) and to calculate the total number of enumerations one can perform for this \(k\) (to reach the maximum of \(2^\lambda\) operations). Note that this means they do not consider block sizes \(k > 250\) as
Chen and Nguyen do not give estimates for those. Smart and van de Pol remark that $\delta_0$ seems to converge to a value depending only on $k$, corroborating other results in the literature. They note further that the convergence is slower in higher dimension. The approach of van de Pol and Smart was later refined in [LN14].

*Estimates for $t_k$. In Table 1 we list estimates for solving SVP in dimension $k$ which were derived as follows.*

The first row — labelled ‘fplll’ — was derived by calling the SVP function available in fplll 4.0.4 [CPS13] for dimensions up to 53 and by fitting $a k^2 + b k + c$ to the logs of these averaged running times.

The second row — labelled ‘enum’ — was derived by fitting $a \cdot k \log(k) + b k + c$ to Table 4 in [CN12] (we note that these estimates were not independently verified) and assuming one enumeration costs 200 clock cycles as in [CN12]. We note that while BKZ 2.0 does perform local block preprocessing with BKZ-$k'$ before calling the SVP oracle it is not clear if it as implemented in [CN12] achieves a complexity of $k^{O(k)}$. This is because [CN12] does not give sufficient details to decide if preprocessing was performed with $k' = O(k)$. However, from a cryptanalytical perspective it is safer to assume it achieves this bound, which is why we chose to fit the curve as we did.

The third row is based on [Laa14] which reports a time complexity of $2^{0.3366 k + o(k)}$ asymptotically and $2^{0.45 k - 19}$ seconds in practical experiments on a 2.66GHz CPU for small $k$. Note that the leading coefficient in these experiments is bigger than 0.3366 from the asymptotic statement because of the $+o(k)$ term in the asymptotic expression. We brush over this difference and simply estimate the cost of sieving as $2^{0.3366 k + c}$ operations where we derive the additive constant $c$ from timings derived from practical experiments in [Laa14]. We note that [LdW15] does not include any experimental results. Hence, we cannot estimate when the cost hidden in the $+o(k)$ term is small enough. Indeed, estimating the cost of sieving in practice is stressed as an open problem in [LdW15].

To fit curves we used Sage’s [S+14] `find_fit` function. This function calls SciPy’s [JOP+] function `scipy.optimize.leastsq` which in turn uses MINPACK’s [MGH80] `lmdif`.

<table>
<thead>
<tr>
<th>name</th>
<th>data source</th>
<th>log($t_k$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>fplll</td>
<td>fplll 4.0.4</td>
<td>$0.0135 k^2 - 0.2825 k + 21.02$</td>
</tr>
<tr>
<td>enum</td>
<td>[CN12]</td>
<td>$0.270189 k \log(k) - 1.0192 k + 16.10$</td>
</tr>
<tr>
<td>sieve</td>
<td>[Laa14]</td>
<td>$0.3366 k + 12.31$</td>
</tr>
</tbody>
</table>

Table 1. Estimates for the cost in clock cycles to solve SVP in dimension $k$.

*Overall.* By setting $\rho = \frac{k^2}{n^2} \log(n)$, we assume that running BKZ for block size $k$ and dimension $n$ costs $n^{2/3} \log(n) \cdot t_k$ CPU cycles where $t_k$ is taken from Table 1 based on how the SVP oracle is instantiated.

*Implementations.* BKZ is implemented in NTL [Sho] and fplll [CPS13]. Neither of these implementations incorporate all techniques which are collectively known as BKZ 2.0. Hence, both implementations have a complexity of $2^{O(k^2)}$. However, the next version of fplll implements recursive local block preprocessing with BKZ [ACPS14].


3.3 Choosing the number of samples $m$

In some of the algorithms below we will have a choice of which lattice to consider. In particular, the situation will arise where our task is to find a vector with a target norm in a lattice with a given volume $\text{vol}(L)$ but variable dimension. Given this degree of freedom, we will have to choose an optimal subdimension $m$ to perform lattice reduction on. To find this optimal subdimension we need to find $m$ such that

$$\|v\| = \delta_0^m \text{vol}(L)^{1/m}$$

is minimised. If, as in many applications below, $\text{vol}(L) = q^n$ this becomes $\|v\| = \delta_0^n q^{n/m}$, then

$$m = \sqrt{\frac{n \log q}{\log \delta_0}}$$

is the optimal subdimension to consider [MR09]. This ‘optimal subdimension’ is also often heuristically chosen even where the above relation between volume and dimension does not hold. In [vdPS13] the authors choose $m$ based on the best $\delta_0$ which can be obtained for a given security level. In one example the dimension they choose is similar to the ‘optimal subdimension’.

4 Strategies

In this section we discuss three strategies for solving LWE: solving Decision-LWE by finding a short vector $v$ such that $\langle v, a \rangle = 0$; solving Search-LWE by finding a short $e$ such that $\langle a, x \rangle = c - e$ for some unknown $x$; or solving Search-LWE by finding an $s'$ such that $\langle a, s' \rangle$ is close to $c$. All algorithms in Section 5 follow one of these strategies.

4.1 Short Integer Solutions (SIS)

To distinguish the case where $m$ samples $(A, c)$ either: follow $L_{s,\chi}$, and hence satisfy $c = As + e$ with $e \in \mathbb{Z}_{q \cdot \alpha q}$, or $c$ is uniformly random, we can try to find a short vector $v$ such that $v \cdot A = 0$. Expressed as a lattice problem, we aim to find a vector $v$ in the scaled (by $q$) dual lattice of the lattice generated by $A$, i.e. the lattice $L = \{w \in \mathbb{Z}_q^m \mid wA \equiv 0 \mod q\}$, which is exactly solving the Short Integer Solutions problem [Ajt96]. Consider $\langle v, c \rangle$. If $c = As + e$ then $\langle v, c \rangle = \langle v, e \rangle$ which follows a Gaussian distribution over $\mathbb{Z}$ considered modulo $q$. In particular, it often returns small samples as both $v$ and $e$ are small. On the other hand, if $c$ is uniform then $\langle v, c \rangle$ is uniform on $\mathbb{Z}_q$. So we may distinguish these two cases, thus solving Decision-LWE. We must however ensure $\|v\|$ is suitably short. If $\|v\|$ is too large then the (Gaussian) distribution of $\langle v, e \rangle$ will be too flat to distinguish from random. In particular, we have the following lemma:

**Lemma 6 ([LP11]).** Given an LWE instance characterised by $n$, $\alpha$, $q$ and a vector $v$ of length $\|v\|$ in the scaled dual lattice $L = \{w \in \mathbb{Z}_q^m \mid wA \equiv 0 \mod q\}$, the advantage of distinguishing $(v, e)$ from random is close to $\exp(-\pi (\|v\| \cdot \alpha)^2)$.

**Remark 2.** For example, Stehlé [Ste13] states that a suitably short choice to distinguish $L_{s,\chi}$ from random is $\|v\| \cdot q \alpha \leq q$, i.e. $\|v\| = 1/\alpha$. By Lemma 6, this results in an advantage of about $1/23$ to distinguish correctly.
We note that depending on the algorithm used to obtain the short vector \( v \), it may be advantageous to accept a longer vector as output. This decreases the distinguishing advantage \( \epsilon \), but then running the algorithm about \( 1/\epsilon^2 \) times will achieve a success probability close to 1 by the Chernoff bound [Che52]. This may be faster than the alternative, which uses fewer vectors (runs of the algorithm) at a higher success probability, but takes significantly longer to obtain these shorter vectors.

**Corollary 2.** To obtain a probability \( \epsilon \) of success in solving an LWE instance parametrised by \( n, q \) and \( \alpha \) via the SIS strategy, we require a vector \( v \) of norm \( \|v\| = \frac{1}{\alpha} \sqrt{\ln(\frac{1}{\epsilon})/\pi} \).

Methods of finding a short vector in the dual lattice, or in a lattice generally, will be described in the sections below. For ease of exposition we let \( f(\epsilon) \) denote \( \sqrt{\ln\left(\frac{1}{\epsilon}\right)/\pi} \).

### 4.2 Bounded Distance Decoding (BDD)

Given \( m \) samples \( (A, c = As + e) \) following \( L_{s, \chi} \) we may observe that \( c \) is close to a linear combination of the columns of \( A \). Furthermore, since the noise is Gaussian, almost all of the noise is within, say, three times the standard deviation (that is, \( \frac{3\alpha q}{\sqrt{2\pi}} \)) from 0. Consider the lattice spanned by the columns of \( A \). We can see that \( c \) is a point which is bounded in distance from a lattice point \( w = As \). Hence, we may view the LWE instance as a Bounded Distance Decoding (BDD) problem instance in this lattice. This problem is as follows: given a basis of a lattice, a target vector, and a bound on the distance from the target to the lattice, find a lattice vector within that bound of the target vector. In this case, our solution to the BDD problem would be the lattice point \( w \), from which we may then use linear algebra to recover \( s \) and therefore solve Search-LWE. (In the event \( A \) is not invertible, call for more samples until it is.)

Again, depending on the algorithm, it may be advantageous to accept a lower success probability \( \epsilon \). Then, approximately \( \log(1 - \epsilon')/\log(1 - \epsilon) \) iterations will achieve a success probability close to the target \( \epsilon' \), since \( \epsilon' = 1 - (1 - \epsilon)^m \).

### 4.3 Solving for \( s \)

A variant of the previous strategy is to search for a suitable \( s \) directly such that \( \|As - c\| \) is small. This literally solves Search-LWE. While this and the previous technique are related by simple linear algebra, i.e. knowing \( e \) trivially allows to recover \( s \) and vice versa, they differ in which of \( e \) or \( s \) they target. For example, the Arora-Ge algorithm (cf. Section 5.6) directly recovers \( s \).

### 5 Algorithms

#### 5.1 Exhaustive Search

Exhaustive search directly solves for \( s \) as in Section 4.3.

**Theorem 1.** The time complexity of solving Search-LWE with success probability \( \epsilon \) with exhaustive search is \( n \cdot (2t\alpha q + 1)^n \cdot 2n = 2^n \log(2t\alpha q + 1) + \log n + 1 + \log m \). The memory complexity is \( n \), the sample complexity is \( n + m \) with

\[
m = \frac{(\log(1 - \epsilon) - n \log(2t\alpha q + 1))}{\log(2t\alpha)}
\]

for some small parameter \( t = \omega(\sqrt{\log n}) \).
Proof. Consider \(\{-t\alpha q, \ldots, t\alpha q\}\) for \(t = \omega(\sqrt{\log n})\). By Lemma 4, an LWE sample has error which falls in this range with overwhelming probability. Apply Lemma 1 to obtain an LWE instance with \(s_{(i)} \leftarrow D_{Z,\alpha q}\), i.e. the secret is distributed the same as the error. We are therefore able to estimate the size of each component of the secret as \(|s_{(i)}| \leq t\alpha q\). Therefore, to check all possible secrets we must enumerate approximately \((2t\alpha q + 1)^n\) vectors. For each vector we perform about \(2n\) operations in \(\mathbb{Z}_q\) when computing the inner product.

We need \(n\) samples to apply Lemma 1 (if these \(n\) samples do not have full rank, pick \(n\) samples again from the overall set of all samples). We know that the correct \(s\) will produce \(e_i = \langle a_i, s \rangle - c_i\) with \(e_i \in \{-t\alpha q, \ldots, t\alpha q\}\) with overwhelming probability. Wrong guesses \(s'\) will produce random elements in \(\mathbb{Z}_q\) which land within the acceptable range with probability \(\leq \left(\left\lceil 2t\alpha q\right\rceil + 1\right)/q \approx 2t\alpha\). For the wrong guess \(s'\) to pass the test it must pass for all \(m\) samples, which happens with probability \((2t\alpha)^m\). There are \((2t\alpha q + 1)^n - 1\) wrong choices for \(s\). By the union bound, we will hence accept a false positive with probability

\[
p_f \leq \frac{(2t\alpha)^m \cdot (2t\alpha q + 1)^n}{2n}.
\]

Choosing \(m \geq (\log(p_f) - n \log(2t\alpha q + 1)) / \log(2t\alpha)\) this happens with a probability \(\leq p_f\). Picking \(p_f = 1 - \epsilon\) to ensure that \(p_f\) is sufficiently small finishes the proof. \(\Box\)

Corollary 3. Let \(q = n^c\) and \(\alpha q = \sqrt{n}\). Then the time complexity of solving Search-LWE with success probability \(\epsilon\) with exhaustive search is

\[
2^n \log (2t\sqrt{n} + 1) + \log n + 1 + \log m.
\]

The memory complexity is \(n\). The sample complexity is \(m + n\) with

\[
m = \left(\log(1 - \epsilon) - n \log (2t\sqrt{n} + 1)\right) / \left(\left(\frac{1}{2} - c\right) \log n + \log (2t)\right).
\]

Remark 3. The complexity is independent of \(\alpha\) and \(q\) but depends on their product \(\alpha q\) and \(n\).

Meet-in-the-Middle As mentioned in [BG14] there is also a Meet-in-the-Middle (MITM) algorithm. MITM also directly solves for \(s\) as in Section 4.3. This is a time-memory trade-off and hence a faster method than a naive brute force but at the cost of an increased requirement on memory.

Theorem 2. Let an LWE instance be parametrised by \(n, \alpha, q\). If there are \(n + m\) samples satisfying \(2t\alpha m < 1/C\) for some constant \(C > 1\) and

\[
(2t\alpha)^m \cdot (2t\alpha q + 1)^{n/2} = \text{poly}(n)
\]

for some small parameter \(t = \omega(\sqrt{\log n})\), then there is a MITM algorithm which solves Search-LWE with non-negligible probability which runs in time

\[
\mathcal{O}\left((2t\alpha q + 1)^{n/2} (2n + (n/2 + \text{poly}(n)) \cdot \log (m(2t\alpha q + 1)))\right)
\]

and requires memory \(m \cdot (2t\alpha q + 1)^{n/2}\).

Proof. Consider \(\{-t\alpha q, \ldots, t\alpha q\}\) for \(t = \omega(\sqrt{\log n})\). By Lemma 4, an LWE sample has error which falls in this range with overwhelming probability. Apply Lemma 1 to obtain an LWE instance with \(s_{(i)} \leftarrow D_{Z,\alpha q}\), i.e. the secret is distributed the same as the error. This costs \(n\) samples. Given \(m\)
samples \((a_k, (a_k, s) + e_k)\), split \(a_k = a_k^l||a_k^r\) in half and for each possibility \(s_i^l\) of the first half of \(s\) compute the inner product of the first half of \(a_k\) and \(s_i^l\). Let the output of guess \(s_i^l \in \mathbb{Z}_q^{n/2}\) for each of the \(m\) samples be \(u_{s_i^l} = \langle (a_0^l, s_i^l), \ldots, (a_{m-1}^l, s_i^l) \rangle\). Store a table \(T\) whose entries map vectors \(u_{s_i^l}\) to \(s_i^l\). Generating the table costs \(m \cdot 2n \cdot (2taq + 1)^{n/2}\) operations, since we estimate the size of each component of the secret as \(|s_{(i)}| \leq taq\) and hence we expect \((2taq + 1)^{n/2}\) candidates \(s_i^l\) and for each of these we calculate \(m\) inner products. Sort the table into lexicographical ordering component-wise. This costs
\[
O\left(m(2taq + 1)^{n/2} \cdot n/2 \cdot \log(m(2taq + 1))\right)
\]
operations.

Now, for each candidate \(s_i^l, s_i^r \in \mathbb{Z}_q^{n/2}\) for the second half of the secret compute the inner product of the second half of each \(a_k\) with \(s_i^r\) and then subtract from \(c_k\,\) to obtain the vector \(v_{s_i^l, s_i^r} = (c_0 - (a_0^r, s_i^r), \ldots, c_{m-1} - (a_{m-1}^r, s_i^r))\). Query \(T\) with \(v_{s_i^l, s_i^r}\), that is, view \(T\) as a list and sort \(v_{s_i^l, s_i^r}\) into this list. We can do this in \(\log(|T|) = n/2 \cdot \log(m(2taq + 1))\) operations per candidate by binary search. Since there are \((2taq + 1)^{n/2}\) possible second halves of the secret \(s_i^r\), the overall cost of querying is \((2taq + 1)^{n/2} \cdot n/2 \cdot \log(m(2taq + 1))\). When we have sorted \(v_{s_i^l, s_i^r}\) into the list, we return which vectors \(u_{s_i^l}\) it has fallen between, and check if they are near to \(v_{s_i^l, s_i^r}\) in Euclidean distance (we specify near in a moment).

If the vector \(v_{s_i^l, s_i^r}\) is near to the vector \(u_{s_i^l}\) return \(s_i^l\) and treat \(s_i^l || s_i^r\) as a candidate secret, and check if it is correct. If this process returns no secret overall, get fresh samples and start over.

If \(s = s_i^l || s_i^r\) is the correct secret then \(v_{s_i^l, s_i^r} - u_{s_i^l} = (e_0, \ldots, e_{m-1}) \mod q\). With overwhelming probability we will have \(e_k \in \{-taq, \ldots, taq\}\) for \(0 \leq k < m\). Therefore \(\|v_{s_i^l, s_i^r} - u_{s_i^l}\| = \|(e_0, \ldots, e_{m-1})\| = \sqrt{m(taq)}\). A candidate should be rejected if the distance between \(u_{s_i^l}\) and \(v_{s_i^l, s_i^r}\) is more than \(\sqrt{m(taq)}\) and should be accepted otherwise.

This means that with overwhelming probability the algorithm will identify the correct secret as long as the error does not cause a wrap around \(\mod q\) on any component. That is, over the integers we have \(v_{s_i^l, s_i^r} - u_{s_i^l} = (e_0, \ldots, e_{m-1}) + (qh_0, \ldots, qh_{m-1})\) for constants \(h_k \in \{-1, 0, 1\}\). A wrap around \(\mod q\) on one component corresponds to \(h_k = \pm 1\) on that component, but we require that \(h_k = 0\) on all components (for our lexicographical ordering to work). The above is equivalent on each component to \(c_k = b_k + e_k +qh_k\) where \(b_k = (a_k, s)\ \mod q\). We have that \(h_k = \pm 1\) will not occur whenever \(b_k\) is not in a band of width \(taq\) either side of \(q\), but may occur otherwise. So we can bound the probability that a correct secret is rejected because of a wrap around error by the probability that at least one of the \(m\) components has \(b_k \in \{0, taq\} \cup \{q - taq, q\}\). The probability that one component has \(b_k \in \{0, taq\} \cup \{q - taq, q\}\) is \(2taq/q = 2ta\) so by the union bound the probability that at least one of the \(m\) components has \(b_k \in \{0, taq\} \cup \{q - taq, q\}\) is \(\leq m \cdot 2ta\). We want to bound \(m\) so that this event only happens with probability at most \(1/C\) for some constant \(C\), i.e. \((2ta)^m < 1/C\).

Consider now the chance of a false positive, i.e. a wrong candidate secret \(s_i^l\) being suggested for some candidate \(s_i^r\). Since \(a_k\) is uniformly random, for any \(s_i^l\), we have that \(u_{s_i^l}\) is essentially a random vector where each component takes one of \(q\) values. The chance of a wrong candidate \(s_i^r\) producing a \(v_{s_i^l, s_i^r}\) matching to a given \(u_{s_i^l}\) to within distance \(\sqrt{m(taq)}\) is the chance of getting to within \(\pm taq\) on every component. Therefore the chance of a false positive is \((\lceil 2taq + 1 \rceil /q)^m \approx (2ta)^m\). There are \((2taq + 1)^{n/2} - 1\) wrong choices for \(s_i^l\). We hence expect to test \((2ta)^m \cdot (2taq + 1)^{n/2}\) candidates per \(s_i^r\) and thus require
\[
(2ta)^m \cdot (2taq + 1)^{n/2} = \text{poly}(n).
\]
Remark 4. If \( q = n^c \) and \( \alpha q = \sqrt{n} \), then setting \( m = n \) satisfies Theorem 2 for \( c \geq 2 \) and \( t = 2\sqrt{\log n} \).

5.2 BKW

The BKW (Blum, Kalai, Wasserman) algorithm was introduced in [BKW03] and shows that subexponential algorithms exist for learning parity functions in the presence of noise: the BKW algorithm solves the LPN (Learning Parity with Noise) problem in time \( 2^{\mathcal{O}(n/\log n)} \). BKW can be adapted to solve LWE [Reg09] and the complexity of this has been studied in [ACF+15]. In particular, BKW solves LWE via the SIS strategy (cf. Section 4.1).

To solve with this strategy, given \( m \) samples \((\mathbf{A}, \mathbf{c})\) following \( L_{\mathbb{X}, \chi} \), we require short vectors \( \mathbf{v}_i \) in the scaled (by \( q \)) dual lattice of the lattice generated by the rows of \( \mathbf{A} \). BKW constructs these by adding elements from \( a \) tables with \( q^b \) entries each, where each table is used to find collisions on \( b \) components of \( a \) (a row of \( \mathbf{A} \)).

In more detail, BKW constructs the \( \mathbf{v}_i \) as follows. Given a sample \( a \), BKW splits the \( n \) components into \( a \) blocks each of width \( b \). There are \( a \) stages of the algorithm in which the algorithm creates tables by searching for collisions in the appropriate \( b \) coefficients of \( a \). In the first stage after an appropriate number of samples we obtain two vectors which agree on \( a(0), \ldots, a(b-1) \). The algorithm will then take these and subtract them producing a row with \( a(0) = \cdots = a(b-1) = 0 \) which is stored for use in the next stage (considering \( a(b), \ldots, a(2b-1) \)).

The \( \mathbf{v}_i \) are of length \( \sqrt{2} \). In the first stage, suppose we find a collision with the first \( b \) components. Adding those vectors clearing the first \( b \) components in \( a \) produces a \( \mathbf{v}_i \) candidate of length \( \sqrt{2} \) as we are adding two vectors. Moving on to the next stage, two such vectors are added to clear the next \( b \) columns, resulting in a \( \mathbf{v}_i \) candidate of length \( \sqrt{2^2} \), and so on for all \( a \) stages.

The algorithm maintains \( a \) tables of size \( q^b \) where \( b = n/a \) and its running time is typically dominated by this magnitude. In general, we have the following complexity for solving Decision-LWE with BKW.\(^2\)

**Theorem 3 ([ACF+15]).** Let \((a_i, c_i)\) be samples following \( L_{\mathbb{X}, \chi} \) or a uniform distribution on \( \mathbb{Z}_q^n \times \mathbb{Z}_q \), \( 0 < b \leq n \) be a parameter, \( 0 < \epsilon < 1 \) the targeted success rate and \( a = n/b \) the addition depth. Then, the expected cost of the BKW algorithm to distinguish \( L_{\mathbb{X}, \chi} \) from random with success probability \( \epsilon \) is

\[
\left( \frac{q^b - 1}{2} \right) \cdot \left( \frac{a(a-1)}{2} \cdot \frac{(n+1) - ba(a-1)}{4} \right) - \frac{b}{6} \left( \frac{q^b - 1}{2} \right) \left( (a-1)^3 + \frac{3}{2}(a-1)^2 + \frac{1}{2}(a-1) \right)
\]

additions/subtractions in \( \mathbb{Z}_q \) to produce elimination tables,

\[
m \cdot \left( \frac{a}{2} \cdot (n+2) \right) \text{ with } m = \epsilon / \exp \left( -2\pi \alpha^2 2^a \right)
\]

\(^2\) [ACF+15] optimistically gives \( m = \epsilon / \exp \left( -\pi \alpha^2 2^a \right) \), but by the Chernoff bound we need about \( 1 / \exp \left( -\pi \alpha^2 2^a \right) \) samples to distinguish.
additions/subtractions in $\mathbb{Z}_q$ to produce samples. Furthermore,

$$a \cdot \left\lceil \frac{q^b}{2} \right\rceil + m$$
calls to $L_{s,\chi}$ and storage for

$$\left( \frac{q^b}{2} \right) \cdot a \cdot \left( n + 1 - b \frac{a - 1}{2} \right)$$
elements in $\mathbb{Z}_q$ are needed.

To pick $a$ and $b$, recall from Remark 2 that in order to distinguish $L_{s,\chi}$ from random using SIS an appropriately short choice for $\|v_i\| \cdot \alpha q = \sqrt{2^\gamma} \cdot \alpha q \leq q$ hence a suitable choice for $a$ is $a \leq \log(\alpha^{-2})$.

**Corollary 4** ([ACF+15]). Let $a = -2 \log \alpha$ and $b = n/a$. The expected cost of the BKW algorithm to distinguish $L_{s,\chi}$ from random is

$$\left( \frac{q^b}{2} - 1 \right) \cdot \left( \frac{a(a-1)}{2} \cdot (n+1) \right) + \text{poly}(n) \leq q^b \cdot a^2 n + \text{poly}(n)$$
$$= \mathcal{O}(2^{n \log q/(-2 \log \alpha)} \cdot (-2 \log \alpha)^2 n)$$

operations in $\mathbb{Z}_q$. Furthermore, $a \cdot \left\lceil \frac{q^b}{2} \right\rceil + \text{poly}(n)$ calls to $L_{s,\chi}$ and storage for $\left( \frac{q^b}{2} \right) \cdot a \cdot n$ elements in $\mathbb{Z}_q$ are needed.

Specialising Corollary 4 with $q = n^c$ and $\alpha q = \sqrt{n}$ we get:

**Corollary 5.** Let $q = n^c \cdot \alpha q = \sqrt{n}$. Set $a = -2 \log \alpha$ and $b = n/a$. The expected cost of the BKW algorithm to distinguish $L_{s,\chi}$ from random is

$$\left( \frac{q^b}{2} - 1 \right) \cdot \left( \frac{a(a-1)}{2} \cdot (n+1) \right) + \text{poly}(n) \leq q^b \cdot (a^2 n) + \text{poly}(n)$$
$$= 2^{\pi n^c/(-2 \log \alpha)} \cdot \text{poly}(n)$$

operations in $\mathbb{Z}_q$.

**Remark 5.** It is easy to see that the complexity of the BKW algorithm is determined by $n$ and $\alpha q$ and not $\alpha$ or $q$. However as $q$ grows the leading coefficient of the complexity approaches $1/2$ as $1/c$ vanishes.

Note, however, that this strategy of picking $a$ and $b$ is not optimal. These choices, which produce an easy, closed form for the complexity, ensure that $m = \text{poly}(n)$, which implies that almost all time is spent constructing ‘elimination tables’, whereas the second step of the algorithm – producing candidates for distinguishing – is very efficient. A better strategy is to balance both steps, i.e. to find $a$ and $b$ such that

$$\left( \frac{q^b}{2} - 1 \right) \cdot \left( \frac{a(a-1)}{2} \cdot (n+1) \right) = \epsilon / \exp(-2\pi \alpha^2 2^n) \cdot \left( \frac{a}{2} \cdot (n + 2) \right).$$
By balancing both sides we may reduce the complexity of the BKW algorithm to \( O \left( 2^{cn \log(n)/(2c \log(n) - d)} \right) = 2^{n/(2 - o(1))} \) for some constant \( d \). This can make a significant difference for picking concrete parameters.

Example 1. Choosing \( n = 256, q = 65537 \) and \( \sigma = \alpha q/\sqrt{2\pi} \approx 25.53 \) we expect the cost of distinguishing \( L_{s,x} \) to be \( 2^{188.1} \) operations in \( Z_q \) by Corollary 4. Balancing the two steps of the algorithm would reduce this to \( 2^{171} \) operations in \( Z_q \).

The search variant of BKW algorithm as given in [ACF+15] was later improved in [DTV15] by using a discrete Fourier transform to recover a correct subset of components of \( s \). In particular, the authors of [DTV15] arrive at the following complexity result.

**Theorem 4 ([DTV15]).** Let an LWE instance be parametrised by \( n, \alpha, q \) and let \( a, b \in \mathbb{N} \) be such that \( a \cdot b = n \). Let \( C_{FFT} \) be the small constant in the complexity of the fast Fourier transform computation. Let \( 0 < \epsilon < 1 \) be a targeted success rate and define \( \epsilon' = (1 - \epsilon)/a \). For \( 0 \leq j \leq a - 1 \) let

\[
m_{j, \epsilon} = 8 \cdot b \cdot \log q \frac{a}{\epsilon} \left( 1 - \frac{2\pi^2 \sigma^2}{q^2} \right)^{-2^{a-j}}.
\]

The time complexity to recover the secret \( s \) with probability at least \( \epsilon \) is \( c_1 + c_2 + c_3 + c_4 \) where

\[
c_1 = \frac{q^b - 1}{2} \cdot \left( \frac{(a - 1)(a - 2)}{2} (k + 1) - \frac{b}{6} (a(a - 1)(a - 2)) \right)
\]

is the number of additions in \( Z_q \) to produce tables,

\[
c_2 = \sum_{j=0}^{a-1} m_{j, \epsilon'} \cdot \frac{a - 1 - j}{2} (k + 2)
\]

is the number of additions in \( Z_q \) to recover \( s \),

\[
c_3 = 2 \left( \sum_{j=0}^{a-1} m_{j, \epsilon'} \right) + C_{FFT} \cdot k \cdot q^b \cdot \log q
\]

is the number of operations in \( \mathbb{C} \) to prepare and compute the discrete Fourier transforms, and

\[
c_4 = (a - 1)(a - 2) \cdot b \cdot \frac{q^b - 1}{2}
\]

is the number of operations in \( Z_q \) for back substitution. Furthermore we require \( (a - 1) \frac{q^b - 1}{2} + m_{0, \epsilon} \) calls to \( L_{s,x} \) and storage for

\[
\left( \frac{q^b - 1}{2} (a - 1) \left( k + 1 - \frac{a - 2}{2} \right) + m_{0, \epsilon} \right)
\]

elements in \( Z_q \) and \( q^b \) elements in \( \mathbb{C} \).

A reference implementation of the BKW algorithm for LWE as described in [ACF+15] is available as [Alb13].
5.3 Using Lattice Reduction To Distinguish

Lattice reduction is another means to find short vectors in the scaled dual lattice, enabling us to solve LWE via the SIS strategy. Again, we consider the scaled dual lattice $L = \{ w \in \mathbb{Z}_q^m \mid wA \equiv 0 \mod q \}$. To construct this lattice from a given $A \in \mathbb{Z}_q^{m \times n}$, compute a basis $B$ for the nullspace of $A^T$ over $\mathbb{Z}_q$, lift to $\mathbb{Z}$ and extend by $qI \in \mathbb{Z}_q^{m \times m}$ to make it $q$-ary and compute a basis for $L$. The lattice $L$ has dimension $m$, and with high probability rank $m$ and volume $\text{vol}(L) = q^m$ [MR09].

By our convention lattice reduction will return the shortest non-zero vector $b_0$ it found as the first vector of a reduced basis, which by definition is a short vector in $L$, so that $b_0A \equiv 0 \mod q$.

Heuristically, for a good enough output basis all vectors could be used, as they will all be somewhat short, i.e. not too dissimilar in length from each other.

**Lemma 7.** Let an LWE instance be parametrised by $n, \alpha, q$. Any lattice reduction algorithm achieving log root-Hermite factor

$$\log \delta_0 = \frac{\log^2 \left( \frac{1}{\sqrt{\log q}} \right)}{4n \log q}$$

can distinguish $L_{n, \chi}$ with probability $\epsilon$.

**Proof.** With high probability $\text{vol}(L) = q^n$ and by definition the Hermite factor is $\delta_0^n = \frac{\|v\|}{\text{vol}(L)^{\frac{1}{m}}}$ so we have $\|v\| = \delta_0^n q^n$. On the other hand, we require $\|v\| = \frac{1}{\alpha} f(\epsilon)$ by Corollary 2. By Section 3.3 the optimal subdimension $m$ which minimises the quantity $\delta_0^n q^n$ is

$$m = \sqrt{\frac{\log q}{\log \delta_0}}.$$ 

Since we assume we can choose any number of samples $m$, we always choose to use this optimal subdimension. Rearranging with this value of $m$, we obtain

$$\log \delta_0 = \frac{\log^2 \left( \frac{1}{\sqrt{\log q}} \right)}{4n \log q} = \frac{\log^2 \left( \frac{1}{\sqrt{\log \delta_0}} \right)}{4n \log q}$$

as our desired log root-Hermite factor. $\square$

**Corollary 6.** Given an LWE instance parametrised by $n, q = n^c$, $\alpha q = \sqrt{n}$. Any lattice reduction algorithm achieving log root-Hermite factor

$$\log \delta_0 = \left( \left( c - \frac{1}{2} \right) \log n + \log f(\epsilon) \right)^2$$

can distinguish $L_{n, \chi}$ with advantage $\epsilon$.

**Proof.**

$$\delta_0^n q^n = \|v\|^n$$

$$\delta_0 m q^n \equiv n^{c-\frac{1}{2}} f(\epsilon)$$

$$\sqrt{\frac{cn \log n}{\log \delta_0}} \log \delta_0 + \frac{cn}{\sqrt{cn \log n}} \log n = \left( c - \frac{1}{2} \right) \log n + \log f(\epsilon)$$

$$\frac{cn \log n \log \delta}{\log \delta_0} + cn \log n = \sqrt{\frac{cn \log n}{\log \delta_0}} \left( \left( c - \frac{1}{2} \right) \log n + \log f(\epsilon) \right)$$

$$2cn \log n = \sqrt{\frac{cn \log n}{\log \delta_0}} \left( \left( c - \frac{1}{2} \right) \log n + \log f(\epsilon) \right)$$
\[
\begin{align*}
\frac{2cn \log n}{(c - \frac{1}{2}) \log n + \log f(\epsilon)} &= \sqrt{\frac{cn \log n}{\log \delta_0}} \\
\frac{(2cn \log n)^2}{(c - \frac{1}{2}) \log n + \log f(\epsilon)} &= \frac{cn \log n}{\log \delta_0} \\
\frac{4cn \log n}{(c - \frac{1}{2}) \log n + \log f(\epsilon)} &= \frac{1}{\log \delta_0} \\
\frac{(c - \frac{1}{2}) \log n + \log f(\epsilon)}{4cn \log n} &= \log \delta_0
\end{align*}
\]

\[\square\]

Remark 6. Assuming \( q = n^c \) and \( \alpha q = \sqrt{n} \) we can see that for large \( q \) and hence large \( c \), lattice reduction becomes easier, as we get a larger \( \delta_0 \). Contrasting this with BKW, we can see while it is somewhat competitive in time complexity with lattice reduction for small \( q \), it is much worse than the latter for large \( q \) as they are, for example, used in homomorphic encryption schemes [GHS12b] (cf. Section 7).

Having established the target \( \delta_0 \), we can combine it with estimates about lattice reduction running times from Section 3.2. In Table 2 we list estimates for how long it would take lattice reduction algorithms to achieve our target \( \delta_0 \) for \( f(\epsilon) = 1 \), i.e. \( \epsilon \approx 1/23 \).

<table>
<thead>
<tr>
<th>model</th>
<th>block size ( k )</th>
<th>log clock cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>rule of thumb</td>
<td>( \frac{k}{\log k} = \frac{4n \log q}{\log^2 \left( \frac{q}{2} \right)} )</td>
<td>( O(k) )</td>
</tr>
<tr>
<td>simp. rule of thumb</td>
<td>( \frac{4n \log q}{\log^2 \left( \frac{q}{2} \right)} )</td>
<td>( O \left( \frac{4n \log q}{\log^2 \left( \frac{q}{2} \right)} \right) )</td>
</tr>
<tr>
<td>Lindner &amp; Peikert</td>
<td>( \frac{7.2n \log q}{\log^2 \left( \frac{q}{2} \right)} ) - 78.9</td>
<td>( \frac{0.144n^2 \log^2 q}{\log^4 \left( \frac{q}{2} \right)} + 4.1 )</td>
</tr>
<tr>
<td>delta-squared model</td>
<td>( ? )</td>
<td>( ? )</td>
</tr>
</tbody>
</table>

\[ q = n^c, \alpha = n^{1/2-c} \]

<table>
<thead>
<tr>
<th>model</th>
<th>block size ( k )</th>
<th>log clock cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>rule of thumb</td>
<td>( \frac{k}{\log k} = \frac{4cn \log n}{((c - \frac{1}{2}) \log n)^2} )</td>
<td>( O(n) )</td>
</tr>
<tr>
<td>simp. rule of thumb</td>
<td>( \frac{4cn \log n}{((c - \frac{1}{2}) \log n)^2} )</td>
<td>( O \left( \frac{4cn \log n}{((c - \frac{1}{2}) \log n)^2} \right) )</td>
</tr>
<tr>
<td>Lindner &amp; Peikert</td>
<td>( \frac{7.2cn \log n}{((c - \frac{1}{2}) \log n)^2} ) - 78.9</td>
<td>( \frac{0.144c^2n^2 \log^2 q}{((c - \frac{1}{2}) \log n)^2} + 4.1 )</td>
</tr>
<tr>
<td>delta-squared model</td>
<td>( ? )</td>
<td>( ? )</td>
</tr>
</tbody>
</table>

\[q = n^c, \alpha = n^{1/2-c} \]

Table 2. Time complexity for distinguishing \( L_{s,\chi} \) from random with advantage \( \epsilon \approx 1/23 \) based on lattice reduction estimates from the literature.

Considering the right-most column of Table 2 it is clear that both the Lindner-Peikert model as well as the simplified lattice rule of thumb would predict a subexponential running time for solving LWE with SIS. Since this is considered not to be the case, we may discount these approximations as too optimistic.

As pointed out in Section 4.1 above, the strategy as discussed so far is not optimal. Given access to sufficiently many samples \( m \) it is usually beneficial to run lattice reduction for a smaller target success probability \( \epsilon' \) and to repeat this process about \( 1/(\epsilon')^2 \) times to boost the overall success probability to a success probability close to 1.
Example 2. Setting $n = 256$, $q = 65537$ and $\sigma = \alpha q / \sqrt{2\pi} \approx 25.53$ following [Reg09] and picking $\epsilon = 0.1$ we get a target $\delta_0 = 1.0040513$ by Lemma 7 and thus $m = 838$. Computing the expected number of clock cycles, we end up with the following estimates.

<table>
<thead>
<tr>
<th>Model</th>
<th>Block size $k$</th>
<th>Log clock cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enum</td>
<td>391</td>
<td>270</td>
</tr>
<tr>
<td>Sieve</td>
<td>391</td>
<td>182</td>
</tr>
</tbody>
</table>

In contrast, picking $\epsilon'$ such that $1/(\epsilon')^2$ multiplied by the solving time is minimised we get:

<table>
<thead>
<tr>
<th>Model</th>
<th>Log$(\epsilon')$</th>
<th>$\delta_0$</th>
<th>Block size $k$</th>
<th>Log clock cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enum</td>
<td>-21</td>
<td>1.005232</td>
<td>267</td>
<td>204</td>
</tr>
<tr>
<td>Sieve</td>
<td>-11</td>
<td>1.004801</td>
<td>304</td>
<td>164</td>
</tr>
</tbody>
</table>

5.4 Decoding Approach

This approach solves LWE by solving the BDD problem (cf. [LP11]). The most basic way of solving a BDD instance is using Babai’s Nearest Plane algorithm [Bab85]. This approach can be summarised as follows: let there be $m$ samples of an LWE instance parametrised by $n, \alpha, q$ so we have a set of samples $(\mathbf{A}, \mathbf{c})$. Perform lattice reduction on the lattice $L(\mathbf{A}^T)$ to obtain a new basis $\mathbf{B}$ for this lattice, where the quality of this basis is characterised as usual by the root-Hermite factor $\delta_0$. Babai’s Nearest Plane algorithm works by recursively computing the closest vector on the sublattice spanned by subsets of the Gram-Schmidt vectors $\mathbf{b}_i^*$. This recovers the vector $\mathbf{s}$ with probability

$$\frac{m-1}{\prod_{i=0}^{m-1} \text{erf} \left( \frac{\|\mathbf{b}_i^*\| \sqrt{\pi}}{2\alpha q} \right)}$$

under the assumption that sampling from the discrete Gaussian is approximately the same as sampling from a continuous Gaussian [LP11].

The probability the nearest planes algorithm finds the vector $\mathbf{s}$ is given by the probability that the error vector $\mathbf{e}$ lies in the parallelepiped $\mathbf{s} + \mathcal{P}(\mathbf{B}^*)$. So, it can be seen that in this approach the success probability is determined by the quality of the lattice reduction.

**Lindner and Peikert Nearest Planes.** Lindner and Peikert [LP11] suggest an alteration of Babai’s algorithm, designed to widen the fundamental parallelepiped in the direction of $\mathbf{b}_i^*$ by a factor of some $d_i \in \mathbb{Z}_{>0}$, thereby increasing the chance of $\mathbf{e}$ falling inside it. This will find multiple solutions, which can be searched through exhaustively to find the correct solution.

This modifies the success probability to

$$\frac{m-1}{\prod_{i=0}^{m-1} \text{erf} \left( \frac{d_i \cdot \|\mathbf{b}_i^*\| \sqrt{\pi}}{2\alpha q} \right)}. \quad (2)$$

There is no obvious way to analytically determine the optimal $d_i$ to achieve a desired success probability. However, Lindner and Peikert suggest a simple heuristic method in which $d_i$ are chosen
to maximise \( \min_{1 \leq i \leq m} (d_i \cdot \|b_i^*\|) \). This can be shown to return optimal values if we restrict our \( d_i \) to powers of 2 only. Since \( \text{erf}(2x) > \text{erf}(2y) \) for all \( 0 < x < y \), clearly the optimal value is obtained by doubling \( d_i \) whenever \( d_i \cdot \|b_i\| \) is minimal. Therefore, maximising the minimum of the values \( d_i \cdot \|b_i\| \) is optimal for \( d_i \) powers of 2.

Given \( m, n, \alpha \) and \( q \) as above, let \( t_{NP}(\delta_0, \epsilon) = t_{\text{node}} \cdot \prod_{i=0}^{m-1} d_i \) such that Equation (2) is at least \( \epsilon \) where \( t_{\text{node}} \) is the number of clock cycles it takes to visit one node. Then the time for a decoding approach to achieve a success probability \( \epsilon \) could be determined as

\[
t_{\text{dec}}(\epsilon) = \min_{\delta_0} \{ t_{BKZ}(\delta_0) + t_{NP}(\delta_0, \epsilon) \}.
\]

Hence, on the one hand, with a more reduced a basis, the values of \( d_i \) can be smaller, so the Nearest Planes algorithm requires less time. On the other hand, the lattice reduction takes significantly more time for smaller approximation factors.

We note that in [LP11, Figure 4] it appears as though this quantity has not been optimised. The authors find values for \( \delta_0 \) for which the time of a decoding approach is less than an equivalent distinguishing approach (cf. Section 5.3), but these values are not necessarily optimal, i.e. the lattice reduction step and the decoding step are not always balanced.

We note that we may opt to run the algorithm many times with a lower advantage. This typically reduces the overall complexity.

**Solving BDD by Enumeration: an Update (Liu, Nguyen).** Liu and Nguyen [LN13] note that the Lindner Peikert algorithm (as well as Babai’s) can be viewed as a form of pruned enumeration, but with a different rule to Gama, Nguyen and Regev’s pruned enumeration [GNR10]. Namely, let \( v \) be a node and \( t \) be a target vector. GNR pruning keeps nodes with bounded projections whereas the Lindner Peikert algorithm keeps nodes with bounded coordinates, in particular \( |\zeta_i(v - t)| \leq d_i\|b_i^*\|/2 \) where \( \zeta_i(x) = \langle x, b_i^* \rangle \|b_i^*\| \). Liu and Nguyen note that this can be generalised to arbitrary bounds on coordinates, \( |\zeta_i(v - t)| \leq R_i \) for some parameters \( R_i \) not necessarily dependent on the \( \|b_i^*\| \).

Due to these similarities between the Lindner Peikert method and pruning techniques, Liu and Nguyen implement a variant of the Lindner Peikert algorithm in the context of pruning algorithms, using arbitrary \( R_i \). They also randomise the input basis, allowing them to repeat the algorithm multiple times, which has the result of increasing both the runtime and success probability linearly. Since we assume access to as many samples as required, we do not rely on rerandomisation when estimating complexity. These two factors result in more flexibility in tuning the parameters, and improved results for solving BDD.

However, instead of using the enumeration framework as simply a method to improve the algorithm of Lindner and Peikert, Liu and Nguyen go on to directly apply pruned enumeration to solve BDD. This follows the earlier work of Gama, Nguyen and Regev [GNR10], and uses linear pruning in which the bounds \( R_k = \sqrt{k/m} R_m \) are used. Over the same parameters used in [LP11], this linear pruning is shown to improve on both the original Nearest Planes algorithm and the improved variant.

**Runtime Analysis.** In any lattice decoding approach, the runtime is determined by balancing the lattice reduction step against the final step which enumerates possible solutions and outputs an answer with a certain probability.

For Babai’s algorithm, the runtime is determined by calculating the Gram-Schmidt orthogonalisation — which can be done with floating point arithmetic in \( O(n^3) \). If using either of the extensions
to Babai’s algorithm this is still a component, but the main factor determining the runtime is the number of points which are calculated.

Similarly, if using a form of enumeration, we are mostly interested in how many points are enumerated. Therefore, to calculate the runtime of the BDD approach, we simplify the various enumeration algorithms to two expressions: the time it takes to enumerate one point; and the success probability for a certain number of enumerations.

For example, Lindner and Peikert estimate that running Babai’s algorithm once takes \( t_{node} = 2^{-16} \cdot 2.33 \cdot 10^9 \approx 2^{15.1} \) clock cycles, whereas [GNR10] achieve \( 0.94 \cdot 10^7 \) nodes per second which is approximately \( 2^{-23} \) seconds per enumeration. In our estimator (cf. Section 7) we assume \( t_{node} = 2^{15.1} \).

Calculating the success probability is harder. For Nearest Planes, we can use Equation 2, but we still need to determine the optimal values for \( d_i \) for which we do not know a closed formula. In practice, though, we can follow Lindner and Peikert’s strategy of increasing \( d_i \) one by one. For enumeration and pruning, we need to use the method as used in [LN13], which experimentally calculates the success probability by sampling.

The most significant factor affecting the success probability is the quality of the reduced basis which is provided (i.e. what value \( \delta_0 \) is achieved). For example, Babai’s algorithm without a preceding lattice reduction only gives solutions up to an exponential factor. In a sense, the methods proposed here for performing a decoding approach can be seen as a way to halt the lattice reduction when it is possible to obtain a solution with a reasonable success probability, and optionally repeating to increase the probability of solving the problem. The overall runtime is then calculated by estimating the optimal time to halt the reduction and attempt to solve.

**Example 3.** For \( n = 192, q = 4093, \alpha q = 8.87 \) [LP11] report \( 2^{74} \) seconds when running the attack \( 2^{32} \) times with advantage \( 2^{-32} \) and \( \delta_0 = 1.0083 \) whereas the randomised NP used by Liu and Nguyen is able to perform the decoding approach using a lattice reduction with \( \delta_0 = 1.0077 \) and \( \epsilon = 2^{-12} \). This lattice reduction takes \( 2^{65.6} \) seconds in the Lindner & Peikert model for lattice reduction. Our estimator suggests \( \epsilon = 2^{-15} \) and \( \delta_0 = 1.0077566 \) which implies a lattice reduction cost of \( 2^{66.48} \) seconds also in the Lindner & Peikert model (for compatibility).

We note that these improvements depend on balancing many parameters in an optimal way. Calculating the success probability can only be done numerically, and optimising parameters requires many computations. Our estimator (cf. Section 7) does not provide a routine for estimating the cost using [LN13] but we restrict our attention to [LP11] which gives comparable results and is easier to estimate.

### 5.5 Reducing BDD to uSVP

Albrecht, Fitzpatrick and Göpfert [AFG14] consider the complexity of solving LWE by reducing BDD to uSVP (unique Shortest Vector Problem). Formally, the \( \gamma \)-uSVP problem is as follows: given a lattice \( L \) such that \( \lambda_2(L) > \gamma \lambda_1(L) \), find a shortest nonzero vector in \( L \).

To reduce BDD to uSVP Kannan’s embedding technique [Kan87] is used. The idea is to embed \( L(A) = \{Au \mid u \in \mathbb{Z}_q^n\} \), the lattice generated by the columns of the LWE instance (and our usual lattice for consideration when are solving with the BDD strategy), into a higher-dimensional lattice \( L(B) \) with \( \gamma \)-uSVP structure. That is, \( B \) is constructed as

\[
B = \begin{pmatrix}
\hat{A} & 0 \\
0 & c & t
\end{pmatrix},
\]
where $\mathbf{A}$ is a basis for the $q$-ary lattice spanned by the columns of $\mathbf{A}$.

Let $y \in L$, for some lattice $L$, be the closest lattice point to some point $x$, i.e. the point minimising $\|x - y\|$. We can then define the distance from $x$ to the lattice $L$, $\text{dist}(x, L)$, as this length. If the embedding factor $t = \text{dist}(e', L(\mathbf{A})) < \frac{\lambda_1(L(\mathbf{A}))}{2\pi}$ then $L(\mathbf{B})$ contains a $\gamma$-unique shortest vector, $e' = (e, -t)$ [LM09], from which we can take the first $m$ components to recover $e$, hence solving the BDD instance.

To solve a $\gamma$-uSVP instance, we may reduce the problem to $\kappa$-HSVP (Hermite Shortest Vector Problem). Let $\gamma = \kappa^2$. Lovasz [Lov86] showed that any algorithm which can solve $\kappa$-HSVP, such as a lattice reduction algorithm, can be used linearly many times to solve approximate SVP with approximation factor $\kappa^2$. Intuitively, a lattice with uSVP structure has one direction in which its shortest vector is somewhat shorter than all other directions. A sufficiently precise lattice reduction algorithm (for example) can produce a vector so short it must be in this special direction. More precisely, a solution to $\kappa^2$-approximate SVP would be a vector $v$ such that $\|v\| \leq \kappa^2 \lambda_1(L)$. On the other hand, any vector $w$ which is not the shortest (and independent of the shortest vector) satisfies $\|w\| > \lambda_2(L) > \kappa^2 \lambda_1(L)$. So, we must have $v$ is a multiple of a shortest vector, and hence we have solved $\kappa^2$-uSVP. Ling et al. [LLLS11] show that whenever $\kappa > \sqrt{N}$, for $N$ the dimension of the lattice, this result can be improved. They show any algorithm solving $\kappa$-HSVP can be used to solve $\gamma$-uSVP, where $\gamma \approx \sqrt{N\kappa}$.

The above are theoretical results. In practice, an algorithm solving HSVP will solve uSVP instances where the gap is $\lambda_2(L) > \tau \delta^m \lambda_1(L)$ with some probability depending on $\tau$ [GN08]. The value $\tau$ is taken to be a constant, which is experimentally derived in [GN08] and which depends on both the nature of the lattices considered, the lattice reduction algorithm used and the target success rate.

To estimate the time complexity of this approach we firstly must establish $m$ and $\tau$, which depend on how we choose the embedding factor $t$. We may have $t = \|e\|$ or $t < \|e\|$.

Suppose firstly that $t = \|e\|$. We will need the following lemma from [AFG14].

\textbf{Lemma 8 (Lemma 2 in [AFG14]). Let $\mathbf{A} \in \mathbb{Z}_q^{n \times m}$, let $\alpha q > 0$ and let $e' > 1$. Let $e \in \mathbb{Z}_q^m$ such that each component is drawn from $\chi$ and considered mod $q$. Assuming the Gaussian heuristic for $L(\mathbf{A})$, i.e. $\lambda_1(L(\mathbf{A})) \geq \sqrt{\frac{2\pi}{q\pi}} \text{vol}(L)^{1/m}$, and that the rows of $\mathbf{A}$ are linearly independent over $\mathbb{Z}_q$, we can create an embedding lattice with $\lambda_2/\lambda_1$-gap greater than}

$$\min_{e' \in \mathbb{Z}_q^m} \left( q^{1 - \frac{m}{2\pi}} \frac{e' \sqrt{m}}{\sqrt{\pi}} \right)$$

\text{with probability greater than } $1 - \left( e' \cdot \exp \left( \frac{1 - e^2}{2} \right) \right)^m$.

Hence, setting $t = \|e\|$, $\mathbf{B}$ is a basis of a lattice whose gap is determined by Lemma 8. Using Lemma 8 and under the assumption $q^{1 - \frac{m}{2\pi}} \sqrt{\frac{2\pi}{q\pi}} < q$, we require a gap of size approximately

$$\frac{\lambda_2}{\lambda_1} = \frac{q^{1 - \frac{m}{2\pi}} \sqrt{\frac{1}{2\pi}}}{e' \alpha q}$$

and so we require a $\delta_0$ determined by $q^{1 - \frac{m}{2\pi}} \sqrt{\frac{1}{2\pi}} \geq \tau \delta_0^m e' \alpha q$. The determination of $\tau$ is discussed at length in [AFG14] but we have that $\tau \leq 0.4$ (depending on the algorithm) for a success

\footnote{To avoid notational conflict we refer to their constant $c > 1$ as a constant $e' > 1$ and we replace their $s$ for the width parameter of the Gaussian with our $\alpha q$}.
probability of 0.1 based on the experimental results in [AFG14,GN08]. We stress that no data is publicly available on $\tau$ for smaller success probabilities. In [AFG14] it is shown that for a fixed $\delta_0$ the optimal subdimension is $m = \sqrt{\frac{n \log q}{\log \delta_0}}$ as in Section 3.3. We may use this to determine $\delta_0$ using the expression above (where for simplicity we assume equality).

**Lemma 9.** Given an LWE instance characterised by $n$, $\alpha$, $q$. Any lattice reduction algorithm achieving log root-Hermite factor

$$\log \delta_0 = \frac{\log^2 (\epsilon' \alpha \sqrt{2e})}{4n \log q}$$

solves LWE with success probability greater than

$$\epsilon_\tau \cdot \left(1 - \left(\epsilon' \cdot \exp \left(\frac{1 - \epsilon'^2}{2}\right)\right)^m\right)$$

for some $\epsilon' > 1$ and some fixed $\tau \leq 1$, and $0 < \epsilon_\tau < 1$ as a function of $\tau$.

**Proof.** From the above discussion, and assuming for simplicity an equality, we require a $\delta_0$ determined by the following equation:

$$q \left(1 - \frac{n}{n \log q \log \delta_0}\right) \sqrt{\frac{1}{2e}} = \epsilon' \alpha q \delta_0^{\frac{n \log q}{\log \delta_0}}$$

Rearranging, we obtain

$$\left(1 - \frac{n}{n \log q \log \delta_0}\right) \log q + \log \sqrt{\frac{1}{2e}} = \log (\epsilon' \alpha q) + \log \sqrt{\frac{n \log q}{\log \delta_0}} \log \delta_0$$

$$\left(\frac{n \log q}{\log \delta_0} - n\right) \log q - \left(\frac{n \log q}{\log \delta_0}\right) \log \delta_0 = \log (\epsilon' \alpha q) - \log \sqrt{\frac{1}{2e}}$$

$$\left(\frac{n \log q}{\log \delta_0} - n\right) \log q - \left(\frac{n \log q}{\log \delta_0}\right) \log \delta_0 = \log (\epsilon' \alpha q \sqrt{2e})$$

$$\sqrt{\frac{n \log q}{\log \delta_0}} \log \left(\epsilon' \alpha \sqrt{2e}\right) = 2n \log q$$

$$\frac{n \log q}{\log \delta_0} \log^2 \left(\epsilon' \alpha \sqrt{2e}\right) = 4n^2 (\log q)^2$$

$$\frac{\log^2 (\epsilon' \alpha \sqrt{2e})}{4n \log q} = \log \delta_0.$$

Finally, the success probability is computed as the probability the gap is as required in Lemma 8 multiplied by the success probability of our algorithm $\epsilon_\tau$. □
Corollary 7. Given an LWE instance characterised by $n, q = n^c, \alpha q = \sqrt{n}$. Any lattice reduction algorithm achieving log root-Hermite factor

$$\log \delta_0 = \frac{((c - 1/2) \log n - \log (c' \sqrt{2e}))^2}{4cn \log n}$$

solves LWE with success probability greater than

$$\epsilon_\tau \cdot \left(1 - \left(\epsilon' \cdot \exp \left(\frac{1 - \epsilon'^2}{2}\right)\right)^m\right)$$

for some $\epsilon' \approx 1$ and some fixed $\tau \leq 1$ and $0 < \epsilon_\tau < 1$ as a function of $\tau$.

Comparing Corollary 7 with Corollary 6 we find that solving LWE via BDD by reducing to uSVP is more efficient than solving LWE via one call to an algorithm solving SIS whenever

$$\log \left(\frac{1}{\tau \sqrt{2e}}\right) > \log \left(f(\epsilon)\right)$$

under the condition that $\epsilon \approx \epsilon_\tau$ so that the success probabilities are equal in both cases.

However, using Kannan’s embedding is not necessarily more efficient than the decoding approach discussed in Section 5.4, as the following example highlights.

Example 4. Letting $n = 256, q = 65537$ and $\sigma = \alpha q/\sqrt{2\pi} \approx 25.53$ following [Reg09] and choosing $t = 1, \tau' = 0.310$ and $\epsilon' = 1.01$ we get a target $\delta_0 = 1.004634$ by Lemma 9 and thus $m = 784$. According to [AFG14] we have $\epsilon_\tau = 0.1$. Our estimator predicts block size $k = 321$ and $2^{205}$ clock cycles for performing this lattice reduction. In contrast, performing the decoding approach from Section 5.4 is predicted to cost $2^{172}$ clock cycles overall to perform lattice reduction which achieves root-Hermite factor $\delta_0 = 1.005198$ and to run the final decoding stage.

Finally, suppose $t < \|e\|$. In this case no efficient method for determining $\lambda_2/\lambda_1$ is known. The assumption in [AFG14] which attempts to overcome this is that the same size of gap is required as it is in the case that $t = \|e\|$. A modified value for $\tau$, denoted $\tau'$ is introduced which relates to the gap from the case $t = e$ when actually computing with $t = 1$. Setting $t = 1$ is typically more efficient than $t = \|e\|$ and we have $\tau' \approx 0.3$, see [AFG14] for details.

5.6 Arora-Ge and Gröbner Bases

Arora and Ge proposed an alternative approach to solving Search-LWE by setting up a system of noise-free non-linear polynomials of which the secret $s$ is a root [AG11]. This approach solves for $s$ directly.

In particular, [AG11] offers an algorithm for solving Search-LWE in time $2^{O(n^\xi)}$, where $\xi$ is a constant such that $\alpha q = n^\xi$. The algorithm proceeds by assuming that the error always falls in the range $[-t, t]$ for some $t \in \mathbb{Z}$ such that $d = 2t + 1 < q$. This follows from the chance of falling outside this interval dropping exponentially fast (cf. Lemma 4).

Polynomials are constructed from the observation that the error, when falling in this range, is always a root of the polynomial $P(x) = x \prod_{i=1}^t (x + i)(x - i)$. Then, we know the secret $s$ is a root of $P(a \cdot x - c)$ constructed from LWE samples. In the Arora-Ge algorithm the system of non-linear equations constructed this way is solved by replacing each monomial with a new variable and solving the resulting linear system. However, this means that we need $O\left(n^{2t+1}\right)$ samples. As we increase the number of samples, we increase the probability that the error falls outside of the interval $[-t, t]$. We then have to increase the range, leading to a larger degree, which requires even more samples. Balancing these two requirements of keeping the degree low and acquiring enough samples, the overall complexity is given by the following result.
Theorem 5 (Theorem 5 in [ACFP14]). Let \( n, q, \sigma = \alpha q \) be parameters of an LWE instance, and as before let \( \omega \) denote the linear algebra constant. Let \( D_{\text{AG}} = 8 \sigma^2 \log n + 1 \). If \( D_{\text{AG}} \in o(n) \) then the Arora-Ge algorithm solves Search-LWE in time complexity
\[
O \left( 2^{\omega D_{\text{AG}} \log \frac{n}{\sigma^2 \alpha q} \cdot \sigma q \log q} \right) = O \left( 2^{8 \omega \sigma^2 \log n (\log n - \log (8 \sigma^2 \log n))} \cdot \text{poly}(n) \right)
\]
and memory complexity
\[
O \left( 2^{2 D_{\text{AG}} \log \frac{n}{\sigma^2 \alpha q} \cdot \sigma q \log q} \right) = O \left( 2^{16 \sigma^2 \log n (\log n - \log (8 \sigma^2 \log n))} \cdot \text{poly}(n) \right).
\]
If \( n \in o(D_{\text{AG}}) \) then the Arora-Ge algorithm solves Search-LWE in time complexity
\[
O \left( 2^{\omega n \log \frac{D_{\text{AG}}}{\sigma^2 \alpha q}} \cdot \sigma q \log q \right) = O \left( 2^{\omega n \log (8 \sigma^2 \log n)} - \omega n \log n \cdot \text{poly}(n) \right)
\]
and memory complexity
\[
O \left( 2^{2n \log \frac{D_{\text{AG}}}{\sigma^2 \alpha q}} \cdot \sigma q \log q \right) = O \left( 2^{2n \log (8 \sigma^2 \log n) - 2n \log n} \cdot \text{poly}(n) \right).
\]

Remark 7. Specialising to \( \sigma = \sqrt{n} \) the complexity is \( O \left( 2^{(2+\epsilon)\omega n \log \log n} \right) \). In this case, the Arora-Ge algorithm is asymptotically slower than the BKW algorithm and lattice reduction if sieving is used to implement the SVP oracle, but asymptotically faster than lattice reduction if enumeration is used to implement the SVP oracle.

This can be improved by using Gröbner basis techniques [ACFP14]. In particular, to solve via linearisation as in [AG11], we require \( O(n^d) \) equations, but Gröbner basis algorithms will work when fewer equations than this are available at the cost of a more expensive solving step. In particular, the complexity of computing a Gröbner basis is \( O \left( m D_{\text{reg}} \log \left( \frac{n}{D_{\text{reg}}} \right)^n \right) \), where \( D_{\text{reg}} \) is the degree of regularity of the ideal \( I \) spanned by the polynomials. The degree \( D_{\text{reg}} \) is the index of the first non-positive coefficient of the Hilbert series expansion of the ideal \( I \). In general, it is hard to compute the Hilbert series, but for semi-regular sequences, it has an easy form. A semi-regular sequence of \( m \) polynomials of degree \( d \) in \( n \) variables is a sequences with the following Hilbert series:

\[
H_\mathcal{I}(z) := \frac{(1 - z^d)^m}{(1 - z)^n}.
\]

It is assumed that random systems behave like semi-regular sequences. A justification as to why this is a reasonable assumption is given in [ACFP14]. Thus, assuming our non-linear equations behave like random equations of the same degree, we can estimate the cost of solving LWE by expanding this power series until the first non-positive coefficient. In particular, assuming \( \alpha q = \sqrt{n} \) we get:

Theorem 6 ([ACFP14]). Let \( (a_i, b_i) \) for \( i \geq 1 \) be elements of \( \mathbb{Z}_q^n \times \mathbb{Z}_q \) sampled according to \( L_{\mathbf{a}, \chi} \) with \( \alpha q = \sqrt{n} \). There is an algorithm recovering the secret with time complexity \( O \left( 2^{2.35n + 1.13n} \right) \), memory complexity \( O \left( 2^{5.85n} \right) \) and sample complexity \( m = \exp \left( \frac{n}{2} \cdot n \right) \).

Hence, for \( \alpha q = \sqrt{n} \) applying Gröbner basis algorithms is in the same complexity class as the BKW algorithm or lattice reduction when sieving implements the SVP oracle, albeit with a larger leading constant in the exponent.

Remark 8. The complexity depends on \( \alpha q \), which corresponds to the degree, and \( n \), which corresponds to the number of variables. Adjusting \( q \) while keeping \( \alpha q \) the same will not affect the runtime.
6 Small Secret Variants

In several applications based on LWE, the secret \( s \) is not chosen uniformly at random from \( \mathbb{Z}_q \) but instead chosen from a different distribution where all the components \( s(i) \) are “small”, e.g. they are chosen from \( \{0, 1\} \) or \( \{-1, 0, 1\} \). In this section we consider the complexity of solving LWE in this special case. We characterise an instance by \( n, \alpha, q, \psi \) where \( \psi \) is the distribution of \( s(i) \).

We note that there is a gap between security reductions and the best known algorithms for solving LWE with binary secrets. On the one hand, theoretical results show that for an LWE instance with a binary secret to be as hard as general LWE in dimension \( n \) a dimension of \( n \log q \) is sufficient [BLP+13,MP13]. On the other hand, the best known algorithms for solving LWE with a binary secret from [BG14] manages to solve LWE instances with a binary secret and in dimension \( n \log \log n \) in about the same complexity as it would take to solve a standard LWE instance in dimension \( n \). Hence, based on the currently best known attacks we would conclude that we only need to increase the dimension to \( n \log \log n \) instead of \( n \log q \). Hence, there is room for improvement either for algorithms or for security reductions.

6.1 Exhaustive Search

In Section 5.1 above we saw that exhaustive search can be solved by checking all the vectors within a sphere of radius \( t \sqrt{q} \), for some small parameter \( t = \omega(\sqrt{\log n}) \), which is essentially the size of the secret. Even without explicitly knowing \( \psi \), we can restrict our search to the support of \( \psi \), for example \( \{-1, 0, 1\} \). We can simply check all possible \( s \) with \( s(i) \) chosen from this set. Then by the same argument as in Theorem 1, exhaustive search will take time \( m \cdot 3^n \cdot (2n) = 2^n \log 3 + \log n + 1 + \log m \) if \( s(i) \in \{-1, 0, 1\} \).

As observed in [BG14] we can also combine exhaustive search with other algorithms to improve the complexity by guessing, say, \( g \) components of the secret and then running our algorithm on the reduced small secret LWE instance of dimension \( n - g \). With this strategy any algorithm discussed below can be turned into an algorithm which has at most the cost of exhaustive search.

MITM By exactly the same argument as in Theorem 2, whatever time we would expect it to take to solve exhaustive search (which depends on \( \psi \)), we may achieve essentially the same speed up as we would do applying a Meet-in-the-Middle strategy to a general LWE instance. So, if the components \( s(i) \) are selected from \( \{-1, 0, 1\} \) then an MITM strategy will take time \( O\left(3^{\frac{n}{2}}\right)\) and require \( \text{poly}(n) \cdot 3^{n/2} \) memory.

6.2 Modulus Switching for Lattice Reduction

For an LWE instance parametrised by \( n, \alpha, q \) and with a small secret, we may apply modulus switching and consider the instance mod \( p \) where \( p < q \). This allows for a larger \( \delta_0 \) than would be required for an instance parametrised by the same \( n, \alpha, q \) and with a secret where \( s(i) \) is chosen at random from \( \mathbb{Z}_q \). After modulus switching, the transformed instance has an error which is slightly larger and its distribution is no longer exactly a discrete Gaussian. Nonetheless, heuristically, algorithms which solve LWE still solve these LWE-like problem instances and so we assume that after modulus switching, we have an LWE instance characterised by \( n, \sqrt{2}\alpha \) and \( p \). So, when we have a small secret we may obtain a speed up by modulus switching before performing lattice reduction (for example, as described in Sections 5.3, 5.4 and 5.5).
As an example we consider distinguishing LWE by lattice reduction as in Section 5.3. As with a general secret, we assume the size of the small vector we aim to output is \( \|v\| = \frac{1}{\sqrt{2^\alpha}} f(\epsilon) \).

**Lemma 10.** Let a small secret LWE instance be characterised by \( n, \alpha, q \), and \( s(i) \sim \psi \). Then the log root-Hermite factor \( \log \delta_0 \) required to distinguish by lattice reduction is

\[
\log \delta_0 = \frac{\left( \log \left( \sqrt{2^{\alpha}} \frac{1}{f(\epsilon)} \right) \right)^2}{4n \log p}
\]

for \( p \) such that

\[
\left\| \left\langle \frac{p}{q} \cdot a - \left\lfloor \frac{p}{q} \cdot a \right\rfloor \right\| \right. \approx \frac{p}{q} \cdot \|e\|.
\]

**Proof.** Using Lemma 2, modulus switch and transform the LWE instance \((a,c) \in \mathbb{Z}_q^n \times \mathbb{Z}_q\) into an LWE instance in \( \mathbb{Z}_p^n \times \mathbb{Z}_p \). Now the instance is parametrised by \( n, p, \sqrt{2^\alpha} \) and by the same argument as in Lemma 7 we require \( \delta_0 = 2 \left( \log \left( \sqrt{2^\alpha} f(\epsilon) \right) \right)^2 \). \( \square \)

**Corollary 8.** Let a small secret LWE instance be characterised by \( n, \alpha, q \), and \( s(i) \sim \psi \), suppose \( \alpha q = \sqrt{n} \) and \( q = n^c \) and \( \psi \) is such that the standard deviation of the elements in the secret \( s \) is \( \sigma_s \). Then the log root-Hermite factor \( \log \delta_0 \) that is required is

\[
\log \delta_0 = \frac{\left( \log \left( \sqrt{2^{\alpha}} \frac{1}{n^{\frac{1}{2}-c}} \right) \right)^2}{4n \log \left( \frac{\sqrt{2^{\alpha}} \sigma_s}{\sqrt{\pi} n^c} \right) + c \log n}
\]

**Proof.** From Lemma 2 we have \( p = \frac{\sigma_s}{\sigma} \sqrt{\frac{2^{\alpha n}}{12}} = \frac{\sigma_s \sqrt{2^{\alpha} \sqrt{n}}}{\sqrt{12 \alpha}} = \frac{\sqrt{2^{\alpha}} \sigma_s n^c}{\sqrt{\pi}} \).

By Lemma 10 we have

\[
\log \delta_0 = \frac{\left( \log \left( \sqrt{2^{\alpha}} \frac{1}{n^{\frac{1}{2}-c}} \right) \right)^2}{4n \log p} = \frac{\left( \log \left( \sqrt{2^{\alpha}} \frac{1}{n^{\frac{1}{2}-c}} \right) \right)^2}{4n \log \left( \frac{\sqrt{2^{\alpha}} \sigma_s n^c}{\sqrt{\pi}} \right)}
\]

\[
= \frac{\left( \log \left( \sqrt{2^{\alpha}} \frac{1}{n^{\frac{1}{2}-c}} \right) \right)^2}{4n \left( \log \left( \frac{\sqrt{2^{\alpha}} \sigma_s n^c}{\sqrt{\pi}} \right) + c \log n \right)}
\]

\( \square \)

**Example 5.** Setting \( n = 256 \), \( q = 65537 \) and \( \sigma = \alpha q / \sqrt{2\pi} \approx 25.53 \) following [Reg09] and \( \psi = \mathcal{U}(\mathbb{Z}_2) \) we have \( \sigma_s = 0.5 \). Modulus switching reduces the size of the modulus to \( p = 5928 \). Picking \( \epsilon = 0.1 \) we get a target \( \delta_0 = 1.0046578 \) by Lemma 7 and thus \( m = 781 \). Computing the expected number of clock cycles according to the various models available to us, we end up with the following estimates:

<table>
<thead>
<tr>
<th>model</th>
<th>block size ( k )</th>
<th>log clock cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>enum</td>
<td>318</td>
<td>209</td>
</tr>
<tr>
<td>sieve</td>
<td>318</td>
<td>154</td>
</tr>
</tbody>
</table>
6.3 Bai and Galbraith’s Embedding

Bai and Galbraith [BG14] show that for binary secret (that is, $s_{i(1)} \leftarrow \{0,1\}$ or $s_{i(1)} \leftarrow \{-1,0,1\}$) we may embed our LWE lattice into a different lattice with uSVP structure than the one considered in Section 5.5. Let $m' = m + n$. The lattice is then $L = \{v \in \mathbb{Z}^m \mid A'v \equiv 0 \text{ mod } q\}$ where $A' = (A|I_m)$. This method is more efficient than the usual Kannan embedding lattice as discussed in Section 5.5.

The target short vector is now $\|s\|\|e\|$ (as opposed to $\|e\|$ as in the Kannan embedding case) which contains among its components those of $s$. Bai and Galbraith observe that this enables us to take advantage of the smallness of $s$ [BG14]. In particular, it is its smallness compared with the size of the error which is exploited. That is, where we have $\|s\| \ll \|e\|$, we may rescale the lattice into which the instance is embedded, increasing its volume. This increases the $\delta_0$ which is required to solve the instance. In the case $s_{i(1)} \leftarrow \{-1,0,1\}$, after an appropriate rescaling, the volume of the lattice is increased by $\sigma^n$, where $\sigma = \sqrt{\frac{\pi}{2\tau}}$ is approximately the standard deviation of the error.

In the case $s_{i(1)} \leftarrow \{0,1\}$ the volume is increased by $(2\sigma)^n$ because we can scale by $2\sigma$ and then rebalance. We note that (in the terminology of Section 5.5) Bai and Galbraith use $t = 1$ rather than $t = \|e\|$. In our lemma below, we adapted their theorem to $t = \|e\|$. In our experiments we then use $\tau'$ to estimate the cost of lattice reduction for $t = 1$.

**Lemma 11.** Let a small secret LWE instance be characterised by $n, \alpha, q$, let $s_{i(1)} \leftarrow \{a,\ldots, b\}$, let $\xi = 2/(b - a)$ and let $\sigma = \frac{\alpha q}{\sqrt{2\pi}}$. Any lattice reduction algorithm achieving log root-Hermite factor:

$$\log \delta = \frac{(\log(q/\sigma) - \log(2\tau\sqrt{\pi\epsilon}))^2 \cdot \log(q/\sigma)}{n(2 \log(q/\sigma) - \log \xi)^2}$$

solves LWE by reducing BDD to uSVP for some fixed $\tau \leq 1$ if we have that $(q^m(\xi \sigma)^n)^{1/(m+n)} \sqrt{\frac{m+n}{2\pi\epsilon}} \leq q$ where $m = m' - n = \frac{n(\log(q - \log \sigma))}{\log \delta} - n$.

**Proof.** We observe that scaling and rebalancing for a secret sampled from the interval $[a,\ldots, b]$ increases the volume by a factor of $(\xi \sigma)^n$. Hence, by [BG14, Section 6.2] and the assumption that $(q^m(\xi \sigma)^n)^{1/(m+n)} \sqrt{\frac{m+n}{2\pi\epsilon}} \leq q$ we have a gap of roughly $\frac{\delta}{\lambda_1''} = \frac{(q^m(\xi \sigma)^n)^{1/(m+n)} \sqrt{\frac{m+n}{2\pi\epsilon}}}{\sqrt{2} \frac{m+n}{\sigma} \sqrt{\pi\epsilon}}$.

Following the notation of [BG14], let $m' = m + n$. By the same argument as the discussion in Section 5.5 we have $\frac{\lambda_1''}{\lambda_1'} \geq \tau \delta^{m'}$. Again for simplicity we assume equality. By [BG14, Lemma 1] the optimal value of $m'$ is $m' = \sqrt[4]{\frac{n(\log(q - \log \sigma))}{\log \delta}}$. Therefore we have:

$$\left(\frac{q^{m'-n}(\xi \sigma)^n}{\sqrt{4\pi\epsilon} \sigma}\right)^{\frac{1}{m'}} = \tau \delta^{m'}$$

Taking logarithms and rearranging we get:

$$\left(1 - \frac{n}{m'}\right) \log q + \frac{n}{m'} \log(\xi \sigma) = m' \log \delta + \log \sigma + \log \left(\tau \sqrt{4\pi\epsilon}\right)$$

Solving for $\log \delta_0$:

$$\log \delta_0 = \frac{m' \left(\log(q/\sigma) - \log(\tau \sqrt{4\pi\epsilon})\right) + n \log(\xi) - n \log(q/\sigma)}{m'^2}$$
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Substituting \( m' = \sqrt{\frac{n(\log q - \log \sigma)}{\log \delta}} \):

\[
\log \delta_0 = \frac{n(\log q - \log \sigma)}{\log \delta} \left( \log(q/\sigma) - \log(\tau \sqrt{4\pi e}) \right) + n \log(\xi) - n \log(q/\sigma)
\]

\[
1 = \frac{n(\log q - \log \sigma)}{\log \delta} \left( \log(q/\sigma) - \log(\tau \sqrt{4\pi e}) \right) + n \log(\xi) - n \log(q/\sigma)
\]

Solving for \( \sqrt{\frac{n(\log q - \log \sigma)}{\log \delta}} \):

\[
\sqrt{\frac{n(\log q - \log \sigma)}{\log \delta}} = \frac{2n \log(q/\sigma) - n \log(\xi)}{\log(q/\sigma) - \log(\tau \sqrt{4\pi e})}
\]

Finally, solving for \( \log \delta_0 \):

\[
\log \delta = \frac{\left( \log(q/\sigma) - \log(\tau \sqrt{4\pi e}) \right)^2 \cdot \log(q/\sigma)}{n \left( 2 \log(q/\sigma) - \log(\xi) \right)^2}
\]

\[\square\]

**Remark 9.** Specialising Lemma 11 to \( s_{(i)} \leftarrow \{-1, 0, 1\} \) and hence \( \xi = 1 \) gives

\[
\log \delta = \frac{\left( \log \alpha \tau \sqrt{Z_r} \right)^2}{4n \left( \log q - \log \frac{\alpha q}{\sqrt{2\pi}} \right)}.
\]

Bai and Galbraith also observe that, perhaps counterintuitively, modulus switching does not improve their algorithm. This is because modulus switching results in a smaller rescaling factor and hence leaves a smaller gap.

### 6.4 Small Secret BKW

In this section we consider the small secret variant of BKW described in [AFFP14]. In this work \( \psi \) is not specified but it is assumed that the \( s_{(i)} \) are chosen from \( \{-1, 0, 1\} \) or \( \{0, 1\} \). The authors employ their own variant of BKW to achieve a complexity reduction for solving BKW with small secret. Their technique is lazy modulus switching, a variant of modulus switching. To maximise complexity improvements, the authors only modulus switch when necessary, and employ techniques such as searching for collisions mod \( p \) but remaining in \( \mathbb{Z}_q \) when doing arithmetic on the rows.

**Theorem 7 ([AFFP14]).** Let \( n \geq 1 \) be the dimension of the LWE secret vector, \( q \) be a modulus, \( b \in \mathbb{Z} \) with \( 1 \leq b \leq n \) and \( \sigma \), the standard deviation of the secret vector components. Let also \( \sigma \), be the variance of random elements in \( \mathbb{Z}_r \). Define \( a = \lfloor n/b \rfloor \) and pick a pair \((p, m^*)\) such that \( b \sigma^2 + \sigma^2 \sum_{i=0}^{a-1} \nu_{(i)} \leq 2^a \sigma \). Then \( B_{s, \chi}(b, a - 1, p) \) will return \((\tilde{a}_0, \tilde{c}_0), \ldots, (\tilde{a}_{m-1}, \tilde{c}_{m-1}) \) where \( \tilde{c}_j \) has standard deviation \( \leq \sqrt{2^{a+1}} \sigma \). Furthermore this costs \( \frac{p^b}{2} \left( \frac{n(a-1)}{2} (n+1) \right) + (m + m^*)na \) additions in \( \mathbb{Z}_q \) and \( \frac{ap^b}{2} + m + m^* \) calls to \( L_{s, \chi} \).

In particular, for a typical choice of parameters: \( q \approx n^c \), for some small \( c \geq 1 \), \( a = \log n \), \( b = \frac{n}{\log n} \), recall that standard BKW has complexity \( \mathcal{O}(2^m \cdot n \log^2 n) \). Here the complexity of solving is
\[ O\left(2^{n\left(c + \frac{\log d}{\log n}\right)} \cdot n \log^2 n\right) \], using naive modulus switching. Using lazy modulus switching (Corollary 3 of [AFFP14]), the complexity of solving is \[ O\left(2^{n\left(c + \frac{\log d - \frac{1}{2} \log \log n}{\log n}\right)} \cdot n \log^2 n\right) \], where in both cases \(0 < d \leq 1\) is a constant.

6.5 Arora-Ge and Gröbner Bases

We may exploit small secrets when reducing LWE to solving a non-linear system of equations as in Section 5.6. To encode that our secret is small, we add low-degree equations of the form \(\prod_{i=0}^{s-1} x - j_i\), where \(s\) is the cardinality of the support for \(\psi\) and \(j_i\) are the elements of the support. We may then expand the Hilbert series to establish the expected degree of semi-regularity.

7 Examples

In this section we use our estimator to estimate the cost of running the algorithms discussed in Sections 5 and 6 for parameter sets from the literature. Our estimator is available at https://bitbucket.org/malb/lwe-estimator. We consider the following parameter sets.

Regev
These are Regev’s example choices for parameters from [Reg09]. We use [AFC+13] to pick \(q \approx n^2\) and \(\alpha = \frac{1}{\sqrt{2\pi n} \log^2 n}\).

LindnerPeikert
We use [AFC+13] to select parameters as suggested in [LP11] given \(n\).

FHE
Given \(n\) and the multiplicative depth \(L\) we set \(q = 2^{16.5 \cdot L + 5.4} \cdot 8^{2L-3} \cdot n^L\) and \(\alpha = 3.2\sqrt{2\pi}/q\) inspired by parameters suggested in [GHS12c]. We always assume \(s_i \leftarrow \mathbb{B}\), which means our secret is a bit bigger than in [GHS12c] where the secret has Hamming weight \(\lambda/2\) regardless of dimension.

In our tables “MitM” refers to the Meet-in-the-Middle algorithm given in Section 5.1, “BKW” to the BKW algorithm discussed in Section 5.2, “SIS” to the algorithm discussed in Section 5.3, “DEC” to the algorithm discussed in Section 5.4, “Kannan” to the algorithm discussed in Section 5.5, “Bai-Gal” to the algorithm discussed in Section 6.3 and “Arora-GB” to applying Gröbner basis algorithms as discussed in Section 5.6. In those tables concerning small secret variants, the same labels refer to the small secret variants of the respective algorithms.

The columns “bop” refer to estimated bit operations which we identify with CPU clock cycles. This identification slightly favours lattice reduction algorithms compared to other algorithms, because CPUs do more than one operation per bit per clock cycle. The columns “mem” refer to storage requirements of elements in \(\mathbb{Z}_q\). The columns “\(L_{s,\alpha}\)” refers to the number of calls to the LWE oracle. The columns “bkz2” resp. “sieve” refer to BKZ 2.0 estimates based on the row “enum” resp. “sieve” in Table 1. We use the “bkz2” estimates to optimise parameters for lattice-based algorithms. The column “enum” gives the number of enumerations in the decoding stage of “DEC”. The column “g” is the number of components that are guessed before running the respective algorithms as discussed in Section 6.1 (this only applies to small secret instances). All columns list the logarithm to base two of their respective values.

In all cases, costs are overall, i.e. we give an estimate for the overall cost of solving, including repeated trials and repeated guesses. If “–” is given instead of a number, it means our estimator
did not return a value or was not run because it does not cover this particular case. This can happen when estimates only exist for special cases such as when applying Gröbner bases. We always use $\tau' = 0$. 3 when considering Kannan embedding or the embedding by Bai and Galbraith.

For each choice of parameter set and for each $n$, we highlight the entry giving the runtime of the algorithm which runs fastest in that case.

<table>
<thead>
<tr>
<th></th>
<th>BKW</th>
<th>SIS</th>
<th>DEC</th>
<th>Kannan</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>bop</td>
<td>mem</td>
<td>$L_{s,N}$</td>
<td>bop</td>
</tr>
<tr>
<td>64</td>
<td>57</td>
<td>50</td>
<td>45</td>
<td>34</td>
</tr>
<tr>
<td>128</td>
<td>101</td>
<td>93</td>
<td>87</td>
<td>75</td>
</tr>
<tr>
<td>256</td>
<td>189</td>
<td>181</td>
<td>174</td>
<td>205</td>
</tr>
<tr>
<td>512</td>
<td>366</td>
<td>358</td>
<td>350</td>
<td>566</td>
</tr>
</tbody>
</table>

Table 3. Regev

<table>
<thead>
<tr>
<th></th>
<th>BKW</th>
<th>SIS</th>
<th>DEC</th>
<th>Kannan</th>
<th>Arora-GB</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>bop</td>
<td>mem</td>
<td>$L_{s,N}$</td>
<td>bop</td>
<td>mem</td>
</tr>
<tr>
<td>64</td>
<td>54</td>
<td>47</td>
<td>42</td>
<td>34</td>
<td>49</td>
</tr>
<tr>
<td>128</td>
<td>85</td>
<td>82</td>
<td>76</td>
<td>70</td>
<td>81</td>
</tr>
<tr>
<td>256</td>
<td>160</td>
<td>151</td>
<td>146</td>
<td>179</td>
<td>156</td>
</tr>
<tr>
<td>512</td>
<td>289</td>
<td>281</td>
<td>273</td>
<td>476</td>
<td>308</td>
</tr>
<tr>
<td>1024</td>
<td>548</td>
<td>541</td>
<td>532</td>
<td>1190</td>
<td>636</td>
</tr>
</tbody>
</table>

Table 4. LindnerPeikert

<table>
<thead>
<tr>
<th></th>
<th>MitM</th>
<th>BKW</th>
<th>SIS</th>
<th>DEC</th>
<th>Kannan</th>
<th>Bai-Gal</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>bop</td>
<td>mem</td>
<td>$L_{s,N}$</td>
<td>bop</td>
<td>mem</td>
<td>$L_{s,N}$</td>
</tr>
<tr>
<td>64</td>
<td>43</td>
<td>32</td>
<td>6</td>
<td>46</td>
<td>30</td>
<td>34</td>
</tr>
<tr>
<td>128</td>
<td>76</td>
<td>64</td>
<td>7</td>
<td>76</td>
<td>68</td>
<td>62</td>
</tr>
<tr>
<td>256</td>
<td>143</td>
<td>128</td>
<td>8</td>
<td>138</td>
<td>130</td>
<td>123</td>
</tr>
<tr>
<td>512</td>
<td>270</td>
<td>256</td>
<td>9</td>
<td>249</td>
<td>239</td>
<td>233</td>
</tr>
<tr>
<td>1024</td>
<td>527</td>
<td>512</td>
<td>10</td>
<td>481</td>
<td>473</td>
<td>464</td>
</tr>
</tbody>
</table>

Table 5. Regev with $n_{(i)} \leftarrow \mathcal{G} \{0, 1\}$

8 Discussion

The problems of giving the concrete hardness of the Learning with Errors problem are manifold.

No closed formulas. For most algorithms, there is no sufficiently precise closed formula which expresses the running time in terms of the parameters specifying the problem (e.g. $n$, $q$, $\alpha$), mainly due to a lack of a closed formula for lattice reduction as a function of $\epsilon_0$. This makes direct comparisons difficult. This problem is addressed by the Sage module, enabling us to estimate running times of the various algorithms for particular parameter choices.

The results of applying this Sage module broadly agree with the literature. For example, by our estimates the parameter choices made in [GHS12c] are too conservative, as first observed by van de Pol and Smart [vdPS13], even in light of specialised algorithms exploiting the presence of a
small secret (cf. Section 6.3). This is because their parameters were chosen assuming Lindner and Peikert’s estimate for the runtime of BKZ, which we rule out from among the choices of estimates because it implies a subexponential algorithm for solving LWE.

No single best algorithm. Our results indicate that there is not one algorithm which always outperforms all others on the parameter sets we tested, and so we cannot recommend to consider one particular algorithm to achieve security level $\lambda$. Which algorithm performs best depends on the concrete parameters considered. For small $n$, DEC may be favourable (see e.g. Table 4). For large $n$, BKW may be fastest when considering public-key encryption (see e.g. Table 3) but not when considering homomorphic encryption schemes which require large $q$ (cf. Tables 7 and 8).

We note that while the Arora-Ge algorithm and its Gröbner basis variants always perform much worse than other algorithms in our tests, it is shown in [ACFP14] that this family of algorithms outperforms other families when considering a particular variant of LWE, i.e. UniformNoise-LWE instances.

Finally, we note that all families of algorithms discussed in this work permit parallelisation. For BKW we can distribute (partial) elimination tables across computing units and for the Arora-GB algorithm we can rely on parallelised linear algebra routines. Lattice reduction, too, can be easily distributed for the instances considered in this work, as we are running in the low advantage regime, i.e. we are computing many independent lattice reductions on fresh or re-randomised inputs.

Time-memory trade-offs. According to our estimates of running BKZ, using sieving as the SVP oracle is faster than enumeration for large $n$. While this is to be expected given that sieving is asymptotically faster than enumeration, it might be surprising to see the crossover already for dimension $n = 256$ in some cases. It is important to note, however, that sieving would require an amount of memory so substantial that, for most parameters we consider, it is not clear that sieving is worth considering even where it is faster “on paper”. A completely analogous statement can be made when considering the BKW algorithm or the Arora-Ge and its Gröbner basis variant. Indeed, all algorithms which achieve a time complexity of $2^{O(n)}$ also require memory of the order of $2^{O(n)}$. An interesting open question is hence if an algorithm exists which solves LWE in $2^{O(n)}$ operations but requiring only poly$(n)$ memory.

<table>
<thead>
<tr>
<th>$n$</th>
<th>MitM</th>
<th>BKW</th>
<th>SIS</th>
<th>DEC</th>
<th>Kannan</th>
<th>Bai-Gal</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td>42</td>
<td>32</td>
<td>6</td>
<td>46</td>
<td>30</td>
<td>14</td>
</tr>
<tr>
<td>128</td>
<td>75</td>
<td>64</td>
<td>7</td>
<td>75</td>
<td>62</td>
<td>12</td>
</tr>
<tr>
<td>256</td>
<td>141</td>
<td>128</td>
<td>8</td>
<td>139</td>
<td>129</td>
<td>19</td>
</tr>
<tr>
<td>512</td>
<td>270</td>
<td>256</td>
<td>9</td>
<td>255</td>
<td>249</td>
<td>50</td>
</tr>
<tr>
<td>1024</td>
<td>527</td>
<td>512</td>
<td>10</td>
<td>506</td>
<td>464</td>
<td>952</td>
</tr>
</tbody>
</table>

Table 6. LindnerPeikert with $s(i) \leftarrow \{0,1\}$

<table>
<thead>
<tr>
<th>$n$</th>
<th>MitM</th>
<th>BKW</th>
<th>SIS</th>
<th>DEC</th>
<th>Kannan</th>
<th>Bai-Gal</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td>45</td>
<td>32</td>
<td>6</td>
<td>53</td>
<td>46</td>
<td>27</td>
</tr>
<tr>
<td>128</td>
<td>78</td>
<td>64</td>
<td>7</td>
<td>46</td>
<td>74</td>
<td>38</td>
</tr>
<tr>
<td>256</td>
<td>143</td>
<td>128</td>
<td>8</td>
<td>148</td>
<td>136</td>
<td>129</td>
</tr>
<tr>
<td>512</td>
<td>272</td>
<td>256</td>
<td>9</td>
<td>272</td>
<td>260</td>
<td>252</td>
</tr>
<tr>
<td>1024</td>
<td>529</td>
<td>512</td>
<td>10</td>
<td>520</td>
<td>507</td>
<td>498</td>
</tr>
<tr>
<td>2048</td>
<td>1024</td>
<td>1024</td>
<td>11</td>
<td>1015</td>
<td>1003</td>
<td>993</td>
</tr>
</tbody>
</table>

Table 7. FHE with $L = 2$ with $s(i) \leftarrow \{0,1\}$
Incomplete data. For, say, the decoding approach we are able to trade running time for success probability. On the other hand, we do not know how to do this when using Kannan embedding. As highlighted in Section 5.5, for a success probability of 0.1 we have that $\tau' \approx 0.3$ is a fair estimate based on experiments in the literature, but no data is publicly available from which to estimate $\tau'$ for smaller success probabilities. While the decoding approach seems to outperform the application of Kannan embedding as highlighted in Example 4, by a similar argument, it is to be expected that the algorithm of Bai and Galbraith could be shown to produce better results if such data was available.

This is just one area in which more data is required. Our estimator is built from the curves fitted to the data from the literature given in Table 1 and as such more experimental data on the runtime of enumeration and sieving would allow to refine these estimates. To reiterate, the analysis on which the estimator is based is sound given the current state of the art, but intrinsically depends on the formulae for sieving and enumeration, and so refinements in this area will refine our estimator accordingly. As lattice reduction is a central step in many of the algorithms, this is of particular importance.
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Table 8. FHE with $L = 10$ with $s(i) \leftarrow \{0, 1\}$
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